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To David, Mum, Dad, and Carl. Thanks for the support and believing I could do it. But you’ll have to wait a while for the car.


A Note Regarding Supplemental Files



Supplemental files and examples for this book can be found at http://examples.oreilly.com/9780596527587/. Please use a standard desktop web browser to access these files, as they may not be accessible from all ereader devices.
All code files or examples referenced in the book will be available online. For physical books that ship with an accompanying disc, whenever possible, we’ve posted all CD/DVD content. Note that while we provide as much of the media content as we are able via free download, we are sometimes limited by licensing restrictions. Please direct any questions or concerns to booktech@oreilly.com.
Advance Praise for Head First Statistics



“Head First Statistics is by far the most entertaining, attention-catching study guide on the market. By presenting the material in an engaging manner, it provides students with a comfortable way to learn an otherwise cumbersome subject. The explanation of the topics is presented in a manner comprehensible to students of all levels.”
—Ariana Anderson, Teaching Fellow/PhD candidate in Statistics, UCLA



“Head First is an intuitive way to understand statistics using simple, real-life examples that make learning fun and natural.”
—Michael Prerau, computational neuroscientist and statistics instructor, Boston University



“Thought Head First was just for computer nerds? Try the brain-friendly way with statistics and you’ll change your mind. It really works.”
—Andy Parker



“This book is a great way for students to learn statistics—it is entertaining, comprehensive, and easy to understand. A perfect solution!”
—Danielle Levitt



“Down with dull statistics books! Even my cat liked this one.”
—Cary Collett



Praise for other Head First books



“Kathy and Bert’s Head First Java transforms the printed page into the closest thing to a GUI you’ve ever seen. In a wry, hip manner, the authors make learning Java an engaging ‘what’re they gonna do next?’ experience.”
—Warren Keuffel, Software Development Magazine



“Beyond the engaging style that drags you forward from know-nothing into exalted Java warrior status, Head First Java covers a huge amount of practical matters that other texts leave as the dreaded “exercise for the reader...” It’s clever, wry, hip and practical—there aren’t a lot of textbooks that can make that claim and live up to it while also teaching you about object serialization and network launch protocols.”
—Dr. Dan Russell, Director of User Sciences and Experience Research IBM Almaden Research Center (and teaches Artificial Intelligence at Stanford University)



“It’s fast, irreverent, fun, and engaging. Be careful—you might actually learn something!”
—Ken Arnold, former Senior Engineer at Sun Microsystems Co-author (with James Gosling, creator of Java), The Java Programming Language



“I feel like a thousand pounds of books have just been lifted off of my head.”
—Ward Cunningham, inventor of the Wiki and founder of the Hillside Group



“Just the right tone for the geeked-out, casual-cool guru coder in all of us. The right reference for practical development strategies—gets my brain going without having to slog through a bunch of tired stale professor-speak.”
—Travis Kalanick, Founder of Scour and Red Swoosh Member of the MIT TR100



“There are books you buy, books you keep, books you keep on your desk, and thanks to O’Reilly and the Head First crew, there is the penultimate category, Head First books. They’re the ones that are dog-eared, mangled, and carried everywhere. Head First SQL is at the top of my stack. Heck, even the PDF I have for review is tattered and torn.”
—Bill Sawyer, ATG Curriculum Manager, Oracle



“This book’s admirable clarity, humor and substantial doses of clever make it the sort of book that helps even non-programmers think well about problem-solving.”
—Cory Doctorow, co-editor of Boing Boing Author, Down and Out in the Magic Kingdom and Someone Comes to Town, Someone Leaves Town



“I received the book yesterday and started to read it...and I couldn’t stop. This is definitely très ‘cool.’ It is fun, but they cover a lot of ground and they are right to the point. I’m really impressed.”
—Erich Gamma, IBM Distinguished Engineer, and co-author of Design Patterns



“One of the funniest and smartest books on software design I’ve ever read.”
—Aaron LaBerge, VP Technology, ESPN.com



“What used to be a long trial and error learning process has now been reduced neatly into an engaging paperback.”
—Mike Davidson, CEO, Newsvine, Inc.



“Elegant design is at the core of every chapter here, each concept conveyed with equal doses of pragmatism and wit.”
—Ken Goldstein, Executive Vice President, Disney Online



“I ♥ Head First HTML with CSS & XHTML—it teaches you everything you need to learn in a ‘fun coated’ format.”
—Sally Applin, UI Designer and Artist



“Usually when reading through a book or article on design patterns, I’d have to occasionally stick myself in the eye with something just to make sure I was paying attention. Not with this book. Odd as it may sound, this book makes learning about design patterns fun.
“While other books on design patterns are saying ‘Buehler... Buehler... Buehler...’ this book is on the float belting out ‘Shake it up, baby!’”
—Eric Wuehler



“I literally love this book. In fact, I kissed this book in front of my wife.”
—Satish Kumar



Other related books from O’Reilly
	Statistics Hacks™

	Statistics in a Nutshell

	Mind Hacks™

	Mind Performance Hacks™

	Your Brain: The Missing Manual



Other books in O’Reilly’s Head First series
	Head First Java™

	Head First Object-Oriented Analysis and Design (OOA&D)

	Head First HTML with CSS and XHTML

	Head First Design Patterns

	Head First Servlets and JSP

	Head First EJB

	Head First PMP

	Head First SQL

	Head First Software Development

	Head First JavaScript

	Head First Ajax (2008)

	Head First Physics (2008)

	Head First Rails (2008)

	Head First Web Design (2008)

	Head First Programming (2008)

	Head First PHP & MySQL (2008)

	Head First Algebra (2008)



Author of Head First Statistics
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Dawn Griffiths started life as a mathematician at a top UK university. She was awarded a First-Class Honours degree in Mathematics, but she turned down a PhD scholarship studying particularly rare breeds of differential equations when she realized people would stop talking to her at parties. Instead she pursued a career in software development, and she currently combines IT consultancy with writing and mathematics.
When Dawn’s not working on Head First books, you’ll find her honing her Tai Chi skills, making bobbin lace or cooking nice meals. She hasn’t yet mastered the art of doing all three at the same time. She also enjoys traveling, and spending time with her lovely husband, David.
Dawn has a theory that Head First Bobbin Lacemaking might prove to a be a big cult hit, but she suspects that Brett and Laurie might disagree.
How to use this Book: Intro
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Who is this book for?



If you can answer “yes” to all of these:
	Do you need to understand statistics for a course, for your line of work, or just because you think it’s about time you learned what standard deviation means or how to find the probability of winning at roulette?

	Do you want to learn, understand, and remember how to use probability and statistics to get the right results, every time?

	Do you prefer stimulating dinner party conversation to dry, dull, academic lectures?



this book is for you.
Who should probably back away from this book?



If you can answer “yes” to any of these:
	Are you someone who’s never studied basic algebra?
(You don’t need to be advanced, but you should understand basic addition and subtraction, multiplication and division.)

	Are you a kick-butt statistician looking for a reference book?

	Are you afraid to try something different? Would you rather have a root canal than mix stripes with plaid? Do you believe that a statistics book can’t be serious if Venn diagrams are anthropomorphized?



this book is not for you.
[image: image with no caption][Note from marketing: this book is for anyone with a credit card.]





We know what you’re thinking



“How can this be a serious book on statistics?”
“What’s with all the graphics?”
“Can I actually learn it this way?”

We know what your brain is thinking



Your brain craves novelty. It’s always searching, scanning, waiting for something unusual. It was built that way, and it helps you stay alive.
So what does your brain do with all the routine, ordinary, normal things you encounter? Everything it can to stop them from interfering with the brain’s real job—recording things that matter. It doesn’t bother saving the boring things; they never make it past the “this is obviously not important” filter.
How does your brain know what’s important? Suppose you’re out for a day hike and a tiger jumps in front of you, what happens inside your head and body?
Neurons fire. Emotions crank up. Chemicals surge.
And that’s how your brain knows...
[image: image with no caption]

This must be important! Don’t forget it!
But imagine you’re at home, or in a library. It’s a safe, warm, tiger-free zone. You’re studying. Getting ready for an exam. Or trying to learn some tough technical topic your boss thinks will take a week, ten days at the most.
Just one problem. Your brain’s trying to do you a big favor. It’s trying to make sure that this obviously non-important content doesn’t clutter up scarce resources. Resources that are better spent storing the really big things. Like tigers. Like the danger of fire. Like how you should never have posted those “party” photos on your Facebook page.
And there’s no simple way to tell your brain, “Hey brain, thank you very much, but no matter how dull this book is, and how little I’m registering on the emotional Richter scale right now, I really do want you to keep this stuff around.”
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We think of a “Head First” reader as a learner
So what does it take to learn something? First, you have to get it, then make sure you don’t forget it. It’s not about pushing facts into your head. Based on the latest research in cognitive science, neurobiology, and educational psychology, learning takes a lot more than text on a page. We know what turns your brain on.
Some of the Head First learning principles:
Make it visual. Images are far more memorable than words alone, and make learning much more effective (up to 89% improvement in recall and transfer studies). It also makes things more understandable. Put the words within or near the graphics they relate to, rather than on the bottom or on another page, and learners will be up to twice as likely to solve problems related to the content.
[image: image with no caption]

Use a conversational and personalized style. In recent studies, students performed up to 40% better on post-learning tests if the content spoke directly to the reader, using a first-person, conversational style rather than taking a formal tone. Tell stories instead of lecturing. Use casual language. Don’t take yourself too seriously. Which would you pay more attention to: a stimulating dinner party companion, or a lecture?
[image: image with no caption]

Get the learner to think more deeply. In other words, unless you actively flex your neurons, nothing much happens in your head. A reader has to be motivated, engaged, curious, and inspired to solve problems, draw conclusions, and generate new knowledge. And for that, you need challenges, exercises, and thought-provoking questions, and activities that involve both sides of the brain and multiple senses.
[image: image with no caption]

Get—and keep—the reader’s attention. We’ve all had the “I really want to learn this but I can’t stay awake past page one” experience. Your brain pays attention to things that are out of the ordinary, interesting, strange, eye-catching, unexpected. Learning a new, tough, technical topic doesn’t have to be boring. Your brain will learn much more quickly if it’s not.
Touch their emotions. We now know that your ability to remember something is largely dependent on its emotional content. You remember what you care about. You remember when you feel something. No, we’re not talking heart-wrenching stories about a boy and his dog. We’re talking emotions like surprise, curiosity, fun, “what the...?”, and the feeling of “I Rule!” that comes when you solve a puzzle, learn something everybody else thinks is hard, or realize you know something that “I’m more mathematically inclined than thou” Bob from class doesn’t.
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Metacognition: thinking about thinking



If you really want to learn, and you want to learn more quickly and more deeply, pay attention to how you pay attention. Think about how you think. Learn how you learn.
Most of us did not take courses on metacognition or learning theory when we were growing up. We were expected to learn, but rarely taught to learn.
But we assume that if you’re holding this book, you really want to learn statistics. And you probably don’t want to spend a lot of time. If you want to use what you read in this book, you need to remember what you read. And for that, you’ve got to understand it. To get the most from this book, or any book or learning experience, take responsibility for your brain. Your brain on this content.
The trick is to get your brain to see the new material you’re learning as Really Important. Crucial to your well-being. As important as a tiger. Otherwise, you’re in for a constant battle, with your brain doing its best to keep the new content from sticking.
[image: image with no caption]

So just how DO you get your brain to treat statistics like it was a hungry tiger?
There’s the slow, tedious way, or the faster, more effective way. The slow way is about sheer repetition. You obviously know that you are able to learn and remember even the dullest of topics if you keep pounding the same thing into your brain. With enough repetition, your brain says, “This doesn’t feel important to him, but he keeps looking at the same thing over and over and over, so I suppose it must be.”
The faster way is to do anything that increases brain activity, especially different types of brain activity. The things on the previous page are a big part of the solution, and they’re all things that have been proven to help your brain work in your favor. For example, studies show that putting words within the pictures they describe (as opposed to somewhere else in the page, like a caption or in the body text) causes your brain to try to makes sense of how the words and picture relate, and this causes more neurons to fire. More neurons firing = more chances for your brain to get that this is something worth paying attention to, and possibly recording.
A conversational style helps because people tend to pay more attention when they perceive that they’re in a conversation, since they’re expected to follow along and hold up their end. The amazing thing is, your brain doesn’t necessarily care that the “conversation” is between you and a book! On the other hand, if the writing style is formal and dry, your brain perceives it the same way you experience being lectured to while sitting in a roomful of passive attendees. No need to stay awake.
But pictures and conversational style are just the beginning...

Here’s what WE did



We used pictures, because your brain is tuned for visuals, not text. As far as your brain’s concerned, a picture really is worth a thousand words. And when text and pictures work together, we embedded the text in the pictures because your brain works more effectively when the text is within the thing the text refers to, as opposed to in a caption or buried in the text somewhere.
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We used redundancy, saying the same thing in different ways and with different media types, and multiple senses, to increase the chance that the content gets coded into more than one area of your brain.
We used concepts and pictures in unexpected ways because your brain is tuned for novelty, and we used pictures and ideas with at least some emotional content, because your brain is tuned to pay attention to the biochemistry of emotions. That which causes you to feel something is more likely to be remembered, even if that feeling is nothing more than a little humor, surprise, or interest.
We used a personalized, conversational style, because your brain is tuned to pay more attention when it believes you’re in a conversation than if it thinks you’re passively listening to a presentation. Your brain does this even when you’re reading.
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We included more than 80 activities, because your brain is tuned to learn and remember more when you do things than when you read about things. And we made the exercises challenging-yet-do-able, because that’s what most people prefer.
We used multiple learning styles, because you might prefer step-by-step procedures, while someone else wants to understand the big picture first, and someone else just wants to see an example. But regardless of your own learning preference, everyone benefits from seeing the same content represented in multiple ways.
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We include content for both sides of your brain, because the more of your brain you engage, the more likely you are to learn and remember, and the longer you can stay focused. Since working one side of the brain often means giving the other side a chance to rest, you can be more productive at learning for a longer period of time.
And we included stories and exercises that present more than one point of view, because your brain is tuned to learn more deeply when it’s forced to make evaluations and judgments.
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We included challenges, with exercises, and by asking questions that don’t always have a straight answer, because your brain is tuned to learn and remember when it has to work at something. Think about it—you can’t get your body in shape just by watching people at the gym. But we did our best to make sure that when you’re working hard, it’s on the right things. That you’re not spending one extra dendrite processing a hard-to-understand example, or parsing difficult, jargon-laden, or overly terse text.
We used people. In stories, examples, pictures, etc., because, well, because you’re a person. And your brain pays more attention to people than it does to things.
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Here’s what YOU can do to bend your brain into submission



So, we did our part. The rest is up to you. These tips are a starting point; listen to your brain and figure out what works for you and what doesn’t. Try new things.
[image: image with no caption]Cut this out and stick it on your refrigerator.



	Slow down. The more you understand, the less you have to memorize.
Don’t just read. Stop and think. When the book asks you a question, don’t just skip to the answer. Imagine that someone really is asking the question. The more deeply you force your brain to think, the better chance you have of learning and remembering.

	Do the exercises. Write your own notes.
We put them in, but if we did them for you, that would be like having someone else do your workouts for you. And don’t just look at the exercises. Use a pencil. There’s plenty of evidence that physical activity while learning can increase the learning.

	Read the “There are No Dumb Questions”
That means all of them. They’re not optional sidebars—they’re part of the core content! Don’t skip them.

	Make this the last thing you read before bed. Or at least the last challenging thing.
Part of the learning (especially the transfer to long-term memory) happens after you put the book down. Your brain needs time on its own, to do more processing. If you put in something new during that processing time, some of what you just learned will be lost.

	Drink water. Lots of it.
Your brain works best in a nice bath of fluid. Dehydration (which can happen before you ever feel thirsty) decreases cognitive function.

	Talk about it. Out loud.
Speaking activates a different part of the brain. If you’re trying to understand something, or increase your chance of remembering it later, say it out loud. Better still, try to explain it out loud to someone else. You’ll learn more quickly, and you might uncover ideas you hadn’t known were there when you were reading about it.

	Listen to your brain.
Pay attention to whether your brain is getting overloaded. If you find yourself starting to skim the surface or forget what you just read, it’s time for a break. Once you go past a certain point, you won’t learn faster by trying to shove more in, and you might even hurt the process.

	Feel something.
Your brain needs to know that this matters. Get involved with the stories. Make up your own captions for the photos. Groaning over a bad joke is still better than feeling nothing at all.

	Practice solving problems!
There’s only one way to truly master statistics: practice answering questions. And that’s what you’re going to do throughout this book. Using statistics is a skill, and the only way to get good at it is to practice. We’re going to give you a lot of practice: every chapter has exercises that pose problems for you to solve. Don’t just skip over them—a lot of the learning happens when you solve the exercises. We included a solution to each exercise—don’t be afraid to peek at the solution if you get stuck! (It’s easy to get snagged on something small.) But try to solve the problem before you look at the solution. And definitely make sure you understand what’s going on before you move on to the next part of the book.





Read Me



This is a learning experience, not a reference book. We deliberately stripped out everything that might get in the way of learning whatever it is we’re working on at that point in the book. And the first time through, you need to begin at the beginning, because the book makes assumptions about what you’ve already seen and learned.
We begin by teaching basic ways of representing and summarizing data, then move on to probability distributions, and then more advanced techniques such as hypothesis testing.
While later topics are important, the first thing you need to tackle is fundamental building blocks such as charting, averages, and measures of variability. So we begin by showing you basic statistical problems that you actually solve yourself. That way you can immediately do something with statistics, and you will begin to get excited about it. Then, a bit later in the book, we show you how to use probability and probability distributions. By then you’ll have a solid grasp of statistics fundamentals, and can focus on learning the concepts. After that, we show you how to apply your knowledge in more powerful ways, such as how to conduct hypothesis tests. We teach you what you need to know at the point you need to know it because that’s when it has the most value.
We cover the same general set of topics that are on the AP and A Level curriculum.
While we focus on the overall learning experience rather than exam preparation, we provide good coverage of the AP and A Level curriculum. This means that while you work your way through the topics, you’ll gain the deep understanding you need to get a good grade in whatever exam it is you’re taking. This is a far more effective way of learning statistics than learning formulae by rote, as you’ll feel confident about what you need when, and how to use it.
We help you out with online resources.
Our readers tell us that sometimes you need a bit of extra help, so we provide online resources, right at your fingertips. We give you an online forum where you can go to seek help, online papers, and other resources too. The starting point is http://www.headfirstlabs.com/books/hfstats/
The activities are NOT optional.
The exercises and activities are not add-ons; they’re part of the core content of the book. Some of them are to help with memory, some are for understanding, and some will help you apply what you’ve learned. Don’t skip the exercises. The crossword puzzles are the only thing you don’t have to do, but they’re good for giving your brain a chance to think about the words and terms you’ve been learning in a different context.
The redundancy is intentional and important.
One distinct difference in a Head First book is that we want you to really get it. And we want you to finish the book remembering what you’ve learned. Most reference books don’t have retention and recall as a goal, but this book is about learning, so you’ll see some of the same concepts come up more than once.
The Brain Power and Brain Barbell exercises don’t have answers.
For some of them, there is no right answer, and for others, part of the learning experience of the activities is for you to decide if and when your answers are right. In some of the Brain Power and Brain Barbell exercises, you will find hints to point you in the right direction.

The technical review team



[image: image with no caption]

Note
Not pictured (but just as awesome): Jeffrey Maddelena and Matt Vadeboncoeur
Thanks also to Keith Fahlgren, Bruce Frey, and Leanne Lockhart for technical feedback.

Technical Reviewers:
Ariana Anderson is teaching assistant and PhD Candidate in the Department of Statistics at UCLA. Her research interests include data-mining and pattern recognition.
Dru Kleinfeld is a graduate of Cornell University, class of 2007, with a BA in Economics. Dru currently lives in New York City and works in the Human Resources Department of Morgan Stanley.
Danielle Levitt is currently a first year medical student in Tel Aviv, Israel. In her free time she enjoys listening to music, swimming in the ocean, and spending time with my friends and family.
Having started his career as a research physicist, Andy Parker thought he knew a thing or two about statistics. Sadly, having read this book, that turned out not to be the case. Andy spends most of his time now, worrying about what other important things he may have forgotten.
Michael J. Prerau is a researcher in Computational Neuroscience creating new statistical methods to analyze how the neurons encode information in the brain. He is a Ph.D. student in the Program in Neuroscience at Boston University, as well as a research associate in the Neuroscience Statistics Research Laboratory in the Department of Anesthesia and Critical Care at Massachusetts General Hospital.
Matthew Vadeboncoeur is a graduate student studying ecosystem ecology at the Complex Systems Research Center at the University of New Hampshire.
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Chapter 1. Visualizing Information: First Impressions
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Can’t tell your facts from your figures?
Statistics help you make sense of confusing sets of data. They make the complex simple. And when you’ve found out what’s really going on, you need a way of visualizing it and telling everyone else. So if you want to pick the best chart for the job, grab your coat, pack your best slide rule, and join us on a ride to Statsville.
Statistics are everywhere



Everywhere you look you can find statistics, whether you’re browsing the Internet, playing sports, or looking through the top scores of your favorite video game. But what actually is a statistic?
Statistics are numbers that summarize raw facts and figures in some meaningful way. They present key ideas that may not be immediately apparent by just looking at the raw data, and by data, we mean facts or figures from which we can draw conclusions. As an example, you don’t have to wade through lots of football scores when all you want to know is the league position of your favorite team. You need a statistic to quickly give you the information you need.
The study of statistics covers where statistics come from, how to calculate them, and how you can use them effectively.
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But why learn statistics?



Understanding what’s really going on with statistics empowers you. If you really get statistics, you’ll be able to make objective decisions, make accurate predictions that seem inspired, and convey the message you want in the most effective way possible.
Statistics can be a convenient way of summarizing key truths about data, but there’s a dark side too.
[image: image with no caption]

Statistics are based on facts, but even so, they can sometimes be misleading. They can be used to tell the truth—or to lie. The problem is how do you know when you’re being told the truth, and when you’re being told lies?
Having a good understanding of statistics puts you in a strong position. You’re much better equipped to tell when statistics are inaccurate or misleading. In other words, studying statistics is a good way of making sure you don’t get fooled.
As an example, take a look at the profits made by a company in the latter half of last year.
	Month
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec

	Profit (millions)
	2.0
	2.1
	2.2
	2.1
	2.3
	2.4



[image: image with no caption]

How can there be two interpretations of the same set of data? Let’s take a closer look.

A tale of two charts



So how can we explore these two different interpretations of the same data? What we need is some way of visualizing them. If you need to visualize information, there’s no better way than using a chart or graph. They can be a quick way of summarizing raw information and can help you get an impression of what’s going on at a glance. But you need to be careful because even the simplest chart can be used to subtly mislead and misdirect you.
Here are two time graphs showing a companies profits for six months. They’re both based on the same information, so why do they look so different? They give drastically different versions of the same information.
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Sharpen your pencil
Take a look at the two charts on the facing page. What would you say are the key differences? How do they give such different first impressions of the data?

There are no Dumb Questions
	Q:
	Q: Why not just go on the data? Why chart it?

	A:
	A: Sometimes it’s difficult to see what’s really going on just by looking at the raw data. There can be patterns and trends in the data, but these can be very hard to spot if you’re just looking at a heap of numbers. Charts give you a way of literally seeing patterns in your data. They allow you to visualize your data and see what’s really going on in a quick glance.

	Q:
	Q: What’s the difference between information and data?

	A:
	A: Data refers to raw facts and figures that have been collected. Information is data that has some sort of added meaning.
As an example, take the numbers 5, 6, and 7. By themselves, these are just numbers. You don’t know what they mean or represent. They’re data. If you’re then told that these are the ages of three children, you have information as the numbers are now meaningful.






Sharpen your pencil Solution
Take a look at the two charts. What would you say are the key differences? How do they give such different first impressions of the data?
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Software can’t think for you.
Chart software can save you a lot of time and produce effective charts, but you still need to understand what’s going on.
At the end of the day, it’s your data, and it’s up to you to choose the right chart for the job and make sure your data is presented in the most effective way possible and conveys the message you want.
Software can translate data into charts, but it’s up to you to make sure the chart is right.
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Manic Mango needs some charts



One company that needs some charting expertise is Manic Mango, an innovative games company that is taking the world by storm. The CEO has been invited to deliver a keynote presentation at the next worldwide games expo. He needs some quick, slick ways of presenting data, and he’s asked you to come up with the goods. There’s a lot riding on this. If the keynote goes well, Manic Mango will get extra sponsorship revenue, and you’re bound to get a hefty bonus for your efforts.
[image: image with no caption]

The first thing the CEO wants to be able to do is compare the percentage of satisfied players for each game genre. He’s started off by plugging the data he has through some charting software, and here are the results:
[image: image with no caption]

Brain Power
Take a good look at the pie chart that the CEO has produced. What does each slice represent? What can you infer about the relative popularity of different video game genres?


The humble pie chart



Pie charts work by splitting your data into distinct groups or categories. The chart consists of a circle split into wedge-shaped slices, and each slice represents a group. The size of each slice is proportional to how many are in each group compared with the others. The larger the slice, the greater the relative popularity of that group. The number in a particular group is called the frequency.
Pie charts divide your entire data set into distinct groups. This means that if you add together the frequency of each slice, you should get 100%.
Let’s take a closer look at our pie chart showing the number of units sold per genre:
[image: image with no caption]

	Genre
	Units sold

	Sports
	27,500

	Strategy
	11,500

	Action
	6,000

	Shooter
	3,500

	Other
	1,500



So when are pie charts useful?



We’ve seen that the size of each slice represents the relative frequency of each group of data you’re showingg. Because of this, pie charts can be useful if you want to compare basic proportions. It’s usually easy to tell at a glance which groups have a high frequency compared with the others. Pie charts are less useful if all the slices have similar sizes, as it’s difficult to pick up on subtle differences between the slice sizes.
So what about the pie chart that the Manic Mango CEO has created?
Vital Statistics: Frequency
Frequency describes how many items there are in a particular group or interval. It’s like a count of how many there are.



Chart failure



Creating a pie chart worked out so great for displaying the units sold per genre that the CEO’s decided to create another to chart consumer satisfaction with Manic Mango’s game. The CEO needs a chart that will allow him to compare the percentage of satisfied players for each game genre. He’s run the data through the charting software again, but this time he’s not as impressed.
[image: image with no caption]

[image: image with no caption]

Pie charts are used to compare the proportions of different groups or categories, but in this case there’s little variation between each group.
It’s difficult to take in at a glance which category has the highest level of player satisfaction.
It’s also generally confusing to label pie charts with percentages that don’t relate to the overall proportion of the slice. As an example, the Sports slice is labelled 99%, but it only fills about 20% of the chart. Another problem is that we don’t know whether there’s an equal number of responses for each genre, so we don’t know whether it’s fair to compare genre satisfaction in this way.
Pie charts show proportions


Brain Power
Take a look at the data, and think about the problems there are with this chart. What would be a better sort of chart for this kind of information?


Bar charts can allow for more accuracy



A better way of showing this kind of data is with a bar chart. Just like pie charts, bar charts allow you to compare relative sizes, but the advantage of using a bar chart is that they allow for a greater degree of precision. They’re ideal in situations where categories are roughly the same size, as you can tell with far greater precision which category has the highest frequency. It makes it easier for you to see small differences.
On a bar chart, each bar represents a particular category, and the length of the bar indicates the value. The longer the bar, the greater the value. All the bars have the same width, which makes it easier to compare them.
Bar charts can be drawn either vertically or horizontally.

Vertical bar charts



Vertical bar charts show categories on the horizontal axis, and either frequency or percentage on the vertical axis. The height of each bar indicates the value of its category. Here’s an example showing the sales figures in units for five regions, A, B, C, D, and E:
[image: image with no caption]


Horizontal bar charts



Horizontal bar charts are just like vertical bar charts except that the axes are flipped round. With horizontal bar charts, you show the categories on the vertical axis and the frequency or percentage on the horizontal axis.
Here’s a horizontal bar chart for the CEO’s genre data from Chart failure. As you can see, it’s much easier to quickly gauge which category has the highest value, and which the lowest.
[image: image with no caption]

Vertical bar charts tend to be more common, but horizontal bar charts are useful if the names of your categories are long. They give you lots of space for showing the name of each category without having to turn the bar labels sideways.
[image: image with no caption]

It depends on what message you want to convey.
Let’s take a closer look.

It’s a matter of scale



Understanding scale allows you to create powerful bar charts that pick out the key facts you want to draw attention to. But be careful—scale can also conceal vital facts about your data. Let’s see how.
Using percentage scales



Let’s start by taking a deeper look at the bar chart showing player satisfaction per game genre. The horizontal axis shows player satisfaction as a percentage, the number of people out of every hundred who are satisfied with this genre.
[image: image with no caption]

The purpose of this chart is to allow us to compare different percentages and also read off percentages from the chart.
There’s just one problem—it doesn’t tell us how many players there are for each genre. This may not sound important, but it means that we have no idea whether this reflects the views of all players, some of them, or even just a handful. In other words, we don’t know how representative this is of players as a whole. The golden rule for designing charts that show percentages is to try and indicate the frequencies, either on the chart or just next to it.
Watch it!
Be very wary if you’re given percentages with no frequencies, or a frequency with no percentage.
Sometimes this is a tactic used to hide key facts about the underlying data, as just based on a chart, you have no way of telling how representative it is of the data. You may find that a large percentage of people prefer one particular game genre, but that only 10 people were questioned. Alternatively, you might find that 10,000 players like sports games most, but by itself, you can’t tell whether this is a high or low proportion of all game players.



Using frequency scales



You can show frequencies on your scale instead of percentages. This makes it easy for people to see exactly what the frequencies are and compare values.
[image: image with no caption]

Normally your scale should start at 0, but watch out! Not every chart does this, and as you saw earlier in Sharpen your pencil Solution, using a scale that doesn’t start at 0 can give a different first impression of your data. This is something to watch out for on other people’s charts, as it’s very easy to miss and can give you the wrong impression of the data.
[image: image with no caption]

There are ways of drawing bar charts that give you more flexibility.
The problem with these bar charts is that they show either the number of satisfied players or the percentage, and they only show satisfied players.
Let’s take a look at how we can get around this problem.

Dealing with multiple sets of data



With bar charts, it’s actually really easy to show more than one set of data on the same chart. As an example, we can show both the percentage of satisfied players and the percentage of dissatisfied players on the same chart.
The split-category bar chart



One way of tackling this is to use one bar for the frequency of satisfied players and another for those dissatisfied, for each genre. This sort of chart is useful if you want to compare frequencies, but it’s difficult to see proportions and percentages.
[image: image with no caption]


The segmented bar chart



If you want to show frequencies and percentages, you can try using a segmented bar chart. For this, you use one bar for each category, but you split the bar proportionally. The overall length of the bar reflects the total frequency.
This sort of chart allows you to quickly see the total frequency of each category—in this case, the total number of players for each genre—and the frequency of player satisfaction. You can see proportions at a glance, too.
[image: image with no caption]

Exercise
The CEO needs another chart for the keynote presentation. Here’s the data; see if you can sketch the bar chart.
	Continent
	Sales (units)

	North America
	1,500

	South America
	500

	Europe
	1,500

	Asia
	2,000

	Oceania
	1,000

	Africa
	500

	Antarctica
	1




Sharpen your pencil
Here’s another chart generated by the software. Which genre sold the most in 2007? How did this genre fare in 2006?
[image: image with no caption]


Exercise Solution
The CEO needs another chart for the keynote presentation. Here’s the data, see if you can create the chart.
[image: image with no caption]


Sharpen your pencil Solution
Here’s another chart generated by the software. Which genre sold the most in 2007? How did this genre fare in 2006?
[image: image with no caption]




Your bar charts rock



The CEO is thrilled with the bar charts you’ve produced, but there’s more data he needs to present at the keynote.
[image: image with no caption]
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[image: image with no caption]

Brain Power
Look back through the chapter. How do you think this type of data is different? What impact do you think this could have on charts?


Categories vs. numbers



When you’re working with charts, one of the key things you need to figure out is what sort of data you’re dealing with. Once you’ve figured that out, you’ll find it easier to make key decisions about what chart you need to best represent your data.
Categorical or qualitative data



Most of the data we’ve seen so far is categorical. The data is split into categories that describe qualities or characteristics. For this reason, it’s also called qualitative data. An example of qualitative data is game genre; each genre forms a separate category.
The key thing to remember with qualitative data is that the data values can’t be interpreted as numbers.
[image: image with no caption]

breed of dog


[image: image with no caption]

type of dessert



Numerical or quantitative data



Numerical data, on the other hand, deals with numbers. It’s data where the values have meaning as numbers, and that involves measurements or counts. Numerical data is also called quantitative data because it describes quantities.
[image: image with no caption]

weight


[image: image with no caption]

length


[image: image with no caption]

time


So what impact does this have on the chart for Manic Mango?


Dealing with grouped data



The latest set of data from the Manic Mango CEO is numeric and, what’s more, the scores are grouped into intervals. So what’s the best way of charting data like this?
Note
The scores are numeric and grouped into intervals

	Score
	Frequency

	0-199
	5

	200-399
	29

	400-599
	56

	600-799
	17

	800-999
	3



[image: image with no caption]

We could, but there’s a better way.
Rather than treat each range of scores as a separate category, we can take advantage of the data being numeric, and present the data using a continuous numeric scale instead. This means that instead of using bars to represent a single item, we can use each bar to represent a range of scores.
To do this, we can create a histogram.
Histograms are like bar charts but with two key differences. The first is that the area of each bar is proportional to the frequency, and the second is that there are no gaps between the bars on the chart. Here’s an example of a histogram showing the average number of games bought per month by households in Statsville:
[image: image with no caption]


To make a histogram, start by finding bar widths



The first step to creating a histogram is to look at each of the intervals and work out how wide each of them needs to be, and what range of values each one needs to cover. While doing this, we need to make sure that there will be no gaps between the bars on the histogram.
Let’s start with the first two intervals, 0–199 and 200–399. At face value, the first interval finishes at score 199, and the second starts at score 200. The problem with plotting it like this, however, is that it would leave a gap between score 199 and 200, like this:
	Score
	Frequency

	0–199
	5

	200–399
	29

	400–599
	56

	600–799
	17

	800–999
	3



[image: image with no caption]

Histograms shouldn’t have gaps between the bars, so to get around this, we extend their ranges slightly. Instead of one interval ending at score 199 and the next starting at score 200, we make the two intervals meet at 199.5, like this:
[image: image with no caption]

Doing this forms a single boundary and makes sure that there are no gaps between the bars on the histogram. If we complete this for the rest of the intervals, we get the following boundaries:
[image: image with no caption]

Each interval covers 200 scores, and the width of each interval is 200. Each interval has the same width.
As all the intervals have the same width, we create the histogram by drawing vertical bars for each range of scores, using the boundaries to form the start and end point of each bar. The height of each bar is equal to the frequency.
Exercise
Here’s a reminder of the data for Manic Mango.
	Score
	Frequency

	0–199
	5

	200–399
	29

	400–599
	56

	600–799
	17

	800–999
	3



See if you can use the class boundaries to create a histogram for this data. Remember, the frequency goes on the vertical axis.
[image: image with no caption]


Exercise Solution
Here’s a reminder of the data for Manic Mango.
	Score
	Frequency

	0–199
	5

	200–399
	29

	400–599
	56

	600–799
	17

	800–999
	3



See if you can use the class boundaries to create a histogram for this data. Remember, the frequency goes on the vertical axis.
[image: image with no caption]


There are no Dumb Questions
	Q:
	Q: So is a histogram basically for grouped numeric data?

	A:
	A: Yes it is. The advantage of a histogram is that because its numeric, you can use it to show the width of each interval as well as the frequency.

	Q:
	Q: What about if the intervals are different widths? Can you still use a histogram?

	A:
	A: Absolutely. It’s more common for the interval widths to be equal size, but with a histogram they don’t have to be. There are a couple more steps you need to go through to create a histogram with unequal sized intervals, but we’ll show you that very soon.

	Q:
	Q: Why shouldn’t histograms have gaps between the bars?

	A:
	A: There are at least two good reasons. The first is to show that there are no gaps in the values, and that every value is covered. The second is so that the width of the interval reflects the range of the values you’re covering. As an example, if we drew the interval 0–199 as extending from value 0 to value 199, the width on the chart would only be 199 – 0 = 199.

	Q:
	Q: So why do we make the bars meet midway between the two?

	A:
	A: The bars have to meet, and it’s usually at the midway point, but it all comes down to how you round your values. When you round values, you normally round them to the nearest whole number. This means that the range of values from -0.5 to 0.5 all round to 0, and so when we show 0 on a histogram, we show it using the range of values from -0.5 to 0.5.

	Q:
	Q: Are there any exceptions to this?

	A:
	A: Yes, age is one exception. If you have to represent the age range 18–19 on a histogram, you would normally represent this using an interval that goes from 18 to 20. The reason for this is that we typically classify someone as being 19, for example, up until their 20th birthday. In effect, we round ages down.






Bullet Points
	The frequency is a statistical way of saying how many items there are in a category.

	Pie charts are good for showing basic proportions.

	Bar charts give you more flexibility and precision.

	Numerical data deals with numbers and quantities; categorical data deals with words and qualities.

	Horizontal bar charts are used for categorical data, particularly where the category names are long.

	Vertical bar charts are used for numerical data, or categorical data if the category names are short.

	You can show multiple sets of data on a bar chart, and you have a choice of how to do this. You can compare frequencies by showing related bars side-by-side on a split-category bar chart. You can show proportions and total frequencies by stacking the bars on top of each other on a segmented bar chart.

	Bar chart scales can show either percentages or frequencies.

	Each chart comes in a number of different varieties.





Manic Mango needs another chart



The CEO is very pleased with the histogram you’ve created for him—so much so, that he wants you to create another histogram for him. This time, he wants a chart showing for how long Manic Mango players tend to play online games over a 24-hour period. Here’s the data:
[image: image with no caption]

[image: image with no caption]

He’s right, the interval widths aren’t all equal.
If you take a look at the intervals, you can see that they’re different widths. As an example, the 10–24 range covers far more hours than the 0–1 range.
If we had access to the raw data, we could look at how we could construct equal width intervals, but unfortunately this is all the data we have. We need a way of drawing a histogram that makes allowances for the data having different widths.
Brain Power
For histograms, the frequency is proportional to the area of each bar. How would you use this to create a histogram for this data? What do you need to be aware of?

[image: image with no caption]

Do you think she’s right?
Here’s a sketch of the chart, using frequency on the vertical scale and drawing bar widths proportional to their interval size. Do you see any problems?
[image: image with no caption]

A histogram’s bar area must be proportional to frequency



The problem with this chart is that making the width of each bar reflect the width of each interval has made some of the bars look disproportionately large. Just glancing at the chart, you might be left with a misleading impression about how many hours per day people really play games for. As an example, the bar that takes up the largest area is the bar showing game play of 10–24 hours, even though most people don’t play for this long.
As this is a histogram, we need to make the bar area proportional to the frequency it represents. As the bars have unequal widths, what should we do to the bar height?


Make the area of histogram bars proportional to frequency



Up until now, we’ve been able to use the height of each bar to represent the frequency of a particular number or category.
This time around, we’re dealing with grouped numeric data where the interval widths are unequal. We can make the width of each bar reflect the width of each interval, but the trouble is that having bars of different widths affects the overall area of each bar.
We need to make sure the area of each bar is proportional to its frequency. This means that if we adjust bar width, we also need to adjust bar height. That way, we can change the widths of the bars so that they reflect the width of the group, but we keep the size of each bar in line with its frequency.
Let’s go through how to create this new histogram.
For histograms, the frequency is represented by bar area



Step 1: Find the bar widths



We find how wide our bars need to be by looking at the range of values they cover. In other words, we need to figure out how many full hours are covered by each group.
Let’s take the 1–3 group. This group covers 2 full hours, 1–2 and 2–3. This means that the width of the bar needs to be 2, with boundaries of 1 and 3.
[image: image with no caption]

If we calculate the rest of the widths, we get:
	Hours
	Frequency
	Width

	0–1
	4,300
	1

	1–3
	6,900
	2

	3–5
	4,900
	2

	5–10
	2,000
	5

	10–24
	2,100
	14



Now that we’ve figured out the bar widths, we can move onto working out the heights.

Step 2: Find the bar heights



Now that we have the widths of all the groups, we can use these to find the heights the bars need to be. Remember, we need to adjust the bar heights so that the overall area of each bar is proportional to the group’s frequency.
First of all, let’s take the area of each bar. We’ve said that frequency and area are equivalent. As we already know what the frequency of each group is, we know what the areas should be too:
Area of bar = Frequency of group
Note
We were given these right at the start, so we know what area we’re aiming for.

Now each bar is basically just a rectangle, which means that the area of each bar is equal to the width multiplied by the height. As the area gives us the frequency, this means:
Frequency = Width of bar × Height of bar
We found the widths of the bars in the last step, which means that we can use these to find what height each bar should be. In other words,
[image: image with no caption]

[image: image with no caption]

The height of the bar is used to measure how concentrated the frequency is for a particular group. It’s a way of measuring how densely packed the frequency is, a way of saying how thick or thin on the ground the numbers are. The height of the bar is called the frequency density.
Sharpen your pencil
What should the height of each bar be? Complete the table.
	Hours
	Frequency
	Width
	Height (Frequency Density)

	0–1
	4,300
	1
	4,300 ÷ 1 = 4,300

	1–3
	6,900
	2
	 
	3–5
	4,900
	2
	 
	5–10
	2,000
	5
	 
	10–24
	2,100
	14
	 



Sharpen your pencil Solution
What should the height of each bar be? Complete the table.
	Hours
	Frequency
	Width
	Height (Frequency Density)

	0–1
	4,300
	1
	4,300 ÷ 1 = 4,300

	1–3
	6,900
	2
	6,900 ÷ 2 = 3,450

	3–5
	4,900
	2
	4,900 ÷ 2 = 2,450

	5–10
	2,000
	5
	2,000 ÷ 5 = 400

	10–24
	2100
	14
	2,100 ÷ 14 = 150





Step 3: Draw your chart—a histogram



Now that we’ve worked out the widths and heights of each bar, we can draw the histogram. We draw it just like before, except that this time, we use frequency density for the vertical axis and not frequency.
Here’s our revised histogram.
[image: image with no caption]

Frequency Density Up Close
Frequency density refers to the concentration of values in data. It’s related to frequency, but it’s not the same thing. Here’s an analogy to demonstrate the relationship between the two.
Imagine you have a quantity of juice that you’ve poured into a glass like this:
[image: image with no caption]

What if you then pour the same quantity of juice into a different sized glass, say one that’s wider? What happens to the level of the juice? This time the glass is wider, so the level the juice comes up to is lower.
The level of the juice varies in line with the width of the glass; the wider the glass, the lower the level. The converse is true too; the narrower the glass, the higher the level of juice.
[image: image with no caption]

So what does juice have to do with frequency density?
Juice = Frequency
Imagine that instead of pouring juice into glasses, you’re “pouring” frequency into the bars on your chart. Just as you know the width of the glass, you know what width your bars are. And just like the space the juice occupies in the glass (width x height) tells you the quantity of juice in the glass, the area of the bar on the graph is equivalent to its frequency.
The frequency density is then equal to the height of the bar. Keeping with our analogy, it’s equivalent to the level your juice comes to in each glass. Just as a wider glass means the juice comes to a lower level, a wider bar means a lower frequency density.
[image: image with no caption]


Bullet Points
	Frequency density relates to how concentrated the frequencies are for grouped data. It’s calculated using
[image: image with no caption]


	A histogram is a chart that specializes in grouped data. It looks like a bar chart, but the height of each bar equates to frequency density rather than frequency.

	When drawing histograms, the width of each bar is proportional to the width of its group. The bars are shown on a continuous numeric scale.

	In a histogram, the frequency of a group is given by the area of its bar.

	A histogram has no gaps between its bars.




There are no Dumb Questions
	Q:
	Q: Why do we use area to represent frequency when we’re graphing histograms?

	A:
	A: It’s a way of making sure the relative sizes of each group stay in proportion to the data, and stay honest. With grouped data, we need a visual way of expressing the width of each group and also its frequency. Changing the width of the bars is an intuitive way of reflecting the group range, but it has the side effect of making some of the bar sizes look disproportionate.
Adjusting the bar height and using the area to represent frequency is a way around this. This way, no group is misrepresented by taking up too much or too little space.

	Q:
	Q: What’s frequency density again?

	A:
	A: Frequency density is a way of indicating how concentrated values are in a particular interval. It gives you a way of comparing different intervals that may be different widths. It makes the frequency proportional to the area of a bar, rather than height.
To find the frequency density, take the frequency of an interval, and divide it by the width.

	Q:
	Q: If I have grouped numeric data, but all the intervals are the same width, can I use a normal bar chart?

	A:
	A: Using a histogram will better represent your data, as you’re still dealing with grouped data. You really want your frequency to be proportional to its area, not height.

	Q:
	Q: Do histograms have to show grouped data? Can you use them for individual numbers as well as groups of numbers?

	A:
	A: Yes, you can. The key thing to remember is to make sure there are no gaps between the bars and that you make each bar 1 wide. Normally you do this by positioning your number in the center of the bar.
As an example, if you wanted to draw a bar representing the individual number 1, then you’d draw a bar ranging from 0.5 to 1.5, with 1 in the center.






Exercise
Here’s a histogram representing the number of levels completed in each game of Cows Gone Wild. How many games have been played in total? Assume each level is a whole number.
[image: image with no caption]


Exercise Solution
Here’s a histogram representing the number of levels completed in each game of Cows Gone Wild. How many games have been played in total? Assume each level is a whole number.
[image: image with no caption]

We need to find the total number of games played, which means we need to find the total frequency.
The total frequency is equal to the area of each bar added together. In other words, we multiply the width of each bar by its frequency density to get the frequency, and then add the whole lot up together.
	Level
	Width
	Frequency Density
	Frequency

	0
	1
	10
	1x10 = 10

	1
	1
	30
	1x30 = 30

	2
	1
	50
	1x50 = 50

	3
	1
	30
	1x30 = 30

	4–5
	2
	10
	2x10 = 20



	Total Frequency
	= 10 + 30 + 50 + 30 + 20

	 	= 140





Histograms can’t do everything



While histograms are an excellent way to display grouped numeric data, there are still some kinds of this data they’re not ideally suited for presenting—like running totals...
[image: image with no caption]

Let’s see if we can help the CEO out. Here’s the histogram we had before.
[image: image with no caption]

It’s tricky to see at a glance what the running totals are in this chart. In order to find the frequency of players playing for up to 5 hours, we need to add different frequencies together. We need another sort of chart...but what?
Brain Power
What sort of information do you think we should show on the chart? What sort of information should we plot? Write your answer below.


Introducing cumulative frequency



The CEO needs some sort of chart that will show him the total frequency below a particular value: the cumulative frequency. By cumulative frequency, we basically mean a running total.
What we need to come up with is some sort of graph that shows hours on the horizontal axis and cumulative frequency on the vertical axis. That way, the CEO will be able to take a value and read off the corresponding frequency up to that point. He’ll be able to find out how many people play for up to 5 hours, 6 hours, or whatever other number of hours he’s most interested in at the time.
Before we can draw the chart, we need to know what exactly we need to plot on the chart. We need to calculate cumulative frequencies for each of the intervals that we have, and also work out the upper limit of each interval.
Let’s start by looking at the data.
Vital Statistics: Cumulative Frequency
The total frequency up to certain value. It’s basically a running total of the frequencies.

	Hours
	Frequency

	0–1
	4,300

	1–3
	6,900

	3–5
	4,900

	5–10
	2,000

	10–24
	2,100



Note
Here’s the data.

So what are the cumulative frequencies?



First off, let’s suppose the CEO needs to plot the cumulative frequency, or total frequency, of up to 1 hour. If we look at the data, we know that the frequency of the 0–1 group is 4300, and we can see that is the upper limit of the group. This means that the cumulative frequency of hours up to 1 is 4300.
Next, let’s look at the total frequency up to 3. We know what the frequencies are for the 0–1 and 1–3 groups, and 3 is again the upper limit. To find the total frequency of hours up to 3, we add together the frequency of the 0–1 group and the 1–3 group.
Can you see a pattern? If we take the upper limit of each of the groups of hours, we can find the total frequency of hours up to that value by adding together the frequencies. Applying this to all the groups gives us
	Hours
	Frequency
	Upper limit
	Cumulative frequency

	0
	0
	0
	0

	0–1
	4,300
	1
	4,300

	1–3
	6,900
	3
	4,300+6,900 = 11,200

	3–5
	4,900
	5
	4,300+6,900+4,900 = 16,100

	5–10
	2,000
	10
	4,300+6,900+4,900+2,000 = 18,100

	10–24
	2,100
	24
	4,300+6,900+4,900+2,000+2,100 = 20,200



Note
We’ve added in 0, as you can’t play games for LESS than 0 hours a week.



Drawing the cumulative frequency graph



Now that we have the upper limits and cumulative frequencies, we can plot them on a chart. Draw two axes, with the vertical one for the cumulative frequency and the horizontal one for the hours. Once you’ve done that, plot each of the upper limits against its cumulative frequency, and then join the points together with a line like this:
Watch it!
Cumulative frequencies can never decrease.
If your cumulative frequency decreases at any point, check your calculations.

[image: image with no caption]

Sharpen your pencil
The CEO wants you to find the number of instances of people playing online for up to 4 hours. See if you can estimate this using the cumulative frequency diagram.

Sharpen your pencil Solution
The CEO wants you to find the number of instances of people playing online for less than 4 hours. See if you can estimate this using the cumulative frequency diagram.
[image: image with no caption]

To do this, we find 4 on the horizontal axis, find where this value meets the line of the graph, and read off the corresponding cumulative frequency on the vertical axis.
This gives us an answer of approximately 13,750. In other words, there are approximately 13,750 instances of people playing online for under 4 hours.

There are no Dumb Questions
	Q:
	Q: What’s a cumulative frequency?

	A:
	A: The cumulative frequency of a value is the sum of the frequencies up to and including that value. It tells you the total frequency up to that point.
As an example, suppose you have data telling you how old people are. The cumulative frequency for value 27 tells you how many people there are up to and including age 27.

	Q:
	Q: Are cumulative frequency graphs just for grouped data?

	A:
	A: Not at all; you can use them for any sort of numeric data. The key thing is whether you want to know the total frequency up to a particular value, or whether you’re more interested in the frequencies of particular values instead.

	Q:
	Q: On some charts you can show more than one set of data on the same chart. What about for cumulative frequency graphs?

	A:
	A: You can do this for cumulative frequency graphs by drawing a separate line for each set of data. If, say, you wanted to compare the cumulative frequencies by gender, you could draw one line showing males and the other females. It would be far more effective to show both lines on one chart, as it makes it easier to compare the two sets of data.

	Q:
	Q: Is there a limit to how many lines you can show on one chart?

	A:
	A: There’s no specific limit, as it all depends on your data. Don’t have so many lines that the graph becomes cluttered and you can no longer use it to read off cumulative frequencies and compare sets of data.

	Q:
	Q: Remind me, how do I find the cumulative frequency of a value?

	A:
	A: You can find the cumulative frequency by reading it straight off the graph. You locate the value you want to find the cumulative frequency for on the horizontal axis, find where this meets the cumulative frequency curve, and then read the value of cumulative frequency off the vertical axis.

	Q:
	Q: If I already know the cumulative frequency, can I use the graph to find the corresponding value?

	A:
	A: Yes you can. Look for the cumulative frequency on the vertical axis, find where it meets the cumulative frequency curve, and then read off the value.






Exercise
During the Manic Mango keynote, the CEO wants to explain how he wants to target particular age groups. He has a cumulative frequency graph showing the cumulative frequency of the ages, but he needs the frequencies too, and the dog ate the piece of paper they were written on. See if you can use the cumulative frequency graph to estimate what the frequencies of each group are.
[image: image with no caption]
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Exercise Solution
During the Manic Mango keynote, the CEO wants to explain how he wants to target particular age groups. He has a cumulative frequency graph showing the cumulative frequency of the ages, but he needs the frequencies too, and the dog ate the piece of paper they were written on. See if you can use the cumulative frequency graph to piece together what the frequencies of each group are.
[image: image with no caption]



Choosing the right chart



The CEO is really happy with your work on cumulative frequency graphs, and your bonus is nearly in the bag. He’s nearly finished preparing for the keynote, but there’s just one more thing he needs: a chart showing Manic Mango profits compared with the profits of their main rivals. Which chart should he use?
Exercise
Here are two possible charts that the CEO could use in his keynote. Your task is to annotate each one, and say what you think the strengths and weaknesses are of each one relative to the other. Which would you pick?
[image: image with no caption]
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Exercise Solution
Here are two possible charts that the CEO could use in his keynote. Your task is to annotate each one, and say what you think the strengths and weaknesses are of each one relative to the other. Which would you pick?
[image: image with no caption]


Line Charts Up Close
Line charts are good at showing trends in your data. For each set of data, you plot your points and then join them together with lines. You can easily show multiple sets of data on the same chart without it getting too cluttered. Just make sure it’s clear which line is which.
As with other sorts of charts, you have a choice of showing frequency or percentages on the vertical axis. The scale you use all depends on what key facts you want to draw out.
Line charts are often used to show time measurements. Time always goes on the horizontal axis, and frequency on the vertical. You can read off the frequency for any period of time by choosing the time value on the horizontal axis, and reading off the corresponding frequency for that point on the line.
[image: image with no caption]

Line charts should be used for numerical data only, and not categorical. This is because it makes sense to compare different categories, but not to draw a trend line. Only use a line chart if you’re comparing categories over some numerical unit such as time, and in that case you’d use a separate line for each category.
[image: image with no caption]


Bullet Points
	Cumulative frequency is the total frequency up to a particular value. It’s a running total of the frequencies.

	Use a cumulative frequency graph to plot the upper limit of each group of data against cumulative frequency.

	Use a line chart if you want to show trends, for example over time.

	You can show more than one set of data on a line chart. Use one line for each set of data, and make sure it’s clear which line is which.

	You can use line charts to make basic predictions as it’s easy to see the shape of the trend. Just extend the trend line, trying to keep the same basic shape.

	Don’t use line charts to show categorical data unless you’re showing trends for each category, for example over time. If you do this, draw one line per category.




There are no Dumb Questions
	Q:
	Q: Are line charts the same thing as time series charts? I think I’ve heard that name used before.

	A:
	A: A time series chart is really a line chart that focuses on time intervals, just like the examples we used. A line chart doesn’t have to focus on just time, though.

	Q:
	Q: Are there any special varieties of line charts?

	A:
	A: Yes. In fact, you’ve encountered one of them already. The cumulative frequency graph is a type of line chart that shows the total frequency up to a certain value.

	Q:
	Q: Can line charts show categorical data as well as data that’s numeric?

	A:
	A: Line charts should only be used to show categorical data if you’re showing trends for each category, and use a separate line for each category.
What you shouldn’t do is use a line chart to draw lines from category to category.

	Q:
	Q: So line charts are better for showing overarching trends, and bar charts are better for comparing values or categories?

	A:
	A: That’s right. Which chart you use really comes down to what message you want to put across, and what key facts you want to minimize.

	Q:
	Q: Now that I know how to create charts properly, can I use charting software to do the heavy lifting?

	A:
	A: Absolutely! Charting software can save you a lot of time and hard work, and the results can be excellent.
The key thing with using software to produce your charts is to remember that the software can’t think for you. You still have to decide which chart best represents your key facts, and you have to check that the software produces exactly what you expect it to.







Manic Mango conquered the games market!



You’ve helped produce some killer charts for Manic Mango, and thanks to you, the keynote was a huge success. Manic Mango has gained tons of extra publicity for their games, and money from sponsorship and advertising is rolling in. The only thing left for you to do is think about all the things you could do and the places you could go with your well-earned bonus.
You’ve had your first taste of how statistics can help you and what you can achieve by understanding what’s really going on. Keep reading and we’ll show you more things you can do with statistics, and really start to flex those statistics muscles.
[image: image with no caption]
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Chapter 2. Measuring Central Tendency: The Middle Way



[image: image with no caption]

Sometimes you just need to get to the heart of the matter.
It can be difficult to see patterns and trends in a big pile of figures, and finding the average is often the first step towards seeing the bigger picture. With averages at your disposal, you’ll be able to quickly find the most representative values in your data and draw important conclusions. In this chapter, we’ll look at several ways to calculate one of the most important statistics in town—mean, median, and mode—and you’ll start to see how to effectively summarize data as concisely and usefully as possible.
Welcome to the Health Club



The Statsville Health Club prides itself on its ability to find the perfect class for everyone. Whether you want to learn how to swim, practice martial arts, or get your body into shape, they have just the right class for you.
[image: image with no caption]

The staff at the health club have noticed that their customers seem happiest when they’re in a class with people their own age, and happy customers always come back for more. It seems that the key to success for the health club is to work out what a typical age is for each of their classes, and one way of doing this is to calculate the average. The average gives a representative age for each class, which the health club can use to help their customers pick the right class.
Here are the current attendees of the Power Workout class:
[image: image with no caption]

How do we work out the average age of the Power Workout class?



A common measure of average is the mean



It’s likely that you’ve been asked to work out averages before. One way to find the average of a bunch of numbers is to add all the numbers together, and then divide by how many numbers there are.
In statistics, this is called the mean.
[image: image with no caption]

Because there’s more than one sort of average.
You have to know what to call each average, so you can easily communicate which one you’re referring to. It’s a bit like going to your local grocery store and asking for a loaf of bread. The chances are you’ll be asked what sort of bread you’re after: white, whole-grain, etc. So if you’re writing up your sociology research findings, for example, you’ll be expected to specify exactly what kinds of average calculations you did.
Likewise, if someone tells you what the average of a set of data is, knowing what sort of average it is gives you a better understanding of what’s really going on with the data. It can give you vital clues about what information is being conveyed—or, in some cases, concealed.
We’ll be looking at other types of averages, besides the mean, later in this chapter.

Mean math



If you want to really excel with statistics, you’ll need to become comfortable with some common stats notation. It may look a little strange at first, but you’ll soon get used to it.
[image: image with no caption]

Letters and numbers



Almost every statistical calculation involves adding a bunch of numbers together. As an example, if we want to find the mean of the Power Workout class, we first have to add the ages of all the class attendees together.
The problem statisticians have is how to generalize this. We don’t necessarily know in advance how many numbers we’re dealing with, or what they are. We currently know how many people are in the Power Workout class and what their ages are, but what if someone else joins the class? If we could only generalize this, we’d have a way of showing the calculation without rewriting it every time the class changes.
Statisticians get around this problem by using letters to represent numbers. As an example, they might use the letter x to represent ages in the Power Workout class like this:
[image: image with no caption]

Each x represents the age of a separate person in the class. It’s a bit like labeling each person with a particular number x.
[image: image with no caption]

Now that we have a general way of writing ages, we can use our x’s to represent them in calculations. We can write the sum of the 5 ages in the class as
Sum = x1 + x2 + x3 + x4 + x5
But what if we don’t know how many numbers we have to sum? What if we don’t know how many people are in the class?


Dealing with unknowns



Statisticians use letters to represent unknown numbers. But what if we don’t know how many numbers we might have to add together? Not a problem—we’ll just call the number of values n. If we didn’t know how many people were in the Power Workout class, we’d just say that there were n of them, and write the sum of all the ages as:
[image: image with no caption]

In this case, xn represents the age of the nth person in the class. If there were 18 people in the class, this would be x18, the age of the 18th person.
[image: image with no caption]

We can take another shortcut.
Writing x1 + x2 + x3 + x4 + ... + xn is a bit like saying “add age 1 to age 2, then add age 3, then add age 4, and keep on adding ages up to age n.” In day-to-day conversation it’s unlikely we’d phrase it like this. We’re far more likely to say “add together all of the ages.” It’s quicker, simpler, and to the point.
We can do something similar in math notation by using the summation symbol Σ, which is the Greek letter Sigma. We can use Σx (pronounced “sigma x”) as a quick way of saying “add together the values of all the x’s.”
[image: image with no caption]

Do you see how much quicker and simpler this is? It’s just a mathematical way of saying “add your values together” without having to explicitly say what each value is.
Now that we know some handy math shortcuts, let’s see how we can apply this to the mean.

Back to the mean



We can use math notation to represent the mean.
To find the mean of a group of numbers, we add them all together, and then divide by how many there are. We’ve already seen how to write summations, and we’ve also seen how statisticians refer to the total count of a set of numbers as n.
If we put these together, we can write the mean as:
[image: image with no caption]

In other words, this is just a math shorthand way of saying “add together all of the numbers, and then divide by how many numbers there are.”
The mean has its own symbol



The mean is one of the most commonly used statistics around, and statisticians use it so frequently that they’ve given it a symbol all of its own: μ. This is the Greek letter mu (pronounced “mew”). Remember, it’s just a quick way of representing the mean.
[image: image with no caption]

The mean is one of the most frequently used statistics. It can be represented with the symbol μ.


Sharpen your pencil
Have a go at calculating the mean age of the Power Workout class? Here are their ages.
	Age
	19
	20
	21

	Frequency
	1
	3
	1




Note
How many people there are of each age

Five Minute Mystery
The Case of the Ambiguous Average
The staff at a local company are feeling mutinous about perceived unfair pay. Most of them are paid $500 per week, a few managers are on a higher salary, and the CEO takes home $49,000 per week.
“The average salary here is $2,500 per week, and we’re only paid $500,” say the workers. “This is unfair, and we demand more money.”
One of the managers overhears this and joins in with the demands. “The average salary here is $10,000 per week, and I’m only paid $4,000. I want a raise.”
The CEO looks at them all. “You’re all wrong; the average salary is $500 per week. Nobody is underpaid. Now get back to work.”
What’s going on with the average? Who do you think is right?

Sharpen your pencil Solution
Have a go at calculating the mean age of the Power Workout class? Here are their ages.
	Age
	19
	20
	21

	Frequency
	1
	3
	1



To find μ, we need to add all the people’s ages, and divide by how many there are.
[image: image with no caption]

The mean age of the class is 20.



Handling frequencies



When you calculate the mean of a set of numbers, you’ll often find that some of the numbers are repeated. If you look at the ages of the Power Workout class, you’ll see we actually have 3 people of age 20.
It’s really important to make sure that you include the frequency of each number when you’re working out the mean. To make sure we don’t overlook it, we can include it in our formula.
If we use the letter f to represent frequency, we can rewrite the mean as
[image: image with no caption]

This is just another way of writing the mean, but this time explicitly referring to the frequency. Using this for the Power Workout class gives us
[image: image with no caption]

It’s the same calculation written slightly differently.

Back to the Health Club



Here’s another hopeful customer looking for the perfect class. Can you help him find one?
[image: image with no caption]

This sounds easy enough to sort out. According to the brochure, the Health Club has places available in three of its Tuesday evening classes. The first class has a mean age of 17, the second has a mean of 25, and the mean age of the third one is 38. Clive needs to find the class with an average student age that’s closest to his own.
Brain Barbell
Look at the mean ages for each class. Which class should Clive attend?


Everybody was Kung Fu fighting



Clive went along to the class with the mean age of 38. He was expecting a gentle class where he could get some nonstrenuous exercise and meet other people his own age. Unfortunately...
[image: image with no caption]

What could have gone wrong?
The last thing Clive expected (or wanted) was a class that was primarily made up of teenagers. Why do you think this happened?
We need to examine the data to find out. Let’s see if sketching the data helps us see what the problem is.
Vital Statistics: Mean
[image: image with no caption]


Exercise
Sketch the histograms for the Kung Fu and Power Workout classes. (If you need a refresher on histograms, flip back to Chapter 1.) How do the shapes of the distributions compare? Why was Clive sent to the wrong class?
Power Workout Classmate Ages
	Age
	19
	20
	21

	Frequency
	1
	3
	1



Kung Fu Classmate Ages
	Age
	19
	20
	21
	145
	147

	Frequency
	3
	6
	3
	1
	1




Sketch the histograms for the Kung Fu and Power Workout classes. (If you need a refresher on histograms, flip back to Chapter 1.) How do the shapes of the distributions compare? Why was Clive sent to the wrong class?
Power Workout Classmate Ages
	Age
	19
	20
	21

	Frequency
	1
	3
	1



Kung Fu Classmate Ages
	Age
	19
	20
	21
	145
	147

	Frequency
	3
	6
	3
	1
	1



[image: image with no caption]

Sharpen your pencil
Do you think the mean can ever be the highest value in a set of numbers? Under what circumstances?


Our data has outliers



Did you see the difference in the shape of the charts for the Power Workout and Kung Fu classes? The ages of the Power Workout class form a smooth, symmetrical shape. It’s easy to see what a typical age is for people in the class.
The shape of the chart for the Kung Fu class isn’t as straightforward. Most of the ages are around 20, but there are two masters whose ages are much greater than this. Extreme values such as these are called outliers.
[image: image with no caption]

Brain Power
What would the mean have been if the ancient masters weren’t part of the class? Compare this with the actual mean. What does this tell you about the effect of the outliers?


The butler outliers did it



If you look at the data and chart of the Kung Fu class, it’s easy to see that most of the people in the class are around 20 years old. In fact, this would be the mean if the ancient masters weren’t in the class.
We can’t just ignore the ancient masters, though; they’re still part of the class. Unfortunately, the presence of people who are way above the “typical” age of the class distorts the mean, pulling it upwards.
Vital Statistics: Outlier
An extreme high or low value that stands out from the rest of the data

[image: image with no caption]

Can you see how the outliers have pulled the mean higher? This effect is caused by outliers in the data. When this happens, we say the data is skewed.
The Kung Fu class data is skewed to the right because if you line the data up in ascending order, the outliers are on the right.
Let’s take a closer look at this.
Vital Statistics: Skewed Data
When outliers “pull” the data to the left or right

Sharpen your pencil Solution
Do you think the mean can ever be the highest value in a set of numbers? Under what circumstances?
Yes it can. The mean is the highest value if all of the numbers in the data set are the same.

Skewed Data Up Close
Skewed to the right
Data that is skewed to the right has a “tail” of high outliers that trail off to the right. If you look at a right-skewed chart, you can see this tail. The high outliers in the Kung Fu class data distort the mean, pulling it higher—that is, to the right.
[image: image with no caption]

Skewed to the left
Here’s a chart showing data that is skewed to the left. Can you see the tail of outliers on the left? This time the outliers are low, and they pull the mean over to the left. In this situation, the mean is lower than the majority of values.
[image: image with no caption]

Symmetric data
In an ideal world, you’d expect data to be symmetric. If the data is symmetric, the mean is in the middle. There are no outliers pulling the mean in either direction, and the data has about the same shape on either side of the center.
[image: image with no caption]



Watercooler conversation



[image: image with no caption]

Clive: They told me the average age for the class is about 38, so I thought I’d fit in alright. I had to sit down after 5 minutes before my legs gave out.
Bendy Girl: But I didn’t see anyone that age in the class, so there must have been some sort of mistake in their calculations. Why would they tell you that?
Clive: I don’t think their calculations were wrong; they just didn’t tell me what I really needed to know. I asked them what a typical sort of age is for the class, and they gave me the mean, 38.
Bendy Girl: And that’s not really typical, is it? I mean, just looking at the people in the class, I would’ve thought that a younger age would be a bit more representative.
Clive: If only they’d left the Ancient Masters out of their calculations, I would’ve known not to go to the class. That’s what did it; I’m sure of it. They distorted their whole calculation.
Bendy Girl: Well, if the Ancient Masters are such a big problem, why can’t they just ignore them? Maybe that way they could come up with a more typical age for the class...

Finding the median



If the mean becomes misleading because of skewed data and outliers, then we need some other way of saying what a typical value is. We can do this by, quite literally, taking the middle value. This is a different sort of average, and it’s called the median.
To find the median of the Kung Fu class, line up all the ages in ascending order, and then pick the middle value, like this:
[image: image with no caption]

If you line all the ages up in ascending order, the value 20 is exactly halfway along. Therefore, the median of the Kung Fu class is 20.
What if there had been an even number of people in the class?
[image: image with no caption]

If you have an even set of numbers, just take the mean of the two middle numbers (add them together, and divide by 2), and that’s your median. In this case, the median is 20.5.
The median is always in the middle. It’s the middle value.


Brain Power
We’ve seen that if you have 9 numbers, the median is the number at position 5. If you have 8 numbers, it’s the number at position 4.5 (halfway between the numbers at position 4 and 5). What about if you have n numbers?

How to find the median in three steps
	Line your numbers up in order, from smallest to largest.

	If you have an odd number of values, the median is the one in the middle. If you have n numbers, the middle number is at position (n + 1)/2.

	If you have an even number of values, get the median by adding the two middle ones together and dividing by 2. You can find the midpoint by calculating (n + 1)/2. The two middle numbers are on either side of this point.




There are no Dumb Questions
	Q:
	Q: Is it still OK to use the mean with skewed data if I really want to?

	A:
	A: You can, and people often do. However, in this situation the mean won’t give you the best representation of what a typical value is. You need the median.

	Q:
	Q: You say that, but surely the whole point of the mean is that it gives a typical value. It’s the average.

	A:
	A: The big danger is that the mean will give a value that doesn’t exist in the data set. Take the Kung Fu class as an example. If you were to go into the class and pick a person at random, the chances are that person would be around 20 years old because most people in the class are that sort of age. Just going with the mean doesn’t give you that impression. Finding the median can give you a more accurate perspective on the data.
But sometimes even the median will give a value that’s not in the data set, like our example on the previous page. That’s precisely why there’s more than one sort of average; sometimes you need to use different methods in order to accurately say what a typical value is.

	Q:
	Q: So is the median better than the mean?

	A:
	A: Sometimes the median is more appropriate than the mean, but that doesn’t make it better. Most of the time you’ll need to use the mean because it usually offers significant advantages over the median. The mean is more stable when you are sampling data. We’ll come back to this later in the book.

	Q:
	Q: How do I use the mean or median with categorical data? What about examples like the data in Chart failure of Chapter 1?

	A:
	A: You can only find the mean and median of numerical data. Don’t worry, though, there’s another sort of average that deals with just this problem that we’ll explore later on.

	Q:
	Q: I always get right- and left-skewed data mixed up. How do I remember which is which?

	A:
	A: Skewed data has a “tail” of outliers. To see which direction the data is skewed in, find the direction the tail is pointing in. For example, right-skewed data has a tail that points to the right.






BE the data
Your job is to play like you’re the data, and say what the median is for each set, whether the data is skewed, and whether the mean is higher or lower than the median. Give reasons why.
	Values
	1
	2
	3
	4
	5
	6
	7
	8

	Frequency
	4
	6
	4
	4
	3
	2
	1
	1



	Values
	1
	4
	6
	8
	9
	10
	11
	12

	Frequency
	1
	1
	2
	3
	4
	4
	5
	5




BE the data Solution
Your job is to play like you’re the data, and say what the median is for each set, whether the data is skewed, and whether the mean is higher or lower than the median. Give reasons why.
	Values
	1
	2
	3
	4
	5
	6
	7
	8

	Frequency
	4
	6
	4
	4
	3
	2
	1
	1



There are 25 numbers, and if you line them all up, the median is half way along, i.e., 13 numbers along. The median is 3. The data is skewed to the right, which pulls the mean higher. Therefore, the mean is higher than the median.
	Values
	1
	4
	6
	8
	9
	10
	11
	12

	Frequency
	1
	1
	2
	3
	4
	4
	5
	5



The median here is 10. The data is skewed to the left, so the mean is pulled to the left. Therefore, the mean is lower than the median.
[image: image with no caption]



Business is booming



Your work on averages is really paying off. More and more people are turning up for classes at the Health Club, and the staff is finding it much easier to find classes to suit the customers.
This teenager is after a swimming class where he can make new friends his own age.
[image: image with no caption]

The swimming class has a mean age of 17, and coincidentally, that’s the median too. It sounds like this class will be perfect for him.
[image: image with no caption]

Let’s see what happens...

The Little Ducklings swimming class



The Little Ducklings class meets at the swimming pool twice a week. In this class, parents teach their very young children how to swim, and they all have lots of fun splashing about in the water.
Look who turned up for lessons...
[image: image with no caption]

[image: image with no caption]

Brain Barbell
What do you think might have gone wrong this time?


Frequency Magnets



Here are the ages of people who go to the Little Ducklings class, but some of the frequencies have fallen off. Your task is to put them in the right slot in the frequency table. Nine children and their parents go to the class, and the mean and median are both 17.
	Age
	1
	2
	3
	31
	32
	33

	Frequency
	3
	 	2
	2
	 	 


[image: image with no caption]

Sharpen your pencil
When you’ve figured out the frequencies for the Little Ducklings class, sketch the histogram. What do you notice?


Frequency Magnets



Here are the ages of people who go to the Little Ducklings class, but some of the frequencies have fallen off. Your task is to put them in the right slot in the frequency table. Nine children and their parents go to the class, and the mean and median are both 17.
[image: image with no caption]

Sharpen your pencil Solution
When you’ve figured out the frequencies for the Little Ducklings class, sketch the histogram. What do you notice?
[image: image with no caption]

It doesn’t look like one set of data, but two: one for the parents and one for the children.


What went wrong with the mean and median?



Let’s take a closer look at what’s going on.
Here are the ages of people who go to the Little Ducklings class.
[image: image with no caption]

The mean and median for the class are both 17, even though there are no 17-year-olds in the class!
But what if there had been an odd number of people in the class. Both the mean and median would still have been misleading. Take a look:
[image: image with no caption]

If another two-year-old were to join the class, like we see above, the median would still be 3. This reflects the age of the children, but doesn’t take the adults into account.
[image: image with no caption]

If another 33-year-old were added to the class instead, the median would be 31. But that fails to reflect all the kids in the class.
Whichever value we choose for the average age, it seems misleading.
What should we do for data like this?


Sharpen your pencil
Here’s where you have to really think about how you can best give a representative age (or ages) for the Little Ducklings class. Here’s a reminder of the data:
[image: image with no caption]

	Age
	1
	2
	3
	31
	32
	33

	Frequency
	3
	4
	2
	2
	4
	3



	Why do you think the mean and median both failed for this data? Why are they misleading?

	If you had to pick one age to represent this class, what would it be? Why?

	What if you could pick two ages instead? Which two ages would you pick, and why?




The Mean Exposed
This week’s interview: The many types of average
Head First: Hey, Average, great to have you on the show...
Mean: Please, call me Mean.
Head First: Mean? But I thought you were Average. Did we mix up the guest list?
Mean: Not at all. You see, there’s more than one type of Average in Statsville, and I’m one of them, the Mean.
Head First: There’s more than one Average? That sounds kinda complicated.
Mean: Not really, not once you get used to it. You see, we all say what a typical value is for a set of numbers, but we have different opinions about how to say what that is.
Head First: So which one of you is the real Average? You know, the one where you add all the numbers together, and then divide by however many numbers there are?
Mean: That’s me, but please don’t call me the “real” Average; the other guys might get offended. The truth is that a lot of people new to Statsville see me as being Mr. Average. I have the same calculation that students see when they first encounter Averages in basic arithmetic. It’s just that in Statsville, I’m called Mean to differentiate between the other sorts of Average.
Head First: So do you have any other names?
Mean: Well, I do have a symbol, μ. All the rock stars have them. Well, some of them do. I do anyway. It’s Greek, so that makes me exotic.
Head First: So why are any of the other sorts of Average needed?
Mean: I hate to say it, but I have weaknesses. I lose my head a bit when I deal with data that has outliers. Without the outliers I’m fine, but then when I see outliers, I get kinda mesmerized and move towards them. It’s led to a few problems. I can sometimes end up well away from where most of the values are. That’s where Median comes in.
Head First: Median?
Mean: He’s so level-headed when it comes to outliers. No matter what you throw at him, he always stays right in the middle of the data. Of course, the downside of the Median is that you can’t calculate him as such; you can only work out what position he should be in. It makes him a bit less useful further down the line.
Head First: Do the two of you ever have the same value?
Mean: We do if the data’s symmetric; otherwise, there tends to be differences between us. As a general rule, if there are outliers, then I tend to wander towards them, while Median stays where he is.
Head First: We’re running out of time, so here’s one final question. Are there any situations where both you and Median have problems saying what a typical value is?
Mean: I’m afraid there is. Sometimes we need a little helping hand from another sort of Average. He doesn’t get out all that much, but he’s a useful guy to know. Stick around, and I’ll show you some of the things he’s up to.
Head First: Sounds great!

Sharpen your pencil Solution
Here’s where you have to really think about how you can best give a representative age (or ages) for the Little Ducklings class. Here’s a reminder of the data:
	Age
	1
	2
	3
	31
	32
	33

	Frequency
	3
	4
	2
	2
	4
	3



	Why do you think the mean and median both failed for this data? Why are they misleading?
	Both the mean and median are misleading for this set of data because neither fully represents the typical ages of people in the class. The mean suggests that teenagers go to the class, when in fact there are none. The median also has this problem, but it can fluctuate wildly if other people join the class.




	If you had to pick one age to represent this class, what would it be? Why?
	It’s not really possible to pick a single age that fully represents the ages in the class. The class is really made up of two sets of ages, those of the children and those of the parents. You can’t really represent both of these groups with a single number.




	What if you could pick two ages instead? Which two ages would you pick, and why?
	As it looks like there are two sets of data, it makes sense to pick two ages to represent the class, one for the children and one for the parents. We’d choose 2 and 32, as these are the two age groups with the most people in them








Introducing the mode



In addition to the mean and median, there’s a third type of average called the mode. The mode of a set of data is the most popular value, the value with the highest frequency. Unlike the mean and median, the mode absolutely has to be a value in the data set, and it’s the most frequent value.
[image: image with no caption]

Sometimes data can have more than one mode. If there is more than one value with the highest frequency, then each one of these values is a mode. If the data looks as though it’s representing more than one trend or set of data, then we can give a mode for each set. If a set of data has two modes, then we call the data bimodal.
This is exactly the situation we have with the Little Ducklings class. There are really two sets of ages we’re looking at, one for parents and one for children, so there isn’t a single age that’s totally representative of the entire class. Instead, we can say what the mode is for each set of ages. In the Little Ducklings class, ages 2 and 32 have the highest frequency, so these ages are both modes. On a chart, the modes are the ones with the highest frequencies.
It even works with categorical data



The mode doesn’t just work with numeric data; it works with categorical data, too. In fact, it’s the only sort of average that works with categorical data. When you’re dealing with categorical data, the mode is the most frequently occurring category.
You can also use it to specify the highest frequency group of values. The category or group with the highest frequency is called the modal class.
Number of sessions by class type
[image: image with no caption]
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Three steps for finding the mode
	Find all the distinct categories or values in your set of data.

	Write down the frequency of each value or category.

	Pick out the one(s) with the highest frequency to get the mode.




Sharpen your pencil
Find the mode for the following sets of data.
	Values
	1
	2
	3
	4
	5
	6
	7
	8

	Frequency
	4
	6
	4
	4
	3
	2
	1
	1



	Category
	Blue
	Red
	Green
	Pink
	Yellow

	Frequency
	4
	5
	8
	1
	3



	Values
	1
	2
	3
	4
	5

	Frequency
	2
	3
	3
	3
	3



When do you think the mode is most useful?
When is the mode least useful?



Congratulations!



Your efforts at the Health Club are proving to be a huge success, and demand for classes is high.
[image: image with no caption]

Sharpen your pencil Solution
Find the mode for the following sets of data.
	Values
	1
	2
	3
	4
	5
	6
	7
	8

	Frequency
	4
	6
	4
	4
	3
	2
	1
	1



Note
The mode here is 2, as it has the highest frequency.

	Category
	Blue
	Red
	Green
	Pink
	Yellow

	Frequency
	4
	5
	8
	1
	3



Note
This time the mode is Green.

	Values
	1
	2
	3
	4
	5

	Frequency
	2
	3
	3
	3
	3



Note
This set of data has several modes: 2, 3, 4, and 5.

When do you think the mode is most useful?
	When the data set has a low number of modes, or when the data is categorical instead of numerical. Neither the mean nor the median can be used with categorical data.



When is the mode least useful?
	When there are many modes




Vital Statistics: Mode
The mode has to be in the data set. It’s the only average that works with categorical data.

Exercise
Complete the table below. For each type of average we’ve encountered in the chapter, write down how to calculate it, and then give the circumstances in which you should use each one. Try your hardest to fill this out without looking back through the chapter.
	Average
	How to calculate
	When to use it

	Mean (μ)
	 	When the data is fairly symmetric and shows just the one trend.

	Median
	 	 
	Mode
	 	 



Exercise Solution
Complete the table below. For each type of average we’ve encountered in the chapter, write down how to calculate it, and then give the circumstances in which you should use each one. Try your hardest to fill this out without looking back through the chapter.
	Average
	How to calculate
	When to use it

	Mean (μ)
	[image: ]
	When the data is fairly symmetric and shows just the one trend.

	Median
	Line up all the values in ascending order.

If there are an odd number of values, the median is the one in the middle.

If there are an even number of values, add the two middle ones together, and divide by two.
	When the data is skewed because of outliers.

	Mode
	Choose the value(s) with the highest frequency.

If the data is showing two clusters of data, report a mode for each group.
	When you’re working with categorical data.

Note
The only type of average you can calculate for categorical data is the mode.


When the data shows two or more clusters of data.




Sharpen your pencil
The generous CEO of Starbuzz Coffee wants to give all his employees a pay raise. He’s not sure whether to give everyone a straight $2,000 raise, or whether to increase salaries by 10%. The mean salary is $50,000, the median is $20,000, and the mode is $10,000.
	What happens to the mean, median, and mode if everyone at Starbuzz is given a $2,000 pay raise?

	What happens to the mean, median, and mode if everyone at Starbuzz is given a 10% pay raise instead?

	Which sort of pay raise would you prefer if you were earning the mean wage? What about if you were on the same wage as the mode?




Sharpen your pencil Solution
The generous CEO of Starbuzz Coffee wants to give all his employees a pay rise. He’s not sure whether to give everyone a straight $2,000 raise, or whether to increase salaries by 10%. The mean salary is $50,000, the median is $20,000, and the mode is $10,000.
	What happens to the mean, median, and mode if everyone at Starbuzz is given a $2,000 pay raise?
Mean: If x represents the original wages, and n the number of employees,
[image: image with no caption]


	What happens to the mean, median, and mode if everyone at Starbuzz is given a 10% pay raise instead?
This time, all of the wages are multiplied by 1.1 (which is 100% + 10%).
[image: image with no caption]


	Which sort of pay raise would you prefer if you were earning the mean wage? What about if you were on the same wage as the mode?
If you earn the mean wage, you’ll get a larger pay increase if you get a 10% pay raise. If you earn the mode wage, you’ll get more money if you ask for the straight $2,000 pay increase.




Five Minute Mystery Solved
The Case of the Ambiguous Average: Solved
What’s going on with the average? Who do you think is right?
The workers, the managers, and the CEO are each using a different sort of average.
The workers are using the median, which minimizes the effect of the CEO’s salary.
The managers are using the mean. The large salary of the CEO is skewing the data to the right, which is making the mean artificially high.
The CEO is using the mode. Most workers are paid $500 per week, and so this is the mode of the salaries.
So who’s right? In a sense, they all are, although it has to be said that each group of people are using the average that best supports what they want. Remember, statistics can be informative, but they can also be misleading. For balance, we think that the most appropriate average to use in this situation is the median because of the outliers in the data.


Chapter 3. Measuring Variability and Spread: Power Ranges



[image: image with no caption]

Not everything’s reliable, but how can you tell?
Averages do a great job of giving you a typical value in your data set, but they don’t tell you the full story. OK, so you know where the center of your data is, but often the mean, median, and mode alone aren’t enough information to go on when you’re summarizing a data set. In this chapter, we’ll show you how to take your data skills to the next level as we begin to analyze ranges and variation.
Wanted: one player



The Statsville All Stars are the hottest basketball team in the neighborhood, and they’re the favorite to win this year’s league. There’s only one problem—due to a freak accident, they’re a player down. They need a new team member, and fast.
The new recruit must be good all-round, but what the coach really needs is a reliable shooter. If he can trust the player’s ability to get the ball in the basket, they’re on the team.
The coach has been conducting trials all week, and he’s down to three players. The question is, which one should he choose?
[image: image with no caption]


We need to compare player scores



Here are the scores of the three players:
[image: image with no caption]

[image: image with no caption]

[image: image with no caption]

Each player has a mean, median, and mode score of 10 points, but if you look at their scores, you’ll see they’ve all achieved it in different ways. There’s a difference in how consistently the players have performed, which the average can’t measure.
What we need is a way of differentiating between the three sets of scores so that we can pick the most suitable player for the team. We need some way of comparing the sets of data in addition to the average—but what?
Brain Power
What information in addition to the average would help the coach make his decision?


Use the range to differentiate between data sets



So far we’ve looked at calculating averages for sets of data, but quite often, the average only gives part of the picture. Averages give us a way of determining where the center of a set of data is, but they don’t tell us how the data varies. Each player has the same average score, but there are clear differences between each data set. We need some other way of measuring these differences.
Basketball player scores
[image: image with no caption]

We can differentiate between each set of data by looking at the way in which the scores spread out from the average. Each player’s scores are distributed differently, and if we can measure how the scores are dispersed, the coach will be able to make a more informed decision.
Measuring the range



We can easily do this by calculating the range. The range tells us over how many numbers the data extends, a bit like measuring its width. To find the range, we take the largest number in the data set, and then subtract the smallest.
The smallest value is called the lower bound, and the largest value is the upper bound.
Let’s take a look at the set of scores for one of the players and see how this works. Here are the scores:
[image: image with no caption]

To calculate the range, we subtract the lower bound from the upper bound. Looking at the data, the smallest value is 7, which means that this is the lower bound. Similarly, the upper bound is the largest value, or 13. Subtracting the lower bound from the upper bound gives us:
	Range
	= upper bound – lower bound

	 	= 13 – 7

	 	= 6



so the range of this set of data is 6.
The range is a simple and easy way of measuring how spread out values are, and it gives us another way of comparing sets of data.
Vital Statistics: Range
The range is a way of measuring how spread out a set of values are. It’s given by
Upper bound – Lower bound
where the upper bound is the highest value, and the lower bound the lowest.

Exercise
Work out the mean, lower bound, upper bound, and range for the following sets of data, and sketch the charts. Are values dispersed in the same way? Does the range help us describe these differences?
	Score
	8
	9
	10
	11
	12

	Frequency
	1
	2
	3
	2
	1



	Score
	8
	9
	10
	11
	12

	Frequency
	1
	0
	8
	0
	1




Exercise Solution
Work out the mean, lower bound, upper bound, and range for the following sets of basketball scores, and sketch the charts. Are values dispersed in the same way? Does the range help us describe these differences?
[image: image with no caption]


[image: image with no caption]

The range only describes the width of the data, not how it’s dispersed between the bounds.
Both sets of data above have the same range, but the second set has outliers—extreme high and low values. It looks like the range can measure how far the values are spread out, but it’s difficult to get a real picture of how the data is distributed.


The problem with outliers



The range is a simple way of saying what the spread of a set of data is, but it’s often not the best way of measuring how the data is distributed within that range. If your data has outliers, using the range to describe how your values are dispersed can be very misleading because of its sensitivity to outliers. Let’s see how.
Imagine you have a set of numbers as follows:
[image: image with no caption]

[image: image with no caption]

Here, numbers are fairly evenly distributed between the lower bound and upper bound, and there are no outliers for us to worry about. The range of this set of numbers is 4.
But what happens if we introduce an outlier, like the number 10?
[image: image with no caption]

[image: image with no caption]

Our lower bound is the same, but the upper bound has gone up to 10, giving us a new range of 9. The range has increased by 5 just because we added one extra number, an outlier.
Without the outlier, the two sets of data would be identical, so why should there be such a big difference in how we describe how the values are distributed?
Brain Power
Can you think of a way in which we can construct a range that’s less sensitive to outliers?

[image: image with no caption]

The range is a great quick-and-dirty way to get an idea of how values are distributed, but it’s a bit limited.
The range tells you how far apart your highest and lowest values are, but that’s about it. It only provides a very basic idea of how the values are distributed.
The primary problem with the range is that it only describes the width of your data. Because the range is calculated using the most extreme values of the data, it’s impossible to tell what that data actually looks like—and whether it contains outliers. There are many different ways of constructing the same range, and sometimes this additional information is important.
[image: image with no caption]

Mainly because it’s so simple.
The range is so simple that it’s easily understood by lots of people, even those who have had very little exposure to statistics. If you talk about a range of ages, for example, people will easily understand what you mean.
Be careful, though, because there’s danger in its pure simplicity. As the range doesn’t give the full picture of what’s going on between the highest and lowest values, it’s easy for it to be used to give a misleading impression of the underlying data.

We need to get away from outliers



The main problem with the range is that, by definition, it includes outliers. If data has outliers, the range will include them, even though there may be only one or two extreme values. What we need is a way of negating the impact of these outliers so that we can best describe how values are dispersed.
One way out of this problem is to look at a kind of mini range, one that ignores the outliers. Instead of measuring the range of the whole set of data, we can find the range of part of it, the part that doesn’t contain outliers.
[image: image with no caption]
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We need a consistent way of doing this.
One of the problems with ignoring outliers on an ad hoc basis is that it’s difficult to compare sets of data. How do we know that all sets of data are omitting outliers in exactly the same way?
We need to make sure that we use the same mini range definition for all the sets of data we’re comparing. But how?

Quartiles come to the rescue



One way of constructing a mini range is to just use values around the center of the data. We can construct a range in this way by first lining up the values in ascending order, and then splitting the data into four equally sized chunks, with each chunk containing one quarter of the data.
[image: image with no caption]

We can then construct a range using the values that fall between the two outer splits:
[image: image with no caption]

The values that split the data into equal chunks are known as quartiles, as they split the data into quarters. Finding quartiles is a bit like finding the median. Instead of finding the value that splits the data in half, we’re finding the values that split the data into quarters.
The lowest quartile is known as the lower quartile, or first quartile (Q1), and the highest quartile is known as the upper quartile, or third quartile (Q3). The quartile in the middle (Q2) is the median, as it splits the data in half. The range of the values in these two quartiles is called the interquartile range (IQR).
Watch it!
Some textbooks refer to quartiles as the set of values within each quarter of the data.
We’re not. We’re using the term quartile to specifically refer to the values that split the data into quarters.

Interquartile range = Upper quartile – Lower quartile
The interquartile range gives us a standard, repeatable way of measuring how values are dispersed. It’s another way in which we can compare different sets of data. But what about outliers? Does the interquartile range help us deal with these too? Let’s take a look.
Vital Statistics: Quartiles
Quartiles are values that split your data into quarters. The lowest quartile is called the lower quartile, and the highest quartile is called the upper quartile.
The middle quartile is the median.


The interquartile range excludes outliers



The good thing about the interquartile range is that it’s a lot less sensitive to outliers than the range is.
The upper and lower quartiles are positioned so that the lower quartile has 25% of the data below it, and the upper quartile has 25% of the data above it. This means that the interquartile range only uses the central 50% of the data, so outliers are disregarded. As we’ve said before, outliers are extreme high or low values in the data, so by only considering values around the center of the data, we automatically exclude any outliers.
Here’s our data again. Can you see how the interquartile range effectively ignores any outliers?
[image: image with no caption]

As the interquartile range only uses the central 50% of the data, outliers are excluded irrespective of whether they are extremely high or extremely low. They can’t be in the middle. This means that any outliers in the data are effectively cut out.
[image: image with no caption]

Excluding the outliers with the interquartile range means that we now have a way of comparing different sets of data without our results being distorted by outliers. Before we can figure out the interquartile range, though, we have to work out what the quartiles are. Flip the page, and we’ll show you how it’s done.
Vital Statistics: Interquartile Range
A “mini range” that’s less sensitive to outliers. You find it by calculating
Upper quartile – Lower quartile


Quartile anatomy



[image: image with no caption]

Finding the quartiles of a set of data is a very similar process to finding the median. If you line all of your values up in ascending order, the median is the value right in the very center. If you have n numbers, it’s the number that’s at position (n + 1) ÷ 2, and if this falls halfway between two numbers, you take their average.
If we then further split the data into quarters, the quartiles are the values at each of these splits. The lowest is the lower quartile, and the highest is the upper quartile:
[image: image with no caption]

Finding the position of the quartiles is slightly trickier than finding the position of the median, as we need to make sure the values we choose keep the data split into the right proportions. There is a way of doing it though; let’s start with the lower quartile.
Finding the position of the lower quartile



	First, start off by calculating n ÷ 4.

	If this gives you an integer, then the lower quartile is positioned halfway between this position and the next one. Take the average of the numbers at these two positions to get your lower quartile.

	If n ÷ 4 is not an integer, then round it up. This gives you the position of the lower quartile.



As an example, if you have 6 numbers, start off by calculating 6 ÷ 4, which gives you 1.5. Rounding this number up gives you 2, which means that the lower quartile is at position 2.

Finding the position of the upper quartile



	Start off by calculating 3n ÷ 4.

	If it’s an integer, then the upper quartile is positioned halfway between this position and the next. Add the two numbers at these positions together and divide by 2.

	If 3n ÷ 4 is not an integer, then round it up. This new number gives you the position of the upper quartile.



Exercise
It’s time to put your quartile skills into practice. Here are the scores for one of the players:
	Points scored per game
	3
	6
	7
	10
	11
	13
	30

	Frequency
	2
	1
	2
	3
	1
	1
	1



[image: image with no caption]

	What’s the range of this set of data?

	What are the lower and upper quartiles?

	What’s the interquartile range?




Exercise Solution
Here are the scores for one of the players:
	Points scored per game
	3
	6
	7
	10
	11
	13
	30

	Frequency
	2
	1
	2
	3
	1
	1
	1



	What’s the range of this set of data?
	The lower bound of this set of data is 3, as that’s the lowest number of points scored. The upper bound is 30, as that’s the highest. This gives us
	Range
	= upper bound – lower bound

	 	= 30 – 3

	 	= 27







	What are the lower and upper quartiles?
	Let’s start with the lower quartile. There are 11 numbers, and calculating 11 ÷ 4 gives us 2.75. Rounding this number up gives us the position of the lower quartile, so the lower quartile is at position 3. This means that the lower quartile is 6.

	Now let’s find the upper quartile. 3 x 11 ÷ 4 gives us 8.25, and rounding this up gives us 9 – the upper quartile is at position 9. This means that the upper quartile is 11.
[image: image with no caption]





	What’s the interquartile range?
The interquartile range is the lower bound subtracted from the upper bound.
	Interquartile range
	= upper bound – lower bound

	 	= 11 – 6

	 	= 5



Note
This is MUCH lower than the range, as it excludes outliers.





There are no Dumb Questions
	Q:
	Q: I get why mean, median, and mode are useful, but why do I need to know how the data is spread out?

	A:
	A: Averages offer you only a one-dimensional view of your data. They tell you what the center of your data is, but that’s it. While this can be useful, it’s often not enough. You need some other way of summarizing your data in addition to the average.

	Q:
	Q: So is the median the same as the interquartile range?

	A:
	A: No. The median is the middle value of the data, and the interquartile range is the range of the middle 50% of the values.

	Q:
	Q: What’s the point of all this quartiles stuff? It seems like a really tedious way to calculate ranges.

	A:
	A: The problem with using the range to measure how your data is dispersed is that it’s very sensitive to outliers. It gives you the difference between the lower and upper bounds of your data, but just one outlier can make a huge difference to the result.
We can get around this by focusing only on the central 50% of the data, as this excludes outliers. This means finding quartiles, and using the interquartile range. So even though finding quartiles is trickier than finding the lower and upper bounds, there are definite advantages.

	Q:
	Q: Should I always use the interquartile range to measure the spread of data?

	A:
	A: In a lot of cases, the interquartile range is more meaningful than the range, but it all depends on what information you really need. There are other ways of measuring how values are dispersed that you might want to consider too; we’ll come to these later.

	Q:
	Q: Would I ever want to look at just one quartile of my data instead of the range or the interquartile range?

	A:
	A: It’s possible. For example, you might be interested in what the high values look like, so you’d just look at what values are in the upper quarter of your data set, using the upper quartile as a cut-off point.

	Q:
	Q: Would I ever want to break my data into smaller pieces than quarters? How about breaking my data into, say, 10 pieces instead of 4?

	A:
	A: Yes, there are times when you might want to do this. Turn the page, and we’ll show you more...






Bullet Points
	The upper and lower bounds of the data are the highest and lowest values in the data set.

	The range is a simple way of measuring how values are dispersed. It’s given by:
range = upper bound – lower bound

	The range is very sensitive to outliers.

	The interquartile range is less sensitive to outliers than the range.

	Quartiles are values that split your data into quarters. The highest quartile is called the upper quartile, and the lowest quartile is called the lower quartile. The middle quartile is the median.

	The interquartile range is the range of the central 50% of the data. It’s given by calculating
upper quartile – lower quartile






We’re not just limited to quartiles



So far we’ve looked at how the range and interquartile range give us ways of measuring how values are dispersed in a set of data. The range is the difference between the highest number and the lowest, while the interquartile range focuses on the middle 50% of the data.
[image: image with no caption]

There are other sorts of ranges we can use in addition to the range and interquartile range.
Our original problem with the range was that it’s extremely sensitive to outliers. To get around this, we divided the data into quarters, and we used the interquartile range to provide us with a cut-down range of the data.
While the interquartile range is quite common, it’s not the only way of constructing a mini range. Instead of splitting the data into quarters, we could have split it into some other sort of percentage and used that for our range instead.
As an example, suppose we’d divided our set of data into tenths instead of quarters so that each segment contains 10% of the data. We’d have something like this:
[image: image with no caption]

If you break up a set of data into percentages, the values that split the data are called percentiles. In the case above, our data is split into tenths, so the values are called deciles.
We can use percentiles to construct a new range called the interpercentile range.

So what are percentiles?



Percentiles are values that split your data into percentages in the same way that quartiles split data into quarters. Each percentile is referred to by the percentage with which it splits the data, so the 10th percentile is the value that is 10% of the way through the data. In general, the xth percentile is the value that is k% of the way through the data. It’s usually denoted by Pk.
[image: image with no caption]

Quartiles are actually a type of percentile. The lower quartile is P25, and the upper quartile is P75. The median is P50.
Statistics test scores
[image: image with no caption]

Percentile uses



Even though the interpercentile range isn’t that commonly used, the percentiles themselves are useful for benchmarking and determining rank or position. They enable you to determine how high a particular value is relative to all the others. As an example, suppose you heard you scored 50 on your statistics test. With just that number by itself, you’d have no idea how well you’d done relative to anyone else. But if you were told that the 90th percentile for the exam was 50, you’d know that you scored the same as or better than 90% of the other people.

Finding percentiles



You can find percentiles in a similar way to how you find quartiles.
	First of all, line all your values up in ascending order.

	To find the position of the kth percentile out of n numbers, start off by calculating [image: ].

	If this gives you an integer, then your percentile is halfway between the value at position [image: ] and the next number along. Take the average of the numbers at these two positions to give you your percentile.

	If [image: ] is not an integer, then round it up. This then gives you the position of the percentile.



As an example, if you have 125 numbers and want to find the 10th percentile, start off by calculating 10 × 125 ÷ 100. This gives you a value of 12.5. Rounding this number up gives you 13, which means that the 10th percentile is the number at position 13.
Vital Statistics: Percentile
The kth percentile is the value that’s k% of the way through your data. It’s denoted by
Pk



Box and whisker plots let you visualize ranges



We’ve talked a lot about different sorts of ranges, and it would be useful to be able to compare the ranges of different sets of data in a visual way. There’s a chart that specializes in showing different types of ranges: the box and whisker diagram, or box plot.
A box and whisker diagram shows the range, interquartile range, and median of a set of data. More that one set of data can be represented on the same chart, which means it’s a great way of comparing data sets.
To create a box and whisker diagram, first you draw a box against a scale with the left and right sides of the box representing the lower and upper quartiles, respectively. Then, draw a line inside the box to mark the value of the median. This box shows you the extent of the interquartile range. After that, you draw “whiskers” to either side of your box to show the lower and upper bounds and the extent of the range. Here’s a box and whisker diagram for the scores of our player from Exercise:
[image: image with no caption]

Basketball player scores
[image: image with no caption]

If your data has outliers, the range will be wider. On a box and whisker diagram, the length of the whiskers increases in line with the upper and lower bounds. You can get an idea of how data is skewed by looking at the whiskers on the box and whisker diagram.
If the box and whisker diagram is symmetric, this means that the underlying data is likely to be fairly symmetric, too.
[image: image with no caption]

Exercise
Here are box and whisker diagrams for two more basketball players. Compare the ranges of their scores. If you had to choose between having player A or player B on the team, which would you pick? Why?
Basketball Player A and B scores
[image: image with no caption]

Player A
[image: image with no caption]

Player B
Basketball Player A and B scores
[image: image with no caption]


There are no Dumb Questions
	Q:
	Q: I’m sure I’ve seen box and whisker diagrams that look a bit different than this.

	A:
	A: There are actually several versions of box and whisker diagrams. Some have deliberately shorter whiskers and explicitly show outliers as dots or stars extending beyond the whiskers. This makes it easier to see how many outliers there are and how extreme they really are. Other diagrams show the mean as a dot, so you can see where it’s positioned in relation to the median. If you’re taking a statistics course, it would be a good idea to check which version of the box and whisker diagram is likely to be used.

	Q:
	Q: So if you show the mean as a dot, is it to the left or right of the median?

	A:
	A: If the data is skewed to the right, then the mean will be to the right of the median, and the whisker on the right will be longer than that of the left. If the data is skewed to the left, the mean will be to the left of the median, and the whisker on the left will be the longest.






Exercise Solution
Here are box and whisker diagrams for each basketball player. Compare the ranges of their scores. If you had to choose between having player A or player B on the team, which would you pick? Why?
Basketball Player A and B scores
[image: image with no caption]

Player A has a relatively small range, and his median score is a bit higher than Player B’s.
Player B has a very large range. Sometimes this player scores a lot higher than Player A, but sometimes a lot lower.
Player A plays more consistently and usually scores higher than Player B (compare the medians and interquartile range), so we’d pick Player A.

Bullet Points
	Percentiles split your data into percentages. They’re useful for benchmarking.

	The kth percentile is k% of the way through your data. It’s denoted by Pk.

	An interpercentile range is like the interquartile range but, this time, between two percentiles.

	Box and whisker diagrams, or box plots, are a useful way of showing ranges and quartiles on a chart. A box shows where the quartiles and interquartile range are, and the whiskers give the upper and lower bounds. More than one set of data can be shown on the same chart, so they’re useful for comparisons.




[image: image with no caption]

The coach doesn’t just need to compare the range of the players’ scores; he needs some way of more accurately measuring where most of the values lie to help him determine which player he can truly rely on come game day. In other words, he needs to find the player whose scores vary the least.
The problem with the range and interquartile range is that they only tell you the difference between high and low values. What they don’t tell you is how often the players get these high or low scores versus scores closer to the center—and that’s important to the coach.
The coach needs a team of players he can rely on. The last thing he wants is an erratic player who will play well one week and score badly the next.
What can we do to help the coach make his decision?
How can we more accurately measure variability?



Variability is more than just spread



We don’t just want to measure the spread of each set of scores; we want some way of using this to see how reliable the player is. In other words, we want to be able to measure the variability of the players’ scores.
One way of achieving this is to look at how far away each value is from the mean. If we can work out some sort of average distance from the mean for the values, we have a way of measuring variation and spread. The smaller the result, the closer values are to the mean. Let’s take a look at this.
[image: image with no caption]

Player 1’s basketball scores
[image: image with no caption]

The values here are spread out quite a long way from the mean. If the coach picks this player for the team, he’s unlikely to be able to predict how the player will perform on game day. The player may achieve a very high score if he’s having a good day. On a bad day, however, he may not score highly at all, and that means he’ll potentially lose the game for the team.
Player 2’s basketball scores
[image: image with no caption]

The values for this second set of data are much closer to the mean and vary less. If the coach picks this player, he’ll have a good idea of how well the player is likely to perform in each game.
[image: image with no caption]

Let’s find out.

Calculating average distances



Imagine you have three numbers: 1, 2, and 9. The mean is 4. What happens if we find the average distance of values from the mean?
[image: image with no caption]

The average distance of values from the mean is always 0. The positive and negative distances cancel each other out. So what can we do now?
There are no Dumb Questions
	Q:
	Q: Why do we have -5 in that equation? I would have thought the distance would be 5. Why is it negative?

	A:
	A: The distance from 9 to μ is negative because μ is less than 9. 1 and 2 are both less than μ, so the distance is positive for both of them. That’s why the distances cancel each other out.

	Q:
	Q: Can’t we just take the positive distances and average those?

	A:
	A: That sounds intuitive, but in practice, statisticians rarely do this. There’s another way of making sure that the distances don’t cancel out, and you’ll see that very soon. This other way of determining how close typical values are to the mean is used a lot in statistics, and you’ll see it through most of the rest of the book.

	Q:
	Q: Surely the distances don’t cancel out for all values. Maybe we were just unlucky.

	A:
	A: No matter what values you choose, the distances to the mean will always cancel out.
Here’s a challenge for you: take a group of numbers, work out the mean, work out the distance of each value from the mean, and then add the distances together. The result will be 0 every time.

	Q:
	Q: Can’t I use the interquartile range to see how reliable the scores are?

	A:
	A: The interquartile range only uses part of the data for measuring spread. If a player has one bad score, this will be excluded by the interquartile range. In order to truly determine reliability and consistency, we need to consider all the scores.

	Q:
	Q: The range uses all the scores. Why can’t we use that then?

	A:
	A: The range is only really good for describing the difference between the highest and lowest number. As you saw earlier, this doesn’t represent how the values are actually distributed. We need another measure to do this.





The positive and negative distances from the mean cancel each other out.




We can calculate variation with the variance...



We want a way to measure the average distance of values from the mean in a way that stops the distances from cancelling each other out.
[image: image with no caption]

Let’s try this with the same three numbers.
[image: image with no caption]

This time we get a meaningful number, as the distances don’t cancel each other out. Every number we add together has to be non-negative because we’re squaring the distance from the mean. Adding these numbers together gives us a non-negative result—every time.
This method of measuring spread is called the variance, and it’s a very common way of describing the spread of a set of data. Here’s a general form of the equation:
[image: image with no caption]

Vital Statistics: Variance
The variance is a way of measuring spread, and it’s the average of the distance of values from the mean squared.
[image: image with no caption]



...but standard deviation is a more intuitive measure



Statisticians use the variance a lot as a means of measuring the spread of data. It’s useful because it uses every value to come up with the result, and it can be thought of as the average of the distances from the mean squared.
[image: image with no caption]

What we really want is a number that gives the spread in terms of the distance from the mean, not distance squared.
The problem with the variance is that it can be quite difficult to think about spread in terms of distances squared.
There’s an easy way to correct this. All we need to do is take the square root of the variance. We call this the standard deviation.
Let’s work out the standard deviation for the set of numbers we had before. The variance is 12.67, which means that
[image: image with no caption]

In other words, typical values are a distance of 3.56 away from the mean.
Standard deviation know-how



We’ve seen that the standard deviation is a way of saying how far typical values are from the mean. The smaller the standard deviation, the closer values are to the mean. The smallest value the standard deviation can take is 0.
Like the mean, the standard deviation has a special symbol, σ. This is the Greek character lowercase Sigma. (We saw uppercase Sigma, Σ, in Chapter 2 to represent summation.)
To find σ, start off by calculating the variance, and then take the square root.
[image: image with no caption]

[image: image with no caption]

Standard Deviation Exposed
This week’s interview: Getting the measure of Standard Deviation
Head First: Hey, Standard Deviation, great to see you.
Standard Deviation: It’s a real pleasure, Head First.
Head First: To start off, I was wondering if you could tell me a bit more about yourself and what you do.
Standard Deviation: I’m really all about measuring the spread of data. Mean does a great job of telling you what’s going on at the center, but quite often, that’s not enough. Sometimes Mean needs support to give a more complete picture. That’s where I come in. Mean gives the average value, and I say how values vary.
Head First: Without meaning to be rude, why should I care about how values vary? Is it really all that important? Surely it’s enough to know just the average of a set of values.
Standard Deviation: Let me give you an example. How would you feel if you ordered a meal from the local diner, and when it arrived, you saw that half of it was burnt and the other half raw?
Head First: I’d probably feel unhappy, hungry, and ready to sue the diner. Why?
Standard Deviation: Well, according to Mean, your meal would have been cooked at the perfect temperature. Clearly, that’s not the full picture; what you really need to know is the variation. That’s where I come in. I look at what Mean thinks is a typical value, and I say how you can expect values to vary from that number.
Head First: I think I get it. Mean gives the average, and you indicate spread. How do you do that, though?
Standard Deviation: That’s easy. I just say how far values are from the mean, on average. Suppose the standard deviation of a set of values is 3 cm. You can think of that as saying values are, on average, 3 cm away from the mean. There’s a bit more to it than that, but if you think along those lines, you’re on the right track.
Head First: Speaking of numbers, Standard Deviation, is it better if you’re large or small?
Standard Deviance: Well, that really all depends what you’re using me for. If you’re manufacturing machine parts, you want me to be small, so you can be sure all the pieces are about the same. If you’re looking at wages in a large company, I’ll naturally be quite large.
Head First: I see. Tell me, do you have anything to do with Variance?
Standard Deviation: It’s funny you should ask that. Variance is just an alter ego of mine. Square me, and I turn into Variance. Take the square root of Variance, and there I am again. We’re a bit like Clark Kent and Superman, but without the cape.
Head First: Just one more question. Do you ever feel overshadowed by Mean? After all, he gets a lot more attention than you.
Standard Deviation: Of course not. We’re great friends, and we support each other. Besides, that would make me sound negative. I’m never negative.
Head First: Standard Deviation, thank you for your time.
Standard Deviation: It’s been a pleasure.

Exercise
It’s time for you to flex those standard deviation muscles. Calculate the mean and standard deviation for the following sets of numbers.
1 2 3 4 5 6 7
1 2 3 4 5 6

Exercise Solution
It’s time for you to flex those standard deviation muscles. Calculate the mean and standard deviation for the following sets of numbers.
[image: image with no caption]


[image: image with no caption]

The standard deviation calculation can quickly become complicated.
To find the standard deviation, you first have to calculate variance, finding (x – μ)2 for every value of x.
But there is a much simpler formula for variance that produces the same result. The equation’s on the opposite page, but first you’ll need to rescue the derivation from the pool.
Pool Puzzle
There’s an easier calculation for calculating the variance, but what is it? Your job is to take equation snippets from the pool, and place them into the blank lines in the derivation. Each snippet will be used only once, but you won’t need to use every one. Your goal is to get to the equation at the end.
[image: image with no caption]

[image: image with no caption]

Note: each snippet from the pool can only be used once!
[image: image with no caption]


Pool Puzzle Solution
There’s an easier calculation for calculating the variance, but what is it? Your job is to take equation snippets from the pool, and place them into the blank lines in the derivation. Each snippet will be used only once, but you won’t need to use every one. Your goal is to get to the equation at the end.
[image: image with no caption]

[image: image with no caption]




A quicker calculation for variance



As you’ve seen, the standard deviation is a good way of measuring spread, but the necessary variance calculation quickly becomes complicated. The difficulty lies in having to calculate (x – μ)2 for every value of x. The more values you’re dealing with, the easier it is to make a mistake—particularly if μ is a long decimal number.
Here’s a quicker way to calculate the variance:
[image: image with no caption]

The advantage of this method is that you don’t have to calculate (x – μ)2. Which means that, in practice, it’s less tricky to deal with, and there’s less of a chance you’ll make mistake.
Vital Statistics: Variance
Here’s the quicker way of calculating the variance
[image: image with no caption]


There are no Dumb Questions
	Q:
	Q: So which form of the variance equation should I use?

	A:
	A: If you’re performing calculations, it’s generally easier to use the second form, which is:
[image: image with no caption]

This is particularly important if you have a mean with lots of decimals.

	Q:
	Q: How do I work out the standard deviation with this form of the variance equation?

	A:
	A: Exactly the same way as before. Taking the square root of the variance gives you the standard deviation.

	Q:
	Q: What if I’m told what the standard deviation is, can I find the variance?

	A:
	A: Yes, you can. The standard deviation is the square root of the variance, which means that the variance is the square of the standard deviation. To find the variance from the standard deviation, square the value of the standard deviation.

	Q:
	Q: I find the standard deviation really confusing. What is it again?

	A:
	A: The standard deviation is a way of measuring spread. It describes how far typical values are from the mean.
If the standard deviation is high, this means that values are typically a long way from the mean. If the standard deviation is low, values tend to be close to the mean.

	Q:
	Q: Can the standard deviation ever be 0?

	A:
	A: Yes, it can. The standard deviation is 0 if all of the values are the same. In other words, if each value is a distance of 0 away from the mean, the standard deviation will be 0.

	Q:
	Q: What units is standard deviation measured in?

	A:
	A: It’s measured in the same units as your data. If your measurements are in centimeters, and the standard deviation is 1, this means that values are typically 1 centimeter away from the mean.

	Q:
	Q: I’m sure I’ve seen formulas for variance where you divide by (n – 1) instead of n. Is that wrong?

	A:
	A: It’s not wrong, but that form of the variance is really used when you’re dealing with samples. We’ll show you more about this when we talk about sampling later in the book.






BE the coach
Here are the scores for the three players. The mean for each of them is 10. Your job is to play like you’re the coach, and work out the standard deviation for each player. Which player is the most reliable one for your team?
Player 1
	Score
	7
	9
	10
	11
	13

	Frequency
	1
	2
	4
	2
	1



Player 2
	Score
	7
	8
	9
	10
	11
	12
	13

	Frequency
	1
	1
	2
	2
	2
	1
	1



Player 3
	Score
	3
	6
	7
	10
	11
	13
	30

	Frequency
	2
	1
	2
	3
	1
	1
	1




Exercise
The generous CEO of Starbuzz Coffee wants to give all his employees a pay raise. He’s not sure whether to give everyone a straight $2,000 raise or increase salaries by 10%.
	What happens to the standard deviation if everyone at Starbuzz is given a $2,000 pay raise?

	What happens to the standard deviation if everyone at Starbuzz is given a 10% pay raise instead?




BE the coach Solution
Here are the scores for the three players. The mean for each of them is 10. Your job is to play like you’re the coach, and work out the standard deviation for each player. Which player is the most reliable one for your team?
[image: image with no caption]

[image: image with no caption]

[image: image with no caption]

Player 1 and Player 2 both have small standard deviations, so the values are clustered around the mean. But Player 3 has a standard deviation of 7.02, meaning scores are typically 7.02 points away from the mean. So Player 1 is the most reliable, and Player 3 is the least.

Exercise Solution
The generous CEO of Starbuzz Coffee wants to give all his employees a pay raise. He’s not sure whether to give everyone a straight $2,000 raise or increase salaries by 10%.
	What happens to the standard deviation if everyone at Starbuzz is given a $2,000 pay raise?
	The standard deviation stays exactly the same. The figures are, in effect, picked up and moved sideways, so the standard deviation doesn’t change.
[image: image with no caption]





	What happens to the standard deviation if everyone at Starbuzz is given a 10% pay raise instead?
	The standard deviation is multiplied by 110%, or 1.1. The figures are stretched, so the standard deviation increases.
[image: image with no caption]









What if we need a baseline for comparison?



We’ve seen how the standard deviation can be used to measure how variable a set of values are, and we’ve used it to pick out the most reliable player for the Statsville All Stars. The standard deviation has other uses, too.
[image: image with no caption]

Imagine a situation in which you have two basketball players of different ability. The first player gets the ball into the net an average of 70% of the time, and he has a standard deviation of 20%. The second player has a mean of 40% and a standard deviation of 10%.
In a particular practice session, Player 1 gets the ball into the net 75% of the time, and Player 2 makes a basket 55% of the time. Which player does best against their personal track record?
[image: image with no caption]

Just looking at the percentages doesn’t give the full picture.
75% sounds like a high percentage, but we’re not taking into account the mean and standard deviation of each player. Each player has scored more than their personal mean, but which has fared better against their personal track record? How can we compare the two players?
[image: image with no caption]

Does this sort of situation sound impossible? Don’t worry, we can achieve this with the standard score, or z-score.

Use standard scores to compare values across data sets



Standard scores give you a way of comparing values across different sets of data where the mean and standard deviation differ. They’re a way of comparing related data values in different circumstances. As an example, you can use standard scores to compare each player’s performance relative to his personal track record—a bit like a personal trainer would.
You find the standard score of a particular value using the mean and standard deviation of the entire data set. The standard score is normally denoted by the letter z, and to find the standard score of a particular value x, you use the formula:
[image: image with no caption]

Let’s calculate the standard scores for each player, and see what those scores tell us.
Calculating standard scores



Let’s start by calculating z1, the standard score of Player 1.
[image: image with no caption]

So using the mean and standard deviation to standardize the score, Player 1 gets 0.25. What about the score for Player 2?
[image: image with no caption]

This gives us a standard score of 1.5 for Player 2, compared with a standard score of 0.25 for Player 1. But what does this actually mean?


Interpreting standard scores



Standard scores give us a way of comparing values across different data sets even when the sets of data have different means and standard deviations. They’re a way of comparing values as if they came from the same set of data or distribution.
So what does this mean for our basketball players?
Each player’s shooting success rate has a different mean and standard deviation, which makes it difficult to compare how the players are performing relative to their own track record. We can see that in a particular practice, one player got the ball in the net more times than the other. We also notice that both players are scoring at a higher rate than their average. The difficulty lies in comparing performances relative to the personal track record of each player.
The standard score makes such comparisons possible by transforming each set of data into a more generic distribution. We can find the standard score of each player at the practice session, and then transform and compare them.
[image: image with no caption]

So what does this tell us about the players?



The standard score for Player 1 is 0.25, while the standard score for Player 2 is 1.5. In other words, when we standardize the scores, the score for Player 2 is higher.
This means that even though Player 1 is generally a better shooter and put balls into the net at a higher rate than Player 2, Player 2 performed better relative to his own track record. Player 2 performed better...for him.
Standard Scores Up Close
Standard scores work by transforming sets of data into a new, theoretical distribution with a mean of 0 and a standard deviation of 1. It’s a generic distribution that can be used for comparisons. Standard scores effectively transform your data so that it fits this model while making sure it keeps the same basic shape.
[image: image with no caption]

Standard scores can take any value, and they indicate position relative to the mean. Positive z-scores mean that your value is above the mean, and negative z-scores mean that your value is below it. If your z-score is 0, then your value is the mean itself. The size of the number shows how far away the value is from the mean.
Standard deviations from the mean
Sometimes statisticians express the relative position of a particular value in terms of standard deviations from the mean. As an example, a statistician may say that a particular value is within 1 standard deviation of the mean. It’s really just another way of indicating how close values are to the mean, but what does it mean in practice?
We’ve seen that using z-scores transforms your data set into a generic distribution with a mean of 0 and a standard deviation of 1. If a value is within 1 standard deviation of the mean, this tells us that the standard score of the value is between -1 and 1. Similarly, if a value is within 2 standard deviations of the mean, the standard score of the value would be somewhere between -2 and 2.
Standard score = number of standard deviations from the mean.


[image: image with no caption]


There are no Dumb Questions
	Q:
	Q: So variance and standard deviation both measure the spread of your data. How are they different from the range?

	A:
	A: The range is quite a simplistic measure of the spread of your data. It tells you the difference between the highest and lowest values, but that’s it. You have no way of knowing how the data is clustered within it.
The variance and standard deviation are a much better way of measuring the variability of your data and how your data is dispersed, as they take into account how the data is clustered. They look at how far values typically are from the center of your data.

	Q:
	Q: And what’s the difference between variance and standard deviation? Which one should I use?

	A:
	A: The standard deviation is the square root of the variance, which means you can find one from the other.
The standard deviation is probably the most intuitive, as it tells you roughly how far your values are, on average, from the mean.

	Q:
	Q: How do standard scores fit into all this?

	A:
	A: Standard scores use the mean and standard deviation to convert values in a data set to a more generic distribution, while at the same time, making sure your data keeps the same basic shape.
They’re a way of comparing different values across different data sets even when the data sets have different means and standard deviations. They’re a way of measuring relative standing.

	Q:
	Q: Do standard scores have anything to do with detecting outliers?

	A:
	A: Good question! Determining outliers can be subjective, but sometimes outliers are defined as being more than 3 standard deviations of the mean. Statisticians have different opinions about this though, so be warned.






Bullet Points
	The variance and standard deviation measure how values are dispersed by looking at how far values are from the mean.

	The variance is calculated using
[image: image with no caption]


	An alternate form is
[image: image with no caption]


	The standard deviation is equal to the square root of the variance, and the variance is the standard deviation squared.

	Standard scores, or z-scores, are a way of comparing values across different sets of data where the means and standard deviations are different. To find the standard score of a value x, use:
[image: image with no caption]





Exercise
Complete the table below. Name each type of measure of dispersion we’ve encountered in the chapter, and show how to calculate it. Try your hardest to fill this out without looking back through the chapter.
	Statistic
	How to calculate

	Range
	 
	 	Upper quartile – Lower quartile

	Standard Deviation (σ)
	 
	Standard Score
	 



Exercise Solution
Complete the table below. Name each type of measure of dispersion we’ve encountered in the chapter, and show how to calculate it. Try your hardest to fill this out without looking back through the chapter.
	Statistic
	How to calculate

	Range
	Upper bound – Lower bound

	Interquartile range
	Upper quartile – Lower quartile

	Standard Deviation (σ)
	[image: ]

	Standard Score
	[image: ]






Statsville All Stars win the league!



All the basketball matches for the season have now been played, and the Statsville All Stars finished at the top of the league. You clearly helped the coach pick the best player for the team.
Just remember: you owe it all to the friendly neighborhood standard deviation.
[image: image with no caption]


Chapter 4. Calculating Probabilities: Taking Chances



[image: image with no caption]

Life is full of uncertainty.
Sometimes it can be impossible to say what will happen from one minute to the next. But certain events are more likely to occur than others, and that’s where probability theory comes into play. Probability lets you predict the future by assessing how likely outcomes are, and knowing what could happen helps you make informed decisions. In this chapter, you’ll find out more about probability and learn how to take control of the future!
Fat Dan’s Grand Slam



Fat Dan’s Casino is the most popular casino in the district. All sorts of games are offered, from roulette to slot machines, poker to blackjack.
It just so happens that today is your lucky day. Head First Labs has given you a whole rack of chips to squander at Fat Dan’s, and you get to keep any winnings. Want to give it a try? Go on—you know you want to.
[image: image with no caption]
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[image: image with no caption]

There’s a lot of activity over at the roulette wheel, and another game is just about to start. Let’s see how lucky you are.

Roll up for roulette!



You’ve probably seen people playing roulette in movies even if you’ve never tried playing yourself. The croupier spins a roulette wheel, then spins a ball in the opposite direction, and you place bets on where you think the ball will land.
The roulette wheel used in Fat Dan’s Casino has 38 pockets that the ball can fall into. The main pockets are numbered from 1 to 36, and each pocket is colored either red or black. There are two extra pockets numbered 0 and 00. These pockets are both green.
[image: image with no caption]

You can place all sorts of bets with roulette. For instance, you can bet on a particular number, whether that number is odd or even, or the color of the pocket. You’ll hear more about other bets when you start playing. One other thing to remember: if the ball lands on a green pocket, you lose.
Roulette boards make it easier to keep track of which numbers and colors go together.
[image: image with no caption]
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Your very own roulette board



You’ll be placing a lot of roulette bets in this chapter. Here’s a handy roulette board for you to cut out and keep. You can use it to help work out the probabilities in this chapter.
Note
Just be careful with those scissors.


Place your bets now!



Have you cut out your roulette board? The game is just beginning. Where do you think the ball will land? Choose a number on your roulette board, and then we’ll place a bet.
[image: image with no caption]

Right, before placing any bets, it makes sense to see how likely it is that you’ll win.
Maybe some bets are more likely than others. It sounds like we need to look at some probabilities...
Brain Power
What things do you need to think about before placing any roulette bets? Given the choice, what sort of bet would you make? Why?


What are the chances?



Have you ever been in a situation where you’ve wondered “Now, what were the chances of that happening?” Perhaps a friend has phoned you at the exact moment you’ve been thinking about them, or maybe you’ve won some sort of raffle or lottery.
Probability is a way of measuring the chance of something happening. You can use it to indicate how likely an occurrence is (the probability that you’ll go to sleep some time this week), or how unlikely (the probability that a coyote will try to hit you with an anvil while you’re walking through the desert). In stats-speak, an event is any occurrence that has a probability attached to it—in other words, an event is any outcome where you can say how likely it is to occur.
Probability is measured on a scale of 0 to 1. If an event is impossible, it has a probability of 0. If it’s an absolute certainty, then the probability is 1. A lot of the time, you’ll be dealing with probabilities somewhere in between.
Here are some examples on a probability scale.
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Vital Statistics: Event
An outcome or occurrence that has a probability assigned to it

Can you see how probability relates to roulette?
If you know how likely the ball is to land on a particular number or color, you have some way of judging whether or not you should place a particular bet. It’s useful knowledge if you want to win at roulette.
Sharpen your pencil
Let’s try working out a probability for roulette, the probability of the ball landing on 7. We’ll guide you every step of the way.
1. Look at your roulette board. How many pockets are there for the ball to land in?
2. How many pockets are there for the number 7?
3. To work out the probability of getting a 7, take your answer to question 2 and divide it by your answer to question 1. What do you get?
4. Mark the probability on the scale below. How would you describe how likely it is that you’ll get a 7?
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Sharpen your pencil Solution
You had to work out a probability for roulette, the probability of the ball landing on 7. Here’s how you calculate the solution, step by step.
[image: image with no caption]



Find roulette probabilities



Let’s take a closer look at how we calculated that probability.
Here are all the possible outcomes from spinning the roulette wheel. The thing we’re really interested in is winning the bet—that is, the ball landing on a 7.
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To find the probability of winning, we take the number of ways of winning the bet and divide by the number of possible outcomes like this:
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We can write this in a more general way, too. For the probability of any event A:
[image: image with no caption]

S is known as the possibility space, or sample space. It’s a shorthand way of referring to all of the possible outcomes. Possible events are all subsets of S.

You can visualize probabilities with a Venn diagram



Probabilities can quickly get complicated, so it’s often very useful to have some way of visualizing them. One way of doing so is to draw a box representing the possibility space S, and then draw circles for each relevant event. This sort of diagram is known as a Venn diagram. Here’s a Venn diagram for our roulette problem, where A is the event of getting a 7.
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Very often, the numbers themselves aren’t shown on the Venn diagram. Instead of numbers, you have the option of using the actual probabilities of each event in the diagram. It all depends on what kind of information you need to help you solve the problem.
Complementary events



There’s a shorthand way of indicating the event that A does not occur—AI. AI is known as the complementary event of A.
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There’s a clever way of calculating P(AI). AI covers every possibility that’s not in event A, so between them, A and AI must cover every eventuality. If something’s in A, it can’t be in AI, and if something’s not in A, it must be in AI. This means that if you add P(A) and P(AI) together, you get 1. In other words, there’s a 100% chance that something will be in either A or AI. This gives us
P(A) + P(AI) = 1
or
P(AI) = 1 – P(A)
BE the croupier
Your job is to imagine you’re the croupier and work out the probabilities of various events. For each event below, write down the probability of a successful outcome.
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	P(9)
	P(Green)

	P(Black)
	P(38)




BE the croupier Solution
Your job was to imagine you’re the croupier and work out the probabilities of various events. For each event you should have written down the probability of a successful outcome.
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	P(9)
	P(Green)

	The probability of getting a 9 is exactly the same as getting a 7, as there’s an equal chance of the ball falling into each pocket.
	2 of the pockets are green, and there are 38 pockets total, so:
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	P(Black)
	P(38)

	18 of the pockets are black, and there are 38 pockets, so:
	This event is actually impossible—there is no pocket labeled 38. Therefore, the probability is 0.

	[image: ]
	 


Note
The most likely event out of all these is that the ball will land in a black pocket.


There are no Dumb Questions
	Q:
	Q: Why do I need to know about probability? I thought I was learning about statistics.

	A:
	A: There’s quite a close relationship between probability and statistics. A lot of statistics has its origins in probability theory, so knowing probability will take your statistics skills to the next level. Probability theory can help you make predictions about your data and see patterns. It can help you make sense of apparent randomness. You’ll see more about this later.

	Q:
	Q: Are probabilities written as fractions, decimals, or percentages?

	A:
	A: They can be written as any of these. As long as the probability is expressed in some form as a value between 0 and 1, it doesn’t really matter.

	Q:
	Q: I’ve seen Venn diagrams before in set theory. Is there a connection?

	A:
	A: There certainly is. In set theory, the possibility space is equivalent to the set of all possible outcomes, and a possible event forms a subset of this. You don’t have to already know any set theory to use Venn diagrams to calculate probability, though, as we’ll cover everything you need to know in this chapter.

	Q:
	Q: Do I always have to draw a Venn diagram? I noticed you didn’t in that last exercise.

	A:
	A: No, you don’t have to. But sometimes they can be a useful tool for visualizing what’s going on with probabilities. You’ll see more situations where this helps you later on.

	Q:
	Q: Can anything be in both events A and AI?

	A:
	A: No. AI means everything that isn’t in A. If an element is in A, then it can’t possibly be in AI. Similarly, if an element is in AI, then it can’t be in A. The two events are mutually exclusive, so no elements are shared between them.








It’s time to play!



A game of roulette is just about to begin.
Look at the events on the previous page. We’ll place a bet on the one that’s most likely to occur—that the ball will land in a black pocket.
[image: image with no caption]Let’s see what happens.




And the winning number is...



Oh dear! Even though our most likely probability was that the ball would land in a black pocket, it actually landed in the green 0 pocket. You lose some of your chips.
[image: image with no caption]
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Probabilities are only indications of how likely events are; they’re not guarantees.
The important thing to remember is that a probability indicates a long-term trend only. If you were to play roulette thousands of times, you would expect the ball to land in a black pocket in 18/38 spins, approximately 47% of the time, and a green pocket in 2/38 spins, or 5% of the time. Even though you’d expect the ball to land in a green pocket relatively infrequently, that doesn’t mean it can’t happen.
No matter how unlikely an event is, if it’s not impossible, it can still happen.



Let’s bet on an even more likely event



Let’s look at the probability of an event that should be more likely to happen. Instead of betting that the ball will land in a black pocket, let’s bet that the ball will land in a black or a red pocket. To work out the probability, all we have to do is count how many pockets are red or black, then divide by the number of pockets. Sound easy enough?
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We can use the probabilities we already know to work out the one we don’t know.
Take a look at your roulette board. There are only three colors for the ball to land on: red, black, or green. As we’ve already worked out what P(Green) is, we can use this value to find our probability without having to count all those black and red pockets.
	P(Black or Red)
	= P(GreenI)

	 	= 1 – P(Green)

	 	= 1 – 0.053

	 	= 0.947 (to 3 decimal places)



Sharpen your pencil
Don’t just take our word for it. Calculate the probability of getting a black or a red by counting how many pockets are black or red and dividing by the number of pockets.

Sharpen your pencil Solution
Don’t just take our word for it. Calculate the probability of getting a black or a red by counting how many pockets are black or red and dividing by the number of pockets.
[image: image with no caption]



You can also add probabilities



There’s yet another way of working out this sort of probability. If we know P(Black) and P(Red), we can find the probability of getting a black or red by adding these two probabilities together. Let’s see.
[image: image with no caption]

In this case, adding the probabilities gives exactly the same result as counting all the red or black pockets and dividing by 38.
Vital Statistics: Probability
To find the probability of an event A, use
[image: image with no caption]


Vital Statistics: AI
AI is the complementary event of A. It’s the probability that event A does not occur.
P(AI) = 1 – P(A)

There are no Dumb Questions
	Q:
	Q: It looks like there are three ways of dealing with this sort of probability. Which way is best?

	A:
	A: It all depends on your particular situation and what information you are given.
Suppose the only information you had about the roulette wheel was the probability of getting a green. In this situation, you’d have to calculate the probability by working out the probability of not getting a green:
1 – P(Green)
On the other hand, if you knew P(Black) and P(Red) but didn’t know how many different colors there were, you’d have to calculate the probability by adding together P(Black) and P(Red).

	Q:
	Q: So I don’t have to work out probabilities by counting everything?

	A:
	A: Often you won’t have to, but it all depends on your situation. It can still be useful to double-check your results, though.

	Q:
	Q: If some events are so unlikely to happen, why do people bet on them?

	A:
	A: A lot depends on the sort of return that is being offered. In general, the less likely the event is to occur, the higher the payoff when it happens. If you win a bet on an event that has a high probability, you’re unlikely to win much money. People are tempted to make bets where the return is high, even though the chances of them winning is negligible.

	Q:
	Q: Does adding probabilities together like that always work?

	A:
	A: Think of this as a special case where it does. Don’t worry, we’ll go into more detail over the next few pages.







You win!



This time the ball landed in a red pocket, the number 7, so you win some chips.
[image: image with no caption]


Time for another bet



Now that you’re getting the hang of calculating probabilities, let’s try something else. What’s the probability of the ball landing on a black or even pocket?
[image: image with no caption]
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Sometimes you can add together probabilities, but it doesn’t work in all circumstances.
We might not be able to count on being able to do this probability calculation in quite the same way as the previous one. Try the exercise on the next page, and see what happens.
Sharpen your pencil
Let’s find the probability of getting a black or even (assume 0 and 00 are not even).
1. What’s the probability of getting a black?
2. What’s the probability of getting an even number?
3. What do you get if you add these two probabilities together?
4. Finally, use your roulette board to count all the holes that are either black or even, then divide by the total number of holes. What do you get?
[image: image with no caption]


Sharpen your pencil Solution
Let’s find the probability of getting a black or even (assume 0 and 00 are not even).
1. What’s the probability of getting a black?
18/38 = 0.474
2. What’s the probability of getting an even number?
18/38 = 0.474
3. What do you get if you add these two probabilities together?
0.947
4. Finally, use your roulette board to count all the holes that are either black or even, then divide by the total number of holes. What do you get?
26 / 38 = 0.684
Note
Uh oh! Different answers


[image: image with no caption]Let’s take a closer look...




Exclusive events and intersecting events



When we were working out the probability of the ball landing in a black or red pocket, we were dealing with two separate events, the ball landing in a black pocket and the ball landing in a red pocket. These two events are mutually exclusive because it’s impossible for the ball to land in a pocket that’s both black and red.
[image: image with no caption]

If two events are mutually exclusive, only one of the two can occur.


What about the black and even events? This time the events aren’t mutually exclusive. It’s possible that the ball could land in a pocket that’s both black and even. The two events intersect.
[image: image with no caption]

If two events intersect, it’s possible they can occur simultaneously.


Brain Power
What sort of effect do you think this intersection could have had on the probability?


Problems at the intersection



Calculating the probability of getting a black or even went wrong because we included black and even pockets twice. Here’s what happened.
First of all, we found the probability of getting a black pocket and the probability of getting an even number.
[image: image with no caption]

When we added the two probabilities together, we counted the probability of getting a black and even pocket twice.
[image: image with no caption]

To get the correct answer, we need to subtract the probability of getting both black and even. This gives us
P(Black or Even) = P(Black) + P(Even) – P(Black and Even)
We can now substitute in the values we just calculated to find P(Black or Even):
P(Black or Even) = 18/38 + 18/38 – 10/38 = 26/38 = 0.684

Some more notation



There’s a more general way of writing this using some more math shorthand.
First of all, we can use the notation A ∩ B to refer to the intersection between A and B. You can think of this symbol as meaning “and.” It takes the common elements of events.
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A ∪ B, on the other hand, means the union of A and B. It includes all of the elements in A and also those in B. You can think of it as meaning “or.”
If A ∪ B =1, then A and B are said to be exhaustive. Between them, they make up the whole of S. They exhaust all possibilities.
[image: image with no caption]

Sharpen your pencil
On the previous page, we found that
(P(Black or Even) = P(Black) + P(Even) – P(Black and Even)
Write this equation for A and B using ∩ and ∪ notation.

Sharpen your pencil Solution
On the previous page, we found that
(P(Black or Even) = P(Black) + P(Even) – P(Black and Even)
Write this equation for A and B using ∩ and ∪ notation.
P(A ∪ B) = P(A) + P(B) – P(A ∩ B)
Note
P(A or B)
P(A and B)


[image: image with no caption]

It’s not actually that different.
Mutually exclusive events have no elements in common with each other. If you have two mutually exclusive events, the probability of getting A and B is actually 0—so P(A ∩ B) = 0. Let’s revisit our black-or-red example. In this bet, getting a red pocket on the roulette wheel and getting a black pocket are mutually exclusive events, as a pocket can’t be both red and black. This means that P(Black ∩ Red) = 0, so that part of the equation just disappears.
Watch it!
There’s a difference between exclusive and exhaustive.
If events A and B are exclusive, then
P(A ∩ B) = 0
If events A and B are exhaustive, then
P(A ∪ B) = 1

BE the probability
Your job is to play like you’re the probability and shade in the area that represents each of the following probabilities on the Venn diagrams.
[image: image with no caption]
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BE the probability Solution
Your job was to play like you’re the probability and shade in the area that represents each of the probabilities on the Venn diagrams.
[image: image with no caption]
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Exercise
50 sports enthusiasts at the Head First Health Club are asked whether they play baseball, football, or basketball. 10 only play baseball. 12 only play football. 18 only play basketball. 6 play baseball and basketball but not football. 4 play football and basketball but not baseball.
Draw a Venn diagram for this probability space. How many enthusiasts play baseball in total? How many play basketball? How many play football?
Are any sports’ rosters mutually exclusive? Which sports are exhaustive (fill up the possibility space)?

Vital Statistics: A or B
To find the probability of getting event A or B, use
P(A ∪ B) = P(A) + P(B) – P(A ∩ B)
∪ means OR
∩ means AND

Exercise Solution
50 sports enthusiasts at the Head First Health Club are asked whether they play baseball, football or basketball. 10 only play baseball. 12 only play football. 18 only play basketball. 6 play baseball and basketball but not football. 4 play football and basketball but not baseball.
Draw a Venn diagram for this probability space. How many enthusiasts play baseball in total? How many play basketball? How many play football?
Are any sports’ rosters mutually exclusive? Which sports are exhaustive (fill up the possibility space)?
[image: image with no caption]

By adding up the values in each circle in the Venn diagram, we can determine that there are 16 total baseball players, 28 total basketball players, and 16 total football players.
The baseball and football events are mutually exclusive. Nobody plays both baseball and football, so P(Baseball ∩ Football) = 0
The events for baseball, football, and basketball are exhaustive. Together, they fill the entire possibility space, so P(Baseball ∪ Football ∪ Basketball) = 1

There are no Dumb Questions
	Q:
	Q: Are A and AI mutually exclusive or exhaustive?

	A:
	A: Actually they’re both. A and AI can have no common elements, so they are mutually exclusive. Together, they make up the entire possibility space so they’re exhaustive too.

	Q:
	Q: Isn’t P(A ∩ B) + P(A ∩ BI) just a complicated way of saying P(A)?

	A:
	A: Yes it is. It can sometimes be useful to think of different ways of forming the same probability, though. You don’t always have access to all the information you’d like, so being able to think laterally about probabilities is a definite advantage.

	Q:
	Q: Is there a limit on how many events can intersect?

	A:
	A: No. When you’re referring to the intersection between several events, use more ∩’s. As an example, the intersection of events A, B, and C is A ∩ B ∩ C.
Finding probabilities for multiple intersections can sometimes be tricky. We suggest that if you’re in doubt, draw a Venn diagram and take a good, hard look at which probabilities need to be added together and which need to be subtracted.







Another unlucky spin...



We know that the probability of the ball landing on black or even is 0.684, but, unfortunately, the ball landed on 23, which is red and odd.
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...but it’s time for another bet



Even with the odds in our favor, we’ve been unlucky with the outcomes at the roulette table. The croupier decides to take pity on us and offers a little inside information. After she spins the roulette wheel, she’ll give us a clue about where the ball landed, and we’ll work out the probability based on what she tells us.
[image: image with no caption]

Should we take this bet?
How does the probability of getting even given that we know the ball landed in a black pocket compare to our last bet that the ball would land on black or even. Let’s figure it out.

Conditions apply



The croupier says the ball has landed in a black pocket. What’s the probability that the pocket is also even?
[image: image with no caption]

This is a slightly different problem
We don’t want to find the probability of getting a pocket that is both black and even, out of all possible pockets. Instead, we want to find the probability that the pocket is even, given that we already know it’s black.
[image: image with no caption]

In other words, we want to find out how many pockets are even out of all the black ones. Out of the 18 black pockets, 10 of them are even, so
[image: image with no caption]

It turns out that even with some inside information, our odds are actually lower than before. The probability of even given black is actually less than the probability of black or even.
However, a probability of 0.556 is still better than 50% odds, so this is still a pretty good bet. Let’s go for it.

Find conditional probabilities



So how can we generalize this sort of problem? First of all, we need some more notation to represent conditional probabilities, which measure the probability of one event occurring relative to another occurring.
If we want to express the probability of one event happening given another one has already happened, we use the “|” symbol to mean “given.” Instead of saying “the probability of event A occurring given event B,” we can shorten it to say
[image: image with no caption]

P(A | B)
Note
The probability of A give that we know B has happened.

[image: image with no caption]

So now we need a general way of calculating P(A | B). What we’re interested in is the number of outcomes where both A and B occur, divided by all the B outcomes. Looking at the Venn diagram, we get:
[image: image with no caption]

We can rewrite this equation to give us a way of finding P(A ∩ B)
P(A ∩ B) = P(A | B) × P(B)
It doesn’t end there. Another way of writing P(A ∩ B) is P(B ∩ A). This means that we can rewrite the formula as
P(B ∩ A) = P(B | A) × P(A)
In other words, just flip around the A and the B.
[image: image with no caption]

Venn diagrams aren’t always the best way of visualizing conditional probability.
Don’t worry, there’s another sort of diagram you can use—a probability tree.

You can visualize conditional probabilities with a probability tree



It’s not always easy to visualize conditional probabilities with Venn diagrams, but there’s another sort of diagram that really comes in handy in this situation—the probability tree. Here’s a probability tree for our problem with the roulette wheel, showing the probabilities for getting different colored and odd or even pockets.
[image: image with no caption]

The first set of branches shows the probability of each outcome, so the probability of getting a black is 18/38, or 0.474. The second set of branches shows the probability of outcomes given the outcome of the branch it is linked to. The probability of getting an odd pocket given we know it’s black is 8/18, or 0.444.

Trees also help you calculate conditional probabilities



Probability trees don’t just help you visualize probabilities; they can help you to calculate them, too.
Let’s take a general look at how you can do this. Here’s another probability tree, this time with a different number of branches. It shows two levels of events: A and AI and B and BI. AI refers to every possibility not covered by A, and BI refers to every possibility not covered by B.
You can find probabilities involving intersections by multiplying the probabilities of linked branches together. As an example, suppose you want to find P(A ∩ B). You can find this by multiplying P(B) and P(A | B) together. In other words, you multiply the probability on the first level B branch with the probability on the second level A branch.
[image: image with no caption]

Using probability trees gives you the same results you saw earlier, and it’s up to you whether you use them or not. Probability trees can be time-consuming to draw, but they offer you a way of visualizing conditional probabilities.
Probability Magnets
Duncan’s Donuts are looking into the probabilities of their customers buying donuts and coffee. They drew up a probability tree to show the probabilities, but in a sudden gust of wind, they all fell off. Your task is to pin the probabilities back on the tree. Here are some clues to help you.
	P(Donuts) = 3/4
	P(Coffee | DonutsI) = 1/3
	P(Donuts ∩ Coffee) = 9/20



[image: image with no caption]
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Handy hints for working with trees
1. Work out the levels
Try and work out the different levels of probability that you need. As an example, if you’re given a probability for P(A | B), you’ll probably need the first level to cover B, and the second level A.
2. Fill in what you know
If you’re given a series of probabilities, put them onto the tree in the relevant position.
3. Remember that each set of branches sums to 1
If you add together the probabilities for all of the branches that fork off from a common point, the sum should equal 1. Remember that P(A) = 1 – P(AI).
4. Remember your formula
You should be able to find most other probabilities by using
[image: image with no caption]


Probability Magnets Solution
Duncan’s Donuts are looking into the probabilities of their customers buying Donuts and Coffee. They drew up a probability tree to show the probabilities, but in a sudden gust of wind they all fell off. Your task is to pin the probabilities back on the tree. Here are some clues to help you.
	P(Donuts) = 3/4
	P(Coffee | DonutsI) = 1/3
	P(Donuts ∩ Coffee) = 9/20



[image: image with no caption]


Exercise
We haven’t quite finished with Duncan’s Donuts! Now that you’ve completed the probability tree, you need to use it to work out some probabilities.
	P(DonutsI)

	P(DonutsI ∩ Coffee)

	P(CoffeeI | Donuts)

	P(Coffee)
Note
Hint: How many ways are there of getting coffee? (You can get coffee with or without donuts.)


	P(Donuts | Coffee)
Note
Hint: maybe some of your other answers can help you.





Exercise Solution
Your job was to use the completed probability tree to work out some probabilities.
	P(DonutsI)
1/4
Note
We can read this one off the tree. We were given P(Donuts) = 3/4, so P(DonutsI) must be 1/4.


	P(DonutsI ∩ Coffee)
1/12
Note
We can find this by multiplying together P(DonutsI) and P(Coffee | DonutsI). We’ve just found P(DonutsI) = 1/4, and looking at the tree, P(Coffee | DonutsI) = 1/3. Multiplying these together gives 1/12.


	P(CoffeeI | Donuts)
2/5
Note
We can read this off the tree.


	P(Coffee)
8/15
Note
This probability is tricky, so don’t worry if you didn’t get it.
To get P(Coffee), we need to add together P(Coffee ∩ Donuts) and P(Coffee ∩ DonutsI). This gives us 1/12 + 9/20 = 8/15.


	P(Donuts | Coffee)
27/32
Note
You’ll only be able to do this if you found P(Coffee).
P(Donuts | Coffee) = P(Donuts ∩ Coffee) / P(Coffee). This gives us (9/20) / (8 / 15) = 27/32.





Vital Statistics: Conditions
[image: image with no caption]


There are no Dumb Questions
	Q:
	Q: I still don’t get the difference between P(A ∩ B) and P(A | B).

	A:
	A: P(A ∩ B) is the probability of getting both A and B. With this probability, you can make no assumptions about whether one of the events has already occurred. You have to find the probability of both events happening without making any assumptions.
P(A | B) is the probability of event A given event B. In other words, you make the assumption that event B has occurred, and you work out the probability of getting A under this assumption.

	Q:
	Q: So does that mean that P(A | B) is just the same as P(A)?

	A:
	A: No, they refer to different probabilities. When you calculate P(A | B), you have to assume that event B has already happened. When you work out P(A), you can make no such assumption.

	Q:
	Q: Is P(A | B) the same as P(B | A)? They look similar.

	A:
	A: It’s quite a common mistake, but they are very different probabilities. P(A | B) is the probability of getting event A given event B has already happened. P(B | A) is the probability of getting event B given event A occurred. You’re actually finding the probability of a different event under a different set of assumptions.

	Q:
	Q: Are probability trees better than Venn diagrams?

	A:
	A: Both diagrams give you a way of visualizing probabilities, and both have their uses. Venn diagrams are useful for showing basic probabilities and relationships, while probability trees are useful if you’re working with conditional probabilities. It all depends what type of problem you need to solve.

	Q:
	Q: Is there a limit to how many sets of branches you can have on a probability tree?

	A:
	A: In theory there’s no limit. In practice you may find that a very large probability tree can become unwieldy, but you may still find it easier to draw a large probability tree than work through complex probabilities without it.

	Q:
	Q: If A and B are mutually exclusive, what is P(A | B)?

	A:
	A: If A and B are mutually exclusive, then P(A ∩ B) = 0 and P(A | B) = 0. This makes sense because if A and B are mutually exclusive, it’s impossible for both events to occur. If we assume that event B has occurred, then it’s impossible for event A to happen, so P(A | B) = 0.







Bad luck!



You placed a bet that the ball would land in an even pocket given we’ve been told it’s black. Unfortunately, the ball landed in pocket 17, so you lose a few more chips.
Maybe we can win some chips back with another bet. This time, the croupier says that the ball has landed in an even pocket. What’s the probability that the pocket is also black?
Note
This is the opposite of the previous bet.

[image: image with no caption]

[image: image with no caption]

We can reuse the probability calculations we already did.
Our previous task was to figure out P(Even | Black), and we can use the probabilities we found solving that problem to calculate P(Black | Even). Here’s the probability tree we used before:
[image: image with no caption]


We can find P(Black l Even) using the probabilities we already have



So how do we find P(Black | Even)? There’s still a way of calculating this using the probabilities we already have even if it’s not immediately obvious from the probability tree. All we have to do is look at the probabilities we already have, and use these to somehow calculate the probabilities we don’t yet know.
Let’s start off by looking at the overall probability we need to find, P(Black | Even).
Using the formula for finding conditional probabilities, we have
[image: image with no caption]

If we can find what the probabilities of P(Black ∩ Even) and P(Even) are, we’ll be able to use these in the formula to calculate P(Black | Even). All we need is some mechanism for finding these probabilities.
Sound difficult? Don’t worry, we’ll guide you through how to do it.
Use the probabilities you have to calculate the probabilities you need



Step 1: Finding P(Black ∩ Even)



Let’s start off with the first part of the formula, P(Black ∩ Even).
Sharpen your pencil
Take a look at the probability tree on the previous page. How can you use it to find P(Black ∩ Even)?
Note
Hint: P(Black ∩ Even) = P(Even ∩ Black)


Sharpen your pencil Solution
Take a look at the probability tree opposite. How can you use it to find P(Black ∩ Even)?
You can find P(Black ∩ Even) by multiplying together P(Black) and P(Even | Black). This gives us
[image: image with no caption]



So where does this get us?



We want to find the probability P(Black | Even). We can do this by evaluating
[image: image with no caption]

Brain Power
Take another look at the probability tree in So where does this get us?. How do you think we can use it to find P(Even)?


Step 2: Finding P(Even)



The next step is to find the probability of the ball landing in an even pocket, P(Even). We can find this by considering all the ways in which this could happen.
A ball can land in an even pocket by landing in either a pocket that’s both black and even, or in a pocket that’s both red and even. These are all the possible ways in which a ball can land in an even pocket.
This means that we find P(Even) by adding together P(Black ∩ Even) and P(Red ∩ Even). In other words, we add the probability of the pocket being both black and even to the probability of it being both red and even. The relevant branches are highlighted on the probability tree.
[image: image with no caption]


Step 3: Finding P(Black l Even)



Can you remember our original problem? We wanted to find P(Black | Even) where
[image: image with no caption]

Putting these together means that we can calculate P(Black | Even) using probabilities from the probability tree
[image: image with no caption]

This means that we now have a way of finding new conditional probabilities using probabilities we already know—something that can help with more complicated probability problems.
Let’s look at how this works in general.

These results can be generalized to other problems



Imagine you have a probability tree showing events A and B like this, and assume you know the probability on each of the branches.
[image: image with no caption]

Now imagine you want to find P(A | B), and the information shown on the branches above is all the information that you have. How can you use the probabilities you have to work out P(A | B)?
We can start with the formula we had before:
[image: image with no caption]

Now we can find P(A ∩ B) using the probabilities we have on the probability tree. In other words, we can calculate P(A ∩ B) using
P(A ∩ B) = P(A) × P(B | A)
But how do we find P(B)?
Brain Power
Take a good look at the probability tree. How would you use it to find P(B)?


Use the Law of Total Probability to find P(B)



To find P(B), we use the same process that we used to find P(Even) earlier; we need to add together the probabilities of all the different ways in which the event we want can possibly happen.
There are two ways in which even B can occur: either with event A, or without it. This means that we can find P(B) using:
P(B) = P(A ∩ B) + P(AI ∩ B)
Note
Add together both of the intersections to get P(B).

We can rewrite this in terms of the probabilities we already know from the probability tree. This means that we can use:
P(A ∩ B) = P(A) × P(B | A)
P(AI ∩ B) = P(AI) × P(B | AI)
This gives us:
P(B) = P(A) × P(B | A) + P(AI) × P(B | AI)
This is sometimes known as the Law of Total Probability, as it gives a way of finding the total probability of a particular event based on conditional probabilities.
[image: image with no caption]

Now that we have expressions for P(A ∩ B) and P(B), we can put them together to come up with an expression for P(A | B).

Introducing Bayes’ Theorem



We started off by wanting to find P(A | B) based on probabilities we already know from a probability tree. We already know P(A), and we also know P(B | A) and P(B | AI). What we need is a general expression for finding conditional probabilities that are the reverse of what we already know, in other words P(A | B).
We started off with:
[image: image with no caption]

Relax
Bayes’ Theorem is one of the most difficult aspects of probability.
Don’t worry if it looks complicated—this is as tough as it’s going to get. And even though the formula is tricky, visualizing the problem can help.

This is called Bayes’ Theorem. It gives you a means of finding reverse conditional probabilities, which is really useful if you don’t know every probability up front.
[image: image with no caption]

Long Exercise
The Manic Mango games company is testing two brand-new games. They’ve asked a group of volunteers to choose the game they most want to play, and then tell them how satisfied they were with game play afterwards.
80 percent of the volunteers chose Game 1, and 20 percent chose Game 2. Out of the Game 1 players, 60 percent enjoyed the game and 40 percent didn’t. For Game 2, 70 percent of the players enjoyed the game and 30 percent didn’t.
Your first task is to fill in the probability tree for this scenario.
Manic Mango selects one of the volunteers at random to ask if she enjoyed playing the game, and she says she did. Given that the volunteer enjoyed playing the game, what’s the probability that she played game 2? Use Bayes’ Theorem.
Note
Hint: What’s the probability of someone choosing game 2 and being satisfied? What’s the probability of someone being satisfied overall? Once you’ve found these, you can use Bayes Theorem to obtain the right answer.


Long Exercise Solution
The Manic Mango games company is testing two brand-new games. They’ve asked a group of volunteers to choose the game they most want to play, and then tell them how satisfied they were with game play afterwards.
80 percent of the volunteers chose Game 1, and 20 percent chose Game 2. Out of the Game 1 players, 60 percent enjoyed the game and 40 percent didn’t. For Game 2, 70 percent of the players enjoyed the game and 30 percent didn’t.
Your first task is to fill in the probability tree for this scenario.
[image: image with no caption]

Manic Mango selects one of the volunteers at random to ask if she enjoyed playing the game, and she says she did. Given that the volunteer enjoyed playing the game, what’s the probability that she played game 2? Use Bayes’ Theorem.
We need to use Bayes’ Theorem to find P(Game 2 | Satisfied). This means we need to use
[image: image with no caption]

Let’s start with P(Game 2) P(Satisfied | Game 2)
We’ve been told that P(Game 2) = 0.2 and P(Satisfied | Game 2) = 0.7. This means that
	P(Game 2) P(Satisfied | Game 2)
	= 0.2 x 0.7

	 	= 0.14



The next thing we need to find is P(Game 2) P(Dissatisfied | Game 2). We’ve been told that P(Dissatisfied | Game 2) = 0.3, and we’ve already seen that P(Game 2) = 0.2. This gives us
	P(Game 2) P(Dissatisfied | Game 2)
	= 0.2 x 0.2

	 	= 0.06



Substituting this into the formula for Bayes’ Theorem gives us
[image: image with no caption]


Vital Statistics: Law of Total Probability
If you have two events A and B, then
	P(B)
	= P(B ∩ A) + P(B ∩ AI)

	 	= P(A) P(B | A) + P(AI) P(B | AI)



The Law of Total Probability is the denominator of Bayes’ Theorem.

Vital Statistics: Bayes’ Theorem
If you have n mutually exclusive and exhaustive events, A1 through to An, and B is another event, then
[image: image with no caption]


There are no Dumb Questions
	Q:
	Q: So when would I use Bayes’ Theorem?

	A:
	A: Use it when you want to find conditional probabilities that are in the opposite order of what you’ve been given.

	Q:
	Q: Do I have to draw a probability tree?

	A:
	A: You can either use Bayes’ Theorem right away, or you can use a probability tree to help you. Using Bayes’ Theorem is quicker, but you need to make sure you keep track of your probabilities. Using a tree is useful if you can’t remember Bayes’ Theorem. It will give you the same result, and it can keep you from losing track of which probability belongs to which event.

	Q:
	Q: When we calculated P(Black | Even) in the roulette wheel problem, we didn’t include any probabilities for the ball landing in a green pocket. Did we make a mistake?

	A:
	A: No, we didn’t. The only green pockets on the roulette board are 0 and 00, and we don’t classify these as even. This means that P(Even | Green) is 0; therefore, it has no effect on the calculation.

	Q:
	Q: The probability P(Black|Even) turns out to be the same as P(Even|Black): they’re both 5/9. Is that always the case?

	A:
	A: True, it happens here that P(Black|Even) and P(Even | Black) have the same value, but that’s not necessarily true for other scenarios.
If you have two events, A and B, you can’t assume that P(A | B) and P(B | A) will give you the same results. They are two separate probabilities, and making this sort of assumption could actually cost you valuable points in a statistics exam. You need to use Bayes’ Theorem to make sure you end up with the right result.

	Q:
	Q: How useful is Bayes’ Theorem in real life?

	A:
	A: It’s actually pretty useful. For example, it can be used in computing as a way of filtering emails and detecting which ones are likely to be junk. It’s sometimes used in medical trials too.







We have a winner!



Congratulations, this time the ball landed on 10, a pocket that’s both black and even. You’ve won back some chips.
[image: image with no caption]


It’s time for one last bet



Before you leave the roulette table, the croupier has offered you a great deal for your final bet, triple or nothing. If you bet that the ball lands in a black pocket twice in a row, you could win back all of your chips.
Here’s the probability tree. Notice that the probabilities for landing on two black pockets in a row are a bit different than they were in our probability tree in Bad luck!, where we were trying to calculate the likelihood of getting an even pocket given that we knew the pocket was black.
[image: image with no caption]

[image: image with no caption]


If events affect each other, they are dependent



The probability of getting black followed by black is a slightly different problem from the probability of getting an even pocket given we already know it’s black. Take a look at the equation for this probability:
P(Even | Black) = 10/18 = 0.556
For P(Even | Black), the probability of getting an even pocket is affected by the event of getting a black. We already know that the ball has landed in a black pocket, so we use this knowledge to work out the probability. We look at how many of the pockets are even out of all the black pockets.
If we didn’t know that the ball had landed on a black pocket, the probability would be different. To work out P(Even), we look at how many pockets are even out of all the pockets
P(Even) = 18/38 = 0.474
Note
These two probabilities are different

P(Even | Black) gives a different result from P(Even). In other words, the knowledge we have that the pocket is black changes the probability. These two events are said to be dependent.
In general terms, events A and B are said to be dependent if P(A | B) is different from P(A). It’s a way of saying that the probabilities of A and B are affected by each other.
[image: image with no caption]

Brain Power
Look at the probability tree on the previous page again. What do you notice about the sets of branches? Are the events for getting a black in the first game and getting a black in the second game dependent? Why?


If events do not affect each other, they are independent



Not all events are dependent. Sometimes events remain completely unaffected by each other, and the probability of an event occurring remains the same irrespective of whether the other event happens or not. As an example, take a look at the probabilities of P(Black) and P(Black | Black). What do you notice?
P(Black) = 18/38 = 0.474
P(Black | Black) = 18/38 = 0.474
Note
These probabilities are the same. The events are independent.

These two probabilities have the same value. In other words, the event of getting a black pocket in this game has no bearing on the probability of getting a black pocket in the next game. These events are independent.
Independent events aren’t affected by each other. They don’t influence each other’s probabilities in any way at all. If one event occurs, the probability of the other occurring remains exactly the same.
[image: image with no caption]

If events A and B are independent, then the probability of event A is unaffected by event B. In other words
P(A | B) = P(A)
for independent events.
We can also use this as a test for independence. If you have two events A and B where P(A | B) = P(A), then the events A and B must be independent.

More on calculating probability for independent events



It’s easier to work out other probabilities for independent events too, for example P(A ∩ B).
We already know that
[image: image with no caption]

If A and B are independent, P(A | B) is the same as P(A). This means that
[image: image with no caption]

or
P(A ∩ B) = P(A) × P(B)
Watch it!
If A and B are mutually exclusive, they can’t be independent, and if A and B are independent, they can’t be mutually exclusive.
If A and B are mutually exclusive, then if event A occurs, event B cannot. This means that the outcome of A affects the outcome of B, and so they’re dependent.
Similarly if A and B are independent, they can’t be mutually exclusive.

for independent events. In other words, if two events are independent, then you can work out the probability of getting both events A and B by multiplying their individual probabilities together.
Sharpen your pencil
It’s time to calculate another probability. What’s the probability of the ball landing in a black pocket twice in a row?

Sharpen your pencil Solution
It’s time to calculate another probability. What’s the probability of the ball landing in a black pocket twice in a row?
We need to find P(Black in game 1 ∩ Black in game 2). As the events are independent, the result is
	18/38 x 18/38
	= 324/1444

	 	= 0.224 (to 3 decimal places)




There are no Dumb Questions
	Q:
	Q: What’s the difference between being independent and being mutually exclusive?

	A:
	A: Imagine you have two events, A and B.
If A and B are mutually exclusive, then if event A happens, B cannot. Also, if event B happens, then A cannot. In other words, it’s impossible for both events to occur.
If A and B are independent, then the outcome of A has no effect on the outcome of B, and the outcome of B has no effect on the outcome of A. Their respective outcomes have no effect on each other.

	Q:
	Q: Do both events have to be independent? Can one event be independent and the other dependent?

	A:
	A: No. The two events are independent of each other, so you can’t have two events where one is dependent and the other one is independent.

	Q:
	Q: Are all games on a roulette wheel independent? Why?

	A:
	A: Yes, they are. Separate spins of the roulette wheel do not influence each other. In each game, the probabilities of the ball landing on a red, black, or green remain the same.

	Q:
	Q: You’ve shown how a probability tree can demonstrate independent events. How do I use a Venn diagram to tell if events are independent?

	A:
	A: A Venn diagram really isn’t the best way of showing dependence. Venn diagrams are great if you need to examine intersections and show mutually exclusive events. They’re not great for showing independence though.






Vital Statistics: Independence
If two events A and B are independent, then
P(A | B) = P(A)
If this holds for any two events, then the events must be independent. Also
P(A ∩ B) = P(A) x P(B)

Five Minute Mystery
The Case of the Two Classes
The Head First Health Club prides itself on its ability to find a class for everyone. As a result, it is extremely popular with both young and old.
The Health Club is wondering how best to market its new yoga class, and the Head of Marketing wonders if someone who goes swimming is more likely to go to a yoga class. “Maybe we could offer some sort of discount to the swimmers to get them to try out yoga.”
The CEO disagrees. “I think you’re wrong,” he says. “I think that people who go swimming and people who go to yoga are independent. I don’t think people who go swimming are any more likely to do yoga than anyone else.”
They ask a group of 96 people whether they go to the swimming or yoga classes. Out of these 96 people, 32 go to yoga and 72 go swimming. 24 people are exceptionally eager and go to both.
So who’s right? Are the yoga and swimming classes dependent or independent?

Fireside Chats
[image: image with no caption]

Tonight’s talk: Dependent and Independent discuss their differences
	Dependent:
	Independent:

	Independent, glad you could show up. I’ve been wanting to catch up with you for some time.
	 
	 	Really, Dependent? How come?

	Well, I hear you keep getting fledgling statisticians into trouble. They’re doing fine until you show up, and then, whoa, wrong probabilities all over the place! That ∩ guy has a particularly poor opinion of you.
	 
	 	I’m a little hurt that ∩’s been saying bad things about me; I thought I made life easy for him. You want to work out the probability of getting two independent events? Easy! Just multiply the probabilities for the two events together and job done.

	It’s that simplistic attitude of yours that gets people into trouble. They think, “Hey, that Independent guy looks easy. I’ll just use him for this probability.” The next thing you know, ∩ has his probabilities all in a twist. That’s just not the right way of dealing with dependent events.
	 
	 	You’re blowing this all out of proportion. Even if people do decide to use me instead of you, I don’t see that it can make all that much difference.

	You don’t understand the seriousness of the situation. If people use your way of calculating ∩’s probability, and the events are dependent, they’re guaranteed to get the wrong answer. That’s just not good enough. For dependent events, you only get the right answer if you take that | guy into account—he’s a given.
	 
	 	I can’t say I pay all that much attention to him. With independent events, probabilities just turn out the same.

	You’re doing it again; you’re oversimplifying things. Well, I’ve had enough. I think that people need to think of me first instead of you; that would sort out all of these problems.
	 
	 	Yeah? Like how?

	By really thinking through whether events are dependent or not. Let me give you an example. Suppose you have a deck of 52 cards, and thirteen of them are diamonds. Imagine you choose a card at random and it’s a diamond. What would be the probability of that happening?
	 
	 	That’s easy. It’s 13/52, or 1/4.

	What if you pick out a second card? What’s the probability of pulling out a second diamond?
	 
	 	It’s the same isn’t it? 1/4.

	No! The events are dependent. You can no longer say there are 13 diamonds in a pack of 52 cards. You’ve just removed one diamond, so there are 12 diamonds left out of 51 cards. The probability drops to 12/51, or 4/17.
	 
	 	Not fair, I assumed you put the first card back! That would have meant the probability of getting a diamond would have been the same as before, and I would have been right. The events would have been independent.

	But they weren’t. When people think about you first, it leads them towards making all sorts of inappropriate assumptions. No wonder ∩ gets so messed up.
	 
	 	Well, thanks for the chat, Dependent, I’m glad we had a chance to sort things out.

	Think nothing of it. Just make sure you think things through a bit more carefully next time.
	 



Five Minute Mystery Solved
Solved: The Case of the Two Classes
Are the yoga and swimming classes dependent or independent?
The CEO’s right—the classes are independent. Here’s how he knows.
32 people out of 96 go to yoga classes, so
P(Yoga) = 1/3
72 people go swimming, so
P(Swimming) = 3/4
24 people go to both classes, so
P(Yoga ∩ Swimming) = 1/4
So how do we know the classes are independent? Let’s multiply together P(Yoga) and P(Swimming) and see what we get.
	P(Yoga) × P(Swimming)
	= 1/3 × 3/4

	 	= 1/4



As this is the same as P(Yoga ∩ Swimming), we know that the classes are independent.

Dependent or Independent?
Here are a bunch of situations and events. Your task is to say which of these are dependent, and which are independent.
	 	Dependent
	Independent

	Throwing a coin and getting heads twice in a row.
	[image: ]
	[image: ]

	Removing socks from a drawer until you find a matching pair.
	[image: ]
	[image: ]

	Choosing chocolates at random from a box and picking dark chocolates twice in a row.
	[image: ]
	[image: ]

	Choosing a card from a deck of cards, and then choosing another one.
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	Choosing a card from a deck of cards, putting the card back in the deck, and then choosing another one.
	[image: ]
	[image: ]

	The event of getting rain given it’s a Thursday.
	[image: ]
	[image: ]




Dependent or Independent? Solution
Here are a bunch of situations and events. Your task was to say which of these are dependent, and which are independent.
	 	Dependent
	Independent

	Throwing a coin and getting heads twice in a row.

Note
The second coin throw isn’t affected by the first.

	[image: ]
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	Removing socks from a drawer until you find a matching pair.

Note
When you remove one sock, there are fewer socks to choose from the next time, and this affects the probability.

	[image: ]
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	Choosing chocolates at random from a box and picking dark chocolates twice in a row.
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	Choosing a card from a deck of cards, and then choosing another one.
	[image: ]
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	Choosing a card from a deck of cards, putting the card back in the deck, and then choosing another one.
	[image: ]
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	The event of getting rain given it’s a Thursday.

Note
It’s no more or less likely to rain just because it’s Thursday, so these two events are independent.

	[image: ]
	[image: ]





Winner! Winner!



On both spins of the wheel, the ball landed on 30, a red square, and you doubled your winnings.
You’ve learned a lot about probability over at Fat Dan’s roulette table, and you’ll find this knowledge will come in handy for what’s ahead at the casino. It’s a pity you didn’t win enough chips to take any home with you, though.
Note
[Note from Fat Dan: That’s a relief.]

[image: image with no caption]
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Besides the chances of winning, you also need to know how much you stand to win in order to decide if the bet is worth the risk.
Betting on an event that has a very low probability may be worth it if the payoff is high enough to compensate you for the risk. In the next chapter, we’ll look at how to factor these payoffs into our probability calculations to help us make more informed betting decisions.
The Absent-Minded Diners
Three absent-minded friends decide to go out for a meal, but they forget where they’re going to meet. Fred decides to throw a coin. If it lands heads, he’ll go to the diner; tails, and he’ll go to the Italian restaurant. George throws a coin, too; heads, it’s the Italian restaurant; tails, it’s the diner. Ron decides he’ll just go to the Italian restaurant because he likes the food.
What’s the probability all three friends meet? What’s the probability one of them eats alone?

Exercise
Here are some more roulette probabilities for you to work out.
1. The probability of the ball having landed on the number 17 given the pocket is black.
2. The probability of the ball landing on pocket number 22 twice in a row.
3. The probability of the ball having landed in a pocket with a number greater than 4 given that it’s red.
4. The probability of the ball landing in pockets 1, 2, 3, or 4.

The Absent-Minded Diners Solution
Three absent-minded friends decide to go out for a meal, but they forget where they’re going to meet. Fred decides to throw a coin. If it lands heads, he’ll go to the diner; tails, and he’ll go to the Italian restaurant. George throws a coin, too; heads, it’s the Italian restaurant; tails, it’s the diner. Ron decides he’ll just go to the Italian restaurant because he likes the food.
What’s the probability all three friends meet? What’s the probability one of them eats alone?
[image: image with no caption]

If all friends meet, it must be at the Italian restaurant. We need to find
P(Ron Italian ∩ Fred Italian ∩ George Italian)
= 1 x 0.5 x 0.5 = 0.25
I person eats alone if Fred and George go to the Diner. Fred goes to the Diner while George goes to Italian restaurant, or George goes to the Diner and Fred gets Italian..
(0.5 x 0.5) + (0.5 x 0.5) + (0.5 x 0.5) = 0.75

Exercise Solution
Here are some more roulette probabilities for you to work out.
	The probability of the ball having landed on the number 17 given the pocket is black.
There are 18 black pockets, and one of them is numbered 17.
P(17 | Black) = 1/18 = 0.0556 (to 3 decimal places)

	The probability of the ball landing on pocket number 22 twice in a row.
We need to find P(22 ∩ 22). As these events are independent, this is equal to P(22) x P(22). The probability of getting a 22 is 1/38, so P(22 ∩ 22) = 1/38 x 1/38 = 1/1444 = 0.00069 (to 5 decimal places)

	The probability of the ball having landed in a pocket with a number greater than 4 given that it’s red.
P(Above 4 | Red) = 1 – P(4 or below | Red)
There are 2 red numbers below 4, so this gives us
1 – (1/18 + 1/18) = 8/9 = 0.889 (to 3 decimal places)

	The probability of the ball landing in pockets 1, 2, 3, or 4.
The probability of each pocket is 1/38, so the probability of this event is 4 x 1/38 = 4/38 = 0.105 (to 3 decimal places)





Chapter 5. Using Discrete Probability Distributions: Manage Your Expectations



[image: image with no caption]

Unlikely events happen, but what are the consequences?
So far we’ve looked at how probabilities tell you how likely certain events are. What probability doesn’t tell you is the overall impact of these events, and what it means to you. Sure, you’ll sometimes make it big on the roulette table, but is it really worth it with all the money you lose in the meantime? In this chapter, we’ll show you how you can use probability to predict long-term outcomes, and also measure the certainty of these predictions.
Back at Fat Dan’s Casino



Have you ever felt mesmerized by the flashing lights of a slot machine? Well, you’re in luck. At Fat Dan’s Casino, there’s a full row of shiny slot machines just waiting to be played. Let’s play one of them, which costs $1 per game (pull of the lever). Who knows, maybe you’ll hit jackpot!
The slot machine has three windows, and if all three windows line up in the right way, the cash will come cascading out.
[image: image with no caption]
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This sounds like something we can calculate. Here are the probabilities of a particular image appearing in a particular window:
[image: image with no caption]

The three windows are independent of each other, which means that the image that appears in one of the windows has no effect on the images that appear in any of the others.
BE the gambler
Take a look at the poster for the slot machine on the facing page. Your job is to play like you’re the gambler and work out the probability of getting each combination on the poster. What’s the probability of not winning anything?
	probability of [image: ]
	probability of [image: ] (any order)

	probability of [image: ]
	probability of [image: ]

	probability of winning nothing




BE the gambler solution
Take a look at the poster for the slot machine on the facing page. Your job is to play like you’re the gambler and work out the probability of getting each combination on the poster. What’s the probability of not winning anything?
[image: image with no caption]
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We can compose a probability distribution for the slot machine



Here are the probabilities of the different winning combinations on the slot machine.
	Combination
	None
	Lemons
	Cherries

Note
This is just a summary of the probabilities we just worked out.

	Dollars/cherry
	Dollars

	Probability
	0.977
	0.008
	0.008
	0.006
	0.001



[image: image with no caption]

We don’t just want to know the probability of winning, we want to know how much we stand to win.
The probabilities are currently written in terms of combinations of symbols, which makes it hard to see at a glance what out gain will be.
We don’t have to write them like this though. Instead of writing the probabilities in terms of slot machine images, we can write them in terms of how much we win or lose on each game. All we need to do is take the amount we’ll win for each combination, and subtract the amount we’ve paid for the game.
[image: image with no caption]

The table gives us the probability distribution of the winnings, a set of the probabilities for every possible gain or loss for our slot machine.
Probability Distributions Up Close
When you derived the probabilities of the slot machine, you calculated the probability of making each gain or loss. In other words, you calculated the probability distribution of a random variable, which is a variable that can takes on a set of values, where each value is associated with a specific probability. In the case of Fat Dan’s slot machine, the random variable represents the amount we’ll gain in each game.
When we want to refer to a random variable, it’s usual to represent it by a capital letter, like X or Y. The particular values that the variable can take are represented by a lowercase letter—for example, x or y. Using this notation, P(X = x) is a way of saying “the probability that the variable X takes a particular value x.”
Here’s our slot machine probability distribution written using this notation:
[image: image with no caption]

The variable is discrete. This means that it can only take exact values.
As well as giving a table of the probability distribution, we can also show the distribution on a chart to help us visualize it. Here is a bar chart showing the slot machine probabilities.
[image: image with no caption]


[image: image with no caption]

Once you’ve calculated a probability distribution, you can use this information to determine the expected outcome.
In the case of Fat Dan’s slot machine, we can use our probability distribution to determine how much you can expect to win or lose long-term.
There are no Dumb Questions
	Q:
	Q: Why couldn’t we have just used the symbols instead of winnings? I’m not sure we’ve really gained that much.

	A:
	A: We could have, but we can do more things if we have numeric data because we can use it in calculations. You’ll see shortly how we can use numeric data to work out how much we can expect to win on each game, for instance. We couldn’t have done that if we had just used symbols.

	Q:
	Q: What if I want to show probability distributions on a Venn diagram?

	A:
	A: It’s not that appropriate to show probability distributions like that. Venn diagrams and probability trees are useful if you want to calculate probabilities. With a probability distribution, the probabilities have already been calculated.

	Q:
	Q: Can you use any letter to represent a variable?

	A:
	A: Yes, you can, as long as you don’t confuse it with anything else. It’s most common to use letters towards the end of the alphabet, though, such as X and Y.

	Q:
	Q: Should I use the same letter for the variable and the values? Would I ever use X for the variable and y for the values?

	A:
	A: Theoretically, there’s nothing to stop you, but in practice you’ll find it more confusing if you use different letters. It’s best to stick to using the same letter for each.

	Q:
	Q: You said that a discrete random variable is one where you can say precisely what the values are. Isn’t that true of every variable?

	A:
	A: No, it’s not. With the slot machine winnings, you know precisely what the winnings are going to be for each symbol combination. You can’t get any more precise, and it wouldn’t matter how many times you played. For each game the possible values remain the same.
Sometimes you’re given a range of values where any value within the range is possible. As an example, suppose you were asked to measure pieces of string that are between 10 inches and 11 inches long. The length could be literally any value within that range.
Don’t worry about the distinction too much for now; we’ll look at this in more detail later on in the book. For now, every random variable we look at will be discrete.







Expectation gives you a prediction of the results...



You have a probability distribution for the amount you could gain on the slot machines, but now you need to know how much you can expect to win or lose long-term. You can do this by calculating how much you can typically expect to win or lose in each game. In other words, you can find the expectation.
The expectation of a variable X is a bit like the mean, but for probability distributions. You even calculate it in a similar way. To find the expectation, you multiply each value x by the probability of getting that value, and then sum the results.
The expectation of a variable X is usually written E(X), but you’ll sometimes see it written as μ, the symbol for the mean. Think of the expectation and mean as twins separated at birth.
Here’s the equation for working out E(X):
[image: image with no caption]
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Let’s use this to calculate the expectation of the slot machine gain. Here’s a reminder of our probability distribution:
	x
	-1
	4
	9
	14
	19

	P(X = x)
	0.977
	0.008
	0.008
	0.006
	0.001



	E(X)
	= (–1 × 0.977) + (4 × 0.008) + (9 × 0.008) + (14 × 0.006) + (19 × 0.001)

	 	= –0.977 + 0.032 + 0.072 + 0.084 + 0.019

	 	= –0.77



Note
This is the amount in $’s you can expect to gain on each pull of the lever—and it’s negative!

In other words, over a large number of games, you can expect to lose $0.77 for each game. This means that if you played the slot machine 100 times, you could expect to lose $77.

... and variance tells you about the spread of the results



The expectation tells you how much on average you can expect to win or lose with each game. If you lost this amount every single time, where would the fun be, and who would play?
Just because you can expect to lose each time you play doesn’t mean there isn’t a small chance you’ll win big. Just like the mean, the expectation doesn’t give the full story as the amount you stand to gain on each game could vary a lot. How do you think we can measure this?
[image: image with no caption]
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Probability distributions have variance.
The expectation gives the typical or average value of a variable but it doesn’t tell you anything about how the values are spread out. For our slot machine, this will tell us more about the variation of our potential winnings.
Just like we did in Chapter 3, we can use variance to measure this spread. Let’s see how we can do this.

Variances and probability distributions



Back in Chapter 3, we calculated the variance of a set of numbers. We worked out (x - μ)2 for each number, and then we took the average of these results.
We can do something similar to work out the variance of a variable X. Instead of finding the average of (X – μ)2, we find its expectation. We use this formula:
[image: image with no caption]

There’s just one problem: how do we find the expectation of (X – μ)2?
So how do we calculate E(X – μ)2?



Finding E(X – μ)2 is actually quite similar to finding E(X).
When we calculate E(X), we take each value in the probability distribution, multiply it by its probability, and then add the results together. In other words, we use the calculation
E(X) = ΣxP(X = x)
When we calculate the variance of X, we calculating (x – μ)2 for every value x, multiply it by the probability of getting that value x, and then add the results together.
[image: image with no caption]
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In other words, instead of multiplying x by its probability, you multiply (x – μ)2 by the probability of getting that value of x.


Let’s calculate the slot machine’s variance



Let’s see if we can use this to calculate the variance of the slot machine. To do this, we subtract μ from each value, square the result, and then multiply each one by the probability. As a reminder, E(X) or μ is –0.77.
Note
We found E(X) = –0.77 back in Expectation gives you a prediction of the results...

	x
	–1

Note
Here’s a reminder of the slot machine probabilities.

	4
	9
	14
	19

	P(X = x)
	0.977
	0.008
	0.008
	0.006
	0.001



[image: image with no caption]

This means that while the expectation of our winnings is –0.77, the variance is 2.6971.
[image: image with no caption]

As well as having a variance, probability distributions have a standard deviation.
It serves a similar function to the standard deviation of a set of values. It’s a way of measuring how far away from the center you can expect your values to be.
As before, the standard deviation is calculated by taking the square root of the variance like this:
[image: image with no caption]

This means that the standard deviation of the slot machine winnings is [image: ], or 1.642. This means that on average, our winnings per game will be 1.642 away from the expectation of –0.77.
Brain Power
Would you prefer to play on a slot machine with a high or low variance? Why?

There are no Dumb Questions
	Q:
	Q: So expectation is a lot like the mean. Is there anything for probability distributions that’s like the median or mode?

	A:
	A: You can work out the most likely probability, which would be a bit like the mode, but you won’t normally have to do this. When it comes to probability distributions, the measure that statisticians are most interested in is the expectation.

	Q:
	Q: Shouldn’t the expectation be one of the values that X can take?

	A:
	A: It doesn’t have to be. Just as the mean of a set of values isn’t necessarily the same as one of the values, the expectation of a probability distribution isn’t necessarily one of the values X can take.

	Q:
	Q: Are the variance and standard deviation the same as we had before when we were dealing with values?

	A:
	A: They’re the same, except that this time we’re dealing with probability distributions. The variance and standard deviation of a set of values are ways of measuring how far values are spread out from the mean. The variance and standard deviation of a probability distribution measure how the probabilities of particular values are dispersed.

	Q:
	Q: I find the concept of E(X – μ)2 confusing. Is it the same as finding E(X – μ) and then squaring the end result?

	A:
	A: No, these are two different calculations. E(X – μ)2 means that you find the square of X – μ for each value of X, and then find the expectation of all the results. If you calculate E(X – μ) and then square the result, you’ll get a completely different answer.
Technically speaking, you’re working out E((X – μ)2), but it’s not often written that way.

	Q:
	Q: So what’s the difference between a slot machine with a low variance and one with a high variance?

	A:
	A: A slot machine with a high variance means that there’s a lot more variability in your overall winnings. The amount you could win overall is less predictable.
In general, the smaller the variance is, the closer your average winnings per game are likely to be to the expectation. If you play on a slot machine with a larger variance, your overall winnings will be less reliable.






Vital Statistics: Expectation
Use the following formula to find the expectation of a variable X:
E(X) = ΣxP(X = x)

Vital Statistics: Variance
Use the following formula to calculate the variance
Var(X) = E(X – μ)2

Exercise
Here’s the probability distribution of a random variable X:
	x
	1
	2
	3
	4
	5

	P(X = x)
	0.1
	0.25
	0.35
	0.2
	0.1



	What’s the value of E(X)?

	What’s the value of Var(X)?




Exercise Solution
Here’s the probability distribution of a random variable X:
	x
	1
	2
	3
	4
	5

	P(X = x)
	0.1
	0.25
	0.35
	0.2
	0.1



	What’s the value of E(X)?
Note
Multiply each value by the probability of it occurring, and take the sum of all the results.

	E(X)
	= ΣxP(X=x)

	 	= 1×0.1 + 2×0.25 + 3×0.35 + 4×0.2 + 5×0.1

	 	= 0.1 + 0.5 + 1.05 + 0.8 + 0.5

	 	= 2.95




	What’s the value of Var(X)?
Note
Go through each value x and work out what (x – μ)2 is. Then multiply it by the probability of getting x. Once you’ve done that, add the whole lot up together.

	Var(X)2
	= E(X – μ)2

	 	= Σ(x – μ)2P(X=x)

	 	= (1–2.95)2×0.1 + (2–2.95)2×0.25 + (3–2.95)2×0.35 + (4–2.95)2×0.2 + (5–2.95)2×0.1

	 	= (–1.95)2×0.1 + (–0.95)2×0.25 + (0.05)2×0.35 + (1.05)2×0.2 + (2.05)2×0.1

	 	= 3.8025×0.1 + 0.9025×0.25 + 0.0025×0.35 + 1.1025×0.2 + 4.2025×0.1

	 	= 0.38025 + 0.225625 + 0.000875 + 0.2205 + 0.42025

	 	= 1.2475







Five Minute Mystery
[image: image with no caption]

The Case of the Moving Expectation
Statsville broadcasts a number of popular quiz shows, and among these is Seal or No Seal. In this show, the contestant is shown a number of boxes containing different amounts of money, and they have to choose one of them, without looking inside. The remaining boxes are opened one by one, and with each one that’s opened, the contestant is offered the chance to keep the money in the box they’ve chosen, sight unseen, or accept another offer based on the amount of money contained in the rest of the unopened boxes. The Statsville Seal Sanctuary get a donation based on any winnings the contestant gets.
The latest contestant is an amateur statistician, and he figures he’ll be in a better position to win if he knows what the expectation is of all the boxes. He’s just finished calculating the expectation when the producer comes over to him.
“You’re on in three minutes,” says the producer, “and we’ve changed all the values in the boxes. They’re now worth twice as much, minus $10.”
The contestant stares at the producer in horror. Are all his calculations for nothing? He can’t possibly work out the expectation from scratch in three minutes. What should he do?
How can the contestant figure out the new expectation in record time?


Fat Dan changed his prices



In the past few minutes, Fat Dan has changed the cost and prizes of the slot machine. Here’s the new lineup.
[image: image with no caption]

The cost of one game (pull of the lever) on the slot machine is now $2 instead of $1, but the prizes are now five times greater. If we win, we’ll be able to make a lot more money than before.
Here’s the new probability distribution.
	y
	–2
	23
	48
	73
	98

	P(Y = y)

Note
This time we’re using Y, not X.

	0.977
	0.008
	0.008
	0.006
	0.001



[image: image with no caption]

Sharpen your pencil
What’s the expectation and variance of the new probability distribution? How do these values compare to the previous payout distribution’s expectation of –0.77 and variance of 2.6971?
	y
	–2
	23
	48
	73
	98

	P(Y = y)
	0.977
	0.008
	0.008
	0.006
	0.001




Sharpen your pencil Solution
What’s the expectation and variance of the new probability distribution? How do these values compare to the previous payout distribution’s expectation of –0.77 and variance of 2.6971?
	y
	–2
	23
	48
	73
	98

	P(Y = y)
	0.977
	0.008
	0.008
	0.006
	0.001



	E(Y)
	= (–2) × 0.977 + 23 × 0.008 + 48 × 0.008 + 73 × 0.006 + 98 × 0.001

	 	= –1.954 + 0.184 + 0.384 + 0.438 + 0.098

	 	= –0.85



	Var(Y)
	= E(Y – μ)2

	 	= Σ(y – μ)2P(Y=y)

	 	= (–2+0.85)2×0.977 + (23+0.85)2×0.008 + (48+0.85)2×0.008 + (73+0.85)2×0.006 + (98+0.85)2×0.001

	 	= (–1.15)2×0.977 + (23.85)2×0.008 + (48.85)2×0.008 + (73.85)2×0.006 + (98.85)2×0.001

	 	= 1.3225×0.977 + 568.8225×0.008 + 2386.3225×0.008 + 5453.8225×0.006 + 9771.3225×0.001

	 	= 1.2920825 + 4.55058 + 19.09058 + 32.722935 + 9.7713225

	 	= 67.4275



The expectation is slightly lower, so in the long term, we can expect to lose $0.85 each game. The variance is much larger. This means that we stand to lose more money in the long term on this machine, but there’s less certainty.

[image: image with no caption]

The old and new gains are related.
The cost of each game has gone up to $2, and the prizes are now five times higher than they were. As there’s a relationship between the old and new gains, maybe their expectations and variance are related too.
Let’s find the relationship.
Pool Puzzle
It’s time for a bit of algebra. Your job is to take numbers from the pool and place them into the blank lines in the calculations. You may not use the same number more than once, and you won’t need to use all the numbers. Your goal is to come up with an expression for the new gains on the slot machine in terms of the old. X represents the old gains, Y the new.
	X
	= (original win) – (original cost)

	 	= (original win) – _____________

	(original win) = ___________ + _________



	Y
	= 5 (original win) – (new cost)

	 	= 5( ___________ + ___________ ) – ___________

	 	= 5 ___________ + ___________ – ___________

	 	= ___________ ___________ + ___________



Note: each thing from the pool can only be used once!
[image: image with no caption]


Pool Puzzle Solution
It’s time for a bit of algebra. Your job is to take numbers from the pool and place them into the blank lines in the calculations. You may not use the same number more than once, and you won’t need to use all the numbers. Your goal is to come up with an expression for the new gains on the slot machine in terms of the old. X represents the old gains, Y the new.
[image: image with no caption]

Note: each thing from the pool can only be used once!
[image: image with no caption]



There’s a linear relationship between E(X) and E(Y)



We’ve found that we can relate the new gains to the old using Y = 5X + 3, where Y refers to the new gains, and X refers to the old. What we want to do now is see if there’s a relationship between E(X) and E(Y), and Var(X) and Var(Y).
If there is a relationship, this will save us lots of time if Fat Dan changes his prices again. As long as we know what the relationship is between the old and the new, we’ll be able to quickly calculate the new expectation and variance.
Sharpen your pencil
Let’s see whether there’s a pattern in the relationship between E(X) and E(Y), and Var(X) and Var(Y).
	E(X) is –0.77 and E(Y) = –0.85. What is 5 x E(X)? What is 5 x E(X) + 3? How does this relate to E(Y)?

	Var(X) = 2.6971 and Var(Y) = 67.4275. What is 5 x Var(X)? What is 52 x Var(X)? How does this relate to Var(Y)?

	How could you generalize this for any probability distribution where Y = aX + b?




Sharpen your pencil Solution
Let’s see whether there’s a pattern in the relationship between E(X) and E(Y), and Var(X) and Var(Y).
	E(X) is –0.77 and E(Y) = –0.85. What is 5 x E(X)? What is 5 x E(X) + 3? How does this relate to E(Y)?
5 x E(X) = –3.85
5 x E(X) + 3 = –0.85
E(Y) = 5 x E(X) + 3.

	Var(X) = 2.6971 and Var(Y) = 67.4275. What is 5 x Var(X)? What is 52 x Var(X)? How does this relate to Var(Y)?
5 x Var(X) = 13.4855
52 x Var(X) = 67.4275
Var(Y) = 52 x Var(X)

	How could you generalize this for any probability distribution aX + b?
E(aX + b) = a E(X) + b
Var(aX + b) = a2 Var(X)





Slot machine transformations



So what did you accomplish over the past few pages?
First of all, you found the expectation and variance of X, where X is the amount of money you stand to make in each game.
You then wanted to know the effect of Fat Dan’s price changes but without having to recalculate the expectation and variance from scratch. You did this by working out the relationship between the old and the new gains, and then using the relationship to work out the new expectation and variance. You found that:
E(5X + 3) = 5E(X) + 3
Var(5X + 3) = 52Var(X)
[image: image with no caption]


General formulas for linear transforms



We can generalize this for any random variable. For any random variable X
Note
Multiply the expectation by a, and then add b.

E(aX + b) = aE(X) + b
Note
Square the a and multiply it by the variance of X (drop the b).

Var(aX + b) = a2Var(X)
This is called a linear transform, as we are dealing with a linear change to X. In other words, the underlying probabilities stay the same but the values are changed into new values of the form aX + b.
There are no Dumb Questions
	Q:
	Q: Do a and b have to be constants?

	A:
	A: Yes they do. If a and b are variables, then this result won’t hold true.

	Q:
	Q: Where did the b go in the variance?

	A:
	A: Adding a constant value to the distribution makes no difference to the overall variance, only to the expectation.
When you add a constant to a variable, it in effect moves the distribution along while keeping the same basic shape. This means that the expectation shifts along by b, but as the shape remains unchanged, the variance says the same.

	Q:
	Q: I’m surprised I have to multiply the variance by a2. Why’s that?

	A:
	A: When you multiply a variable by a constant, you multiply all its underlying values by that constant.
When you calculate the variance, you perform calculations based on the square of the underlying values. And as these have been multiplied by a, the end result is that you multiply the variance by a2.

	Q:
	Q: Do I really have to remember how to do linear transforms? Are they important?

	A:
	A: Yes, they are. They can save you a lot of time in the long run, as they eliminate the need for you to have to calculate the expectation and variance of a probability distribution every time the values change. Rather than calculating a new probability distribution, then calculating the expectation and variance from scratch, you can just plug the expectation and variance you already calculated into the equations above.
Knowing linear transforms can also help you out in exams. First of all, you can save valuable time if you know what shortcuts you can take. Furthermore, exam papers don’t always give you the underlying probability distribution. You might be told the expectation of variable, and you may have to transform it based on very basic information.

	Q:
	Q: I tried calculating the expectation and variance the long way round and came up with a different answer. Why?

	A:
	A: You’ve seen by now that it’s easy to make mistakes when you calculate expectations and variances. If you calculate these longhand, there’s a good chance you made a mistake somewhere along the line. You’re always better off using statistical shortcuts where possible.






Five Minute Mystery Solved
Solved: The Case of the Moving Expectation.
How can the contestant figure out the new expectation in record time?
The contestant looks around in panic for a brief moment and then relaxes. The change in values isn’t such a big problem after all.
The contestant has already spent time calculating the expectation of the original values of all the boxes, and this has given him an idea of how much money is available for him to win.
The producer has told him that the new prizes are ten dollars less than twice the original prizes. In other words, this is a linear transform. If X represents the original prize money and Y the new, the values are transformed using Y = 2X – 10.
The contestant finds E(Y) using E(2X – 10) = 2E(X) – 10. This means that all he has to do to find the new expectation is double his original expectation and subtract 10.

Vital Statistics: Linear Transforms
If you have a variable X and numbers a and b, then:
E(aX + b) = aE(X) + b
Var(aX + b) = a2Var(X)

Bullet Points
	Probability distributions describe the probability of all possible outcomes of a given variable.

	The expectation is the expected average long-term outcome. It’s represented as either E(X) or μ, and is calculated using E(X) = ΣxP(X=x).

	The expectation of a function of X is given by E(f(X)) = Σf(x)P(X=x)

	The variance of a probability distribution is given by Var(X) = E(X – μ)2

	The standard deviation of a probability distribution is given by = [image: ]

	Linear transforms are when a variable X is transformed into aX + b, where a and b are constants. The expectation and variance are given by:
E(aX + b) = aE(X) + b
Var(aX + b) = a2Var(X)




[image: image with no caption]

There’s a difference between using linear transforms and playing multiple games.
With linear transforms, all of the probabilities stay the same, but the possible values change. The values are transformed, but not the probabilities. There are still the same number of possible values.
When you play multiple games, both the values and the probabilities are different, and even the number of possible values can change. It’s not possible to just transform the values, and working out the probabilities can quickly become complicated.
Let’s look at a simple example. Imagine you were playing on a very simple slot machine with probability distribution X.
To find the probability distribution of 2X, you just need to multiply the x values by 2. The underlying values change because the potential gains have doubled.
[image: image with no caption]

What if you were going to play two games on the slot machine? You’d need to work out the probability distribution from scratch by considering all the possible outcomes from both games.
[image: image with no caption]

This time, both the probabilities and values have changed. So how can we find the expectation and variance for this situation?

Every pull of the lever is an independent observation



When we play multiple games on the slot machine, each game is called an event, and the outcome of each game is called an observation. Each observation has the same expectation and variance, but their outcomes can be different. You may not gain the same amount in each game.
We need some way of differentiating between the different games or observations. If the probability distribution of the slot machine gains is represented by X, we call the first observation X1 and the second observation X2.
Each game is called an event. The outcome of each game is called an observation.


[image: image with no caption]

X1 and X2 have the same probabilities, possible values, expectation and variance as X. In other words, they have the same probability distribution, even though they are separate observations and their outcomes can be different.
[image: image with no caption]

When we want to find the expectation and variance of two games on the slot machine, what we really want to find is the expectation and variance of X1 + X2. Let’s take a look at some shortcuts.

Observation shortcuts



Let’s find the expectation and variance of X1 + X2.
Watch it!
X1 + X2 is not the same as 2X.
X1 + X2 means you are considering two observations of X. 2X means you have one observation, but the possible values have doubled.

Expectation



First of all, let’s deal with E(X1 + X2).
Note
E(X1) and E(X2) are both equal to E(X) as X1 and X2 follow the same probability distribution as X

	E(X1 + X2)
	= E(X1) + E(X2)

	 	= E(X) + E(X)

	 	= 2E(X)



In other words, if we have the expectation of two observations, we multiply E(X) by 2. This means that if we were to play two games on a slot machine where E(X) = –0.77, the expectation would be –0.77×2, or –1.54.
We can extend this to deal with multiple observations. If we want to find the expectation of n observations, we can use
Note
If there are n observations, we just multiply E(X) by n.

E(X1 + X2 + ... Xn) = nE(X)

Variance



So what about Var(X1 + X2)? Here’s the calculation.
	Var(X1 + X2)
	= Var(X1) + Var(X2)

	 	= Var(X) + Var(X)

	 	= 2Var(X)



Note
Var(X1) and Var(X2) are the same as Var(X) as X1 and X2 follow the same probability distribution as X.

This means that if we were to play two games on a slot machine where Var(X) = 2.6971, the variance would be 2.6971×2, or 5.3942.
We can extend this for any number of independent observations. If we have n independent observations of X
Note
Multiply Var(X) by n, the number of observations.

Var(X1 + X2 + ... Xn) = nVar(X)
In other words, to find the expectation and variance of multiple observations, just multiply E(X) and Var(X) by the number of observations.
There are no Dumb Questions
	Q:
	Q: Isn’t E(X1 + X2) the same as E(2X)?

	A:
	A: They look similar but they’re actually two different concepts.
With E(2X), you want to find the expectation of a variable where the underlying values have been doubled. In other words, there’s only one variable, but the values are twice the size.
With E(X1 + X2), you’re looking at two separate instances of X, and you’re looking at the joint expectation. As an example, if X represents the distribution of a game, then X1 + X2 represents the distribution of two games.

	Q:
	Q: So are X1 and X2 the same?

	A:
	A: They follow the same distribution, but they’re different instances or observations. As an example, X1 could refer to game 1, and X2 to game 2. They both have the same probability distribution, but the actual outcome of each might be different.

	Q:
	Q: I see that the new variance is nVar(X) and not n2Var(X) like we had for linear transforms. Why’s that?

	A:
	A: This time we have a series of independent observations, all distributed the same way. This means that we can find the overall variance by adding the variance of each one together. If we have n independent observations, then this gives us nVar(X).
When we calculate the variance of Var(nX), we multiply the underlying values by n. As the variance is formed by squaring the underlying values, this means that the resulting variance is n2Var(X).






Vital Statistics: Independent Observations
Use the following formula to calculate the variance
E(X1 + X2 + ... + Xn) = nE(X)
Var(X1 + X2 + ... + Xn) = nVar(X)

Bullet Points
	Probability distributions describe the probability of all possible outcomes of a given random variable.

	The expectation of a random variable X is the expected long-term average. It’s represented as either E(X) or μ. It’s calculated using
E(X) = ΣxP(X=x)

	The variance of a random variable X is given by
Var(X) = E(X – μ)2

	The standard deviation σ is the square root of the variance.

	Linear transforms are when a random variable X is transformed into aX + b, where a and b are numbers. The expectation and variance are given by
E(aX + b) = aE(X) + b
Var(aX + b) = a2Var(X)




Linear Transform or Independent Observation?
Below are a series of scenarios. Assuming you know the distribution of each X, and your task is to say whether you can solve each problem using linear transforms or independent observations.
	 	Linear transform
	Independent observation

	The amount of coffee in an extra large cup of coffee; X is the amount of coffee in a normal-sized cup.
	[image: ]
	[image: ]

	Drinking an extra cup of coffee per day; X is the amount of coffee in a cup.
	[image: ]
	[image: ]

	Finding the net gain from buying 10 lottery tickets; X is the net gain of buying 1 lottery ticket.
	[image: ]
	[image: ]

	Finding the net gain from a lottery ticket after the price of tickets goes up; X is the net gain of buying 1 lottery ticket.
	[image: ]
	[image: ]

	Buying an extra hen to lay eggs for breakfast; X is the number of eggs laid per week by a certain breed of hen.
	[image: ]
	[image: ]




Linear Transform or Independent Observation? Solution
Below are a series of scenarios. Assuming you know the distribution of each X, and your task is to say whether you can solve each problem using linear transforms or independent observations.
	 	Linear transform
	Independent observation

	The amount of coffee in an extra large cup of coffee; X is the amount of coffee in a normal-sized cup.
	[image: ]
	[image: ]

	Drinking an extra cup of coffee per day; X is the amount of coffee in a cup.
	[image: ]
	[image: ]

	Finding the net gain from buying 10 lottery tickets; X is the net gain of buying 1 lottery ticket.

Note
The winnings from each lottery ticket are independent of the others.
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	Finding the net gain from a lottery ticket after the price of tickets goes up; X is the net gain of buying 1 lottery ticket.

Note
Changing the price of a ticket changes the expected winnings, but not the probability of winning, so this can be solved with linear transforms.

	[image: ]
	[image: ]

	Buying an extra hen to lay eggs for breakfast; X is the number of eggs laid per week by a certain breed of hen.
	[image: ]
	[image: ]




Exercise
The local diner has started selling fortune cookies at $0.50 per cookie. Hidden within each cookie is a secret message. Most messages predict a good future for the buyer, but others offer money off at the diner. The probability of getting $2 off is 0.1, the probability of getting $5 off is 0.07, and the probability of getting $10 off is 0.03.
If X is the net gain, what’s the probability distribution of X? What are the values of E(X) and Var(X)?
The diner decides to put the price of the cookies up to $1. What are the new expectation and variance?

Exercise Solution
The local diner has started selling fortune cookies at $0.50 per cookie. Hidden within each cookie is a secret message. Most messages predict a good future for the buyer, but others offer money off at the diner. The probability of getting $2 off is 0.1, the probability of getting $5 off is 0.07, and the probability of getting $10 off is 0.03.
If X is the net gain, what’s the probability distribution of X? What are the values of E(X) and Var(X)?
Here’s the probability distribution of X:
	x
	–0.5
	1.5
	4.5
	9.5

	P(X = x)
	0.8
	0.1
	0.07
	0.03



	E(X)
	= (–0.5)×0.8 + 1.5×0.1 + 4.5×0.07 + 9.5×0.03

	 	= –0.4 + 0.15 + 0.315 + 0.285

	 	= 0.35



	Var(X)
	= E(X – μ)2

	 	= Σ(x – μ)2P(X=x)

	 	= (–0.5–0.35)2x0.8 + (1.5–0.35)2x0.1 + (4.5–0.35)2x0.07 + (9.5–0.35)2x0.03

	 	= (–0.85)2x0.8 + (1.15)2x0.1 + (4.15)2x0.07 + (9.15)2x0.03

	 	= 0.7225x0.8 + 1.3225x0.1 + 17.2225x0.07 + 83.7225x0.03

	 	= 0.578 + 0.13225 + 1.205575 + 2.511675

	 	= 4.4275



The diner decides to put the price of the cookies up to $1. What are the new expectation and variance?
The diner puts the price of the cookies up by $0.50, which means that the new net gains are modelled by X – 0.5
	E(X – 0.5)
	= E(X) – 0.5

	 	= 0.35 – 0.5

	 	= –0.15



	Var(X – 0.5)
	= Var(X)

	 	= 4.4275






New slot machine on the block



Fat Dan has brought in a new model slot machine. Each game costs more, but if you win you’ll win big. Here’s the probability distribution:
	x
	–5
	395

	P(X = x)

Note
Each game costs more than the other slot machine, but just look at the jackpot!

	0.99
	0.01



[image: image with no caption]

We’ve looked at the expectation and variance of playing a single machine, and also for playing several independent games on the same machine. What happens if we play two different machines at once?
In this situation, we have two different, independent probability distributions for our machines:
	x
	–5
	395

Note
These are the current gains of Fat Dan’s new slot machine.


	P(X = x)
	0.99
	0.01



	y
	–2
	23
	48
	73
	98

Note
These are the current gains of our original slot machine.


	P(Y = y)
	0.977
	0.008
	0.008
	0.006
	0.001



So how can we find the expectation and variance of playing one game each on both machines?
[image: image with no caption]


Add E(X) and E(Y) to get E(X + Y)...



We want to find the expectation and variance of playing one game each on both of the slot machines. In other words, we want to find E(X + Y) and Var(X + Y) where X and Y are random variables representing the two machines. X and Y are independent.
One way of doing this would be to calculate the probability distribution of X + Y, and then calculate the expectation and variance.
[image: image with no caption]

Fortunately we don’t have to do this. To find E(X + Y), all we need to do is add together E(X) and E(Y).
E(X + Y) = E(X) + E(Y)
Intuitively this makes sense. If, for example, you were playing two games where you would expect to win $5 in one game and $10 in the other, you would expect to win $15 overall—$5 + $10.
Var(X + Y) = Var(X) + Var(Y)
We can do something similar with the variance. To find Var(X +Y), we add the two variances together. This works for all independent random variables.
[image: image with no caption]

Watch it!
Adding the variances together only works for independent random variables
If X and Y are not independent, then Var(X + Y) is no longer equal to Var(X) + Var(Y).


... and subtract E(X) and E(Y) to get E(X – Y)



You’re not just limited to adding random variables; you can also subtract one from the other. Instead of using the probability distribution of X + Y, we can use X – Y.
If you’re dealing with the difference between two random variables, it’s easy to find the expectation. To find E(X – Y), we subtract E(Y) from E(X).
Finding the variance of X – Y is less intuitive. To find Var(X – Y), we add the two variances together.
E(X – Y) = E(X) – E(Y)
Var(X – Y) = Var(X) + Var(Y)
Note
We add the variances, so be careful!

Watch it!
If you’re subtracting two random variables, add the variances.
It’s easy to make this mistake as at first glance it seems counterintuitive. Just remember that if the two variables are independent, Var(X – Y) = Var(X) + Var(Y)

[image: image with no caption]

Because the variability increases.
When we subtract one random variable from another, the variance of the probability distribution still increases.
[image: image with no caption]

Subtracting independent random variables still increases the variance.


When we subtract independent random variables, the variance is exactly the same as if we’d added them together. The amount of variability can only increase.

You can also add and subtract linear transformations



It doesn’t stop there. As well as adding and subtracting random variables, we can also add and subtract their linear transforms.
Imagine what would happen if Fat Dan changed the cost and prizes on both machines, or even just one of them. The last thing we’d want to do is work out the entire probability distribution in order to find the new expectations and variances.
Fortunately, we can take another shortcut.
Suppose the gains on the X and Y slot machines are changed so that the gains for X become aX, and the gains for Y become bY. a and b can be any number.
[image: image with no caption]

To find the expectation and variance for combinations of aX and bY, we can use the following shortcuts.
Adding aX and bY



If we want to find the expectation and variance of aX + bY, we use
E(aX + bY) = aE(X) + bE(Y)
Var(aX + bY) = a2Var(X) + b2Var(Y)
Note
It’s a linear transform, so we square the numbers here.

We square the numbers because it’s a linear transform, just like before.

Subtracting aX and bY



If we subtract the random variables and calculate E(aX – bY) and Var(aX – bY), we use
E(aX – bY) = aE(X) – bE(Y)
Var(aX – bY) = a2Var(X) + b2Var(Y)
Note
Remember to add the variances.

Just as before, we add the variances, even though we’re subtracting the random variables.
There are no Dumb Questions
	Q:
	Q: So if X and Y are games, does aX + bY mean a games of X and b games of Y?

	A:
	A: aX + bY actually refers to two linear transforms added together. In other words, the underlying values of X and Y are changed. This is different from independent observations, where each game would be an independent observation.

	Q:
	Q: I can’t see when I’d ever want to use X – Y. Does it have a purpose?

	A:
	A: X – Y is really useful if you want to find the difference between two variables. E(X – Y) is a bit like saying “What do you expect the difference between X and Y to be”, and Var(X – Y) tells you the variance.

	Q:
	Q: Why do you add the variances for X – Y? Surely you’d subtract them?

	A:
	A: At first it sounds counterintuitive, but when you subtract one variable from another, you actually increase the amount of variability, and so the variance increases. The variability of subtracting a variable is actually the same as adding it.
Another way of thinking of it is that calculating the variance squares the underlying values. Var(X + bY) is equal to Var(X) + b2Var(Y), and if b is –1, this gives us Var(X – Y). As (–1)2 = 1, this means that Var(X – Y) = Var(X) + Var(Y).

	Q:
	Q: Can we do this if X and Y aren’t independent?

	A:
	A: No, these rules only apply if X and Y are independent. If you need to find the variance of X + Y where there’s dependence, you’ll have to calculate the probability distribution from scratch.

	Q:
	Q: It looks like the same rules apply for X + Y as X1 + X2. Is this correct?

	A:
	A: Yes, that’s right, as long as X, Y, X1 and X2 are all independent.






Bullet Points
	Independent observations of X are different instances of X. Each observation has the same probability distribution, but the outcomes can be different.

	If X1, X2, ..., Xn are independent observations of X then:
E(X1 + X2 + ... + Xn) = nE(X)
Var(X1 + X2 + ... Xn) = nVar(X)

	If X and Y are independent random variables, then:
E(X + Y) = E(X) + E(Y)
E(X – Y) = E(X) – E(Y)
Var(X + Y) = Var(X) + Var(Y)
Var(X – Y) = Var(X) + Var(Y)

	The expectation and variance of linear transforms of X and Y are given by
E(aX + bY) = aE(X) + bE(Y)
E(aX – bY) = aE(X) – bE(Y)
Var(aX + bY) = a2Var(X) + b2Var(Y)
Var(aX – bY) = a2Var(X) + b2Var(Y)




Exercise
Below you’ll see a table containing expectations and variances. Write the formula or shortcut for each one in the table. Where applicable, assume variables are independent.
	Statistic
	Shortcut or formula

	E(aX + b)
	 
	Var(aX + b)
	 
	E(X)
	 
	E(f(X))
	 
	Var(aX – bY)
	 
	Var(X)
	 
	E(aX – bY)
	 
	E(X1 + X2 + X3)
	 
	Var(X1 + X2 + X3)
	 
	E(X2)
	 
	Var(aX – b)
	 



Exercise
A restaurant offers two menus, one for weekdays and the other for weekends. Each menu offers four set prices, and the probability distributions for the amount someone pays is as follows:
Weekday:
	x
	10
	15
	20
	25

	P(X = x)
	0.2
	0.5
	0.2
	0.1



Weekend:
	y
	15
	20
	25
	30

	P(Y = y)
	0.15
	0.6
	0.2
	0.05



Who would you expect to pay the restaurant most: a group of 20 eating at the weekend, or a group of 25 eating on a weekday?

Exercise Solution
Below you’ll see a table containing expectations and variances. Write the formula or shortcut for each one in the table. Where applicable, assume variables are independent.
	Statistic
	Shortcut or formula

	E(aX + b)
	aE(X) + b

	Var(aX + b)
	a2Var(X)

	E(X)
	∑xP(X = x)

	E(f(X))
	∑f(x)P(X = x)

	Var(aX – bY)
	a2Var(X) + b2Var(Y)

	Var(X)
	E(X – μ)2 = E(X2) – μ2

	E(aX – bY)
	aE(X) – bE(Y)

	E(X1 + X2 + X3)
	3E(X)

	Var(X1 + X2 + X3)
	3Var(X)

	E(X2)
	∑x2P(X = x)

	Var(aX – b)
	a2Var(X)




Exercise Solution
A restaurant offers two menus, one for weekdays and the other for weekends. Each menu offers four set prices, and the probability distributions for the amount someone pays is as follows:
Weekday:
	x
	10
	15
	20
	25

	P(X = x)
	0.2
	0.5
	0.2
	0.1



Weekend:
	y
	15
	20
	25
	30

	P(Y = y)
	0.15
	0.6
	0.2
	0.05



Who would you expect to pay the restaurant most: a group of 20 eating at the weekend, or a group of 25 eating on a weekday?
Let’s start by finding the expectation of a weekday and a weekend. X represents someone paying on a weekday, and Y represents someone paying at the weekend.
	E(X)
	= 10×0.2 + 15×0.5 + 20×0.2 + 25×0.1

	 	= 2 + 7.5 + 4 + 2.5

	 	= 16



	E(Y)
	= 15×0.15 + 20×0.6 + 25×0.2 + 30×0.05

	 	= 2.25 + 12 + 5 + 1.5

	 	= 20.75



Each person eating at the restaurant is an independent observation, and to find the amount spent by each group, we multiply the expectation by the number in each group.
25 people eating on a weekday gives us 25xE(X) = 25x16 = 400
20 people eating at the weekend gives us 20xE(Y) = 20x20.75 = 415
This means we can expect 20 people eating at the weekend to pay more than 25 people eating on a weekday.



Jackpot!



You’ve covered a lot of ground in this chapter. You learned how to use probability distributions, expectation, and variance to predict how much you stand to win by playing a specific slot machine.
And you discovered how to use linear transforms and independent observations to anticipate how much you’ll win when the payout structure changes or when you play multiple games on the same machine.
[image: image with no caption]

Exercise
Sam likes to eat out at two restaurants. Restaurant A is generally more expensive than restaurant B, but the food quality is generally much better.
Below you’ll find two probability distributions detailing how much Sam tends to spend at each restaurant. As a general rule, what would you say is the difference in price between the two restaurants? What’s the variance of this?
Restaurant A:
	x
	20
	30
	40
	45

	P(X = x)
	0.3
	0.4
	0.2
	0.1



Restaurant B:
	y
	10
	15
	18

	P(Y = y)
	0.2
	0.6
	0.2




Exercise Solution
Sam likes to eat out at two restaurants. Restaurant A is generally more expensive than restaurant B, but the food quality is generally much better.
Below you’ll find two probability distributions detailing how much Sam tends to spend at each restaurant. As a general rule, what would you say is the difference in price between the two restaurants? What’s the variance of this?
Restaurant A:
	x
	20
	30
	40
	45

	P(X = x)
	0.3
	0.4
	0.2
	0.1



Restaurant B:
	y
	10
	15
	18

	P(Y = y)
	0.2
	0.6
	0.2



Let’s start by finding the expectation and variance of X and Y.
	E(X)
	= 20×0.3 + 30×0.4 + 40×0.2 + 45×0.1

	 	= 6 + 12 + 8 + 4.5

	 	= 30.5



	Var(X)
	= (20–30.5)2×0.3 + (30–30.5)2×0.4 + (40–30.5)2×0.2 + (45–30.5)2×0.1

	 	= (–10.5)2×0.3 + (–0.5)2×0.4 + 9.52×0.2 + 14.52×0.1

	 	= 110.25×0.3 + 0.25×0.4 + 90.25×0.2 + 210.25×0.1

	 	= 33.075 + 0.1 + 18.05 + 21.025

	 	= 72.25



	E(Y)
	= 10×0.2 + 15×0.6 + 18×0.2

	 	= 2 + 9 + 3.6

	 	= 14.6



	Var(Y)
	= (10–14.6)2×0.2 + (15–14.6)2×0.6 + (18–14.6)2×0.2

	 	= (–4.6)2×0.2 + 0.42×0.6 + 3.42×0.2

	 	= 21.16×0.2 + 0.16×0.6 + 11.56×0.2

	 	= 4.232 + 0.096 + 2.312

	 	= 6.64



The difference between X and Y is modeled by X – Y.
	E(X – Y)
	= E(X) – E(Y)
	Var(X – Y)
	= Var(X) + Var(Y)

	 	= 30.5 – 14.6
	 	= 72.25 + 6.64

	 	= 15.9
	 	= 78.89





Chapter 6. Permutations and Combinations: Making Arrangements



[image: image with no caption]

Sometimes, order is important.
Counting all the possible ways in which you can order things is time consuming, but the trouble is, this sort of information is crucial for calculating some probabilities. In this chapter, we’ll show you a quick way of deriving this sort of information without you having to figure out what all of the possible outcomes are. Come with us and we’ll show you how to count the possibilities.
The Statsville Derby



One of the biggest sporting events in Statsville is the Statsville Derby. Horses and jockeys travel from far and wide to see which horse can complete the track in the shortest time, and you can place bets on the outcome of each race. There’s a lot of money to be made if you can predict the top three finishers in each race.
[image: image with no caption]

The opening set of races is for rookies, horses that have never competed in a race before. This time, no statistics are available for previous races to help you anticipate how well each horse will do. This means you have to assume that each horse has an equal chance of winning, and it all comes down to simple probability.
The first race of the day, the three-horse race, is just about to begin, and the Derby is taking bets. You have $500 of winnings from Fat Dan’s Casino to spend at the Derby. If you can correctly predict the order in which the three horses finish, the payout is 7:1, which means you’ll win 7 times your bet, or $3,500.
Should we take this bet? Let’s work out some probabilities and find out.
[image: image with no caption]

[image: image with no caption]


It’s a three-horse race



The first race is a very simple one between three horses, and in order to make the most amount of money, you need to predict the exact order in which horses finish the race. Here are the contenders.
[image: image with no caption]

Sharpen your pencil
How many different ways are there in which the horses can finish the race? (Assume there are no ties and that every horse finishes.) What’s the probability of winning a bet on the correct finishing order?
Calculate your expected winnings for this bet.
Note
Hint: Find the probability distribution for this event. Then use this to calculate the expectation.


Sharpen your pencil Solution
How many different ways are there in which the horses can finish the race? (Assume there are no ties and that every horse finishes.) What’s the probability of winning a bet on the correct finishing order?
Calculate your expected winnings for this bet.
There are 6 different ways in which the race can be finished: Cheeky Sherbet, Ruby Toupee, Frisky Funboy
Cheeky Sherbet, Frisky Funboy, Ruby Toupee
Ruby Toupee, Cheeky Sherbet, Frisky Funboy
Ruby Toupee, Frisky Funboy, Cheeky Sherbet
Frisky Funboy, Cheeky Sherbet, Ruby Toupee
Frisky Funboy, Ruby Toupee, Cheeky Sherbet
The probability of getting the order right is therefore 1/6.
Here’s the probability distribution for amount of money you can expect to win if you bet $500 with odds of 7:1
Three-horse race:
	x
	-500
	3,500

	P(X = x)
	0.833
	0.167



	E(X)
	= –500×0.833 + 3,500x0.167

	 	= 168



[image: image with no caption]

We can expect to win $168 each time this race is won.

[image: image with no caption]

Exactly, most races will have more than three horses.
So what we need is some quick way of figuring out how many finishing orders there are for each race, one that works irrespective of how many horses are racing.
Working out the number of ways in which three horses can finish a race is straightforward; there are only 6 possibilities. The trouble is, the more horses there are taking part in the race, the harder and more time consuming it is to work out every possible finishing order.
Let’s take a closer look at the different ways of ordering the three horses we have for the race and see if we can spot a pattern. We can do this by looking at each position, one by one.

How many ways can they cross the finish line?



Let’s start by looking at the first position of the race.
One of the horses has to win the race, and this can be any one of the three horses taking part. This means that there are three ways of filling the number one position.
[image: image with no caption]

So what about the second position in the race?
If one of the horses has finished the race, this means there are two horses left. Either of these can come second in the race. This means that there are two ways of filling the number two position, no matter which horse came first.
[image: image with no caption]

Once two horses have finished the race, there’s only one position left for the final horse—third place.
[image: image with no caption]

So how does this help us calculate all the possible finishing orders?

Calculate the number of arrangements



We just saw that there were 3 ways of filling the first position, and for each of these, there are 2 ways of filling the second position. And no matter how those first two slots are filled, there’s only one way of filling the last position. In other words, the number of ways in which we can fill all three positions is:
[image: image with no caption]

This means that we can tell there are 6 different ways of ordering the three horses, without us having to figure out each of the arrangements.
So what if there are n horses?



You’ve seen that there are 3 × 2 × 1 ways of ordering 3 horses. You can generalize this for any number n. If you want to work out the number of ways there are of ordering n separate objects, you can get the right result by calculating:
n × (n - 1) × (n - 2) × ... × 3 × 2 × 1
This means that if you have to work out the number of ways in which you can order n separate objects, you can come up with a precise figure without having to figure out every possible arrangement.
This type of calculation is called the factorial of a number. In math notation, factorials are represented as an exclamation point. For example, the factorial of 3 is written as 3!, and the factorial of n is n!. You pronounce it “n factorial.”
So when we write n!, this is just a shorthand way of saying “take all the numbers from n down to 1, and multiply them together.” In other words, perform the following calculation:
n! = n × (n - 1) × (n - 2) × ... × 3 × 2 × 1
The advantage of n! is that a lot of calculators have this as an available function. If, for example, you want to find the number of arrangements of 4 separate objects, all you have to do is calculate 4!, giving you 4 × 3 × 2 × 1 = 24 separate arrangements.


Going round in circles



There’s one exception to this rule, and that’s if you’re arranging objects in a circle.
Here’s an example. Imagine you want to stand four horses in a circle, and you want to find the number of possible ways in which you can order them. Now, let’s focus on arrangements where Frisky Funboy has Ruby Toupee on his immediate right, and Cheeky Sherbet on his immediate left. Here are two of the four possible arrangements of this.
[image: image with no caption]

At first glance, these two arrangements look different, but they’re actually the same. The horses are in exactly the same positions relative to each other, the only difference is that in the second arrangement, the horses have walked a short distance round the circle. This means that some of the ways in which you can order the horses are actually the same.
So how do we solve this sort of problem?
The key here is to fix the position of one of the horses, say Frisky Funboy. With Frisky Funboy standing in a fixed position, you can count the number of ways in which the remaining 3 horses can be ordered, and this will give you the right result without any duplicates.
In general, if you have n objects you need to arrange in a circle, the number of possible arrangements is given by
(n - 1)!
Note
The number of ways of arranging n objects in a circle

There are no Dumb Questions
	Q:
	Q: How do I pronounce n!?

	A:
	A: You pronounce it as “n factorial.” The ! symbol is used to indicate a mathematical operation, and not to indicate any sort of exclamation.

	Q:
	Q: Are factorials just used when you’re arranging objects?

	A:
	A: Not at all. Factorials also come into play in other branches of mathematics, like calculus. In general, they’re a useful math shorthand, and you’ll see the factorial symbol whenever you’re faced with this sort of multiplication task.
All the factorial symbol really means is “take all the numbers from n down to 1 and multiply them together.”

	Q:
	Q: What if I have a value 0? How do I find 0!?

	A:
	A: 0! is actually 1. This may seem like a strange result, but it’s a bit like saying there’s only one way to arrange 0 objects.

	Q:
	Q: What about if you want to find the factorial of a negative number? Or one that’s not an integer?

	A:
	A: Factorials only work with positive integers, so you can’t find the factorial of a negative number, or one that’s not an integer.
One way of looking at this is that it doesn’t make sense to arrange bits of objects. Each thing you’re arranging is classed as a whole object. Equally, you can’t have a negative number of objects.

	Q:
	Q: Can the result of a factorial ever be an odd number?

	A:
	A: There are only two occasions where this can be true, when n is 0 or when n is 1. In both these cases, n! = 1.
For all other values of n, n! is even. This is because if n is greater than or equal to 2, the calculation must include the number 2. Any integer multiplied by 2 is even, so this means that n! is even if n is greater than or equal to 2.

	Q:
	Q: Calculating factorials for large numbers seems like a pain. If I want to find 10!, I have to multiply 10 numbers (10×9×8×7×6×5×4×3×2×1), and the result gets really big. Is there an easier way.

	A:
	A: Yes, many scientific and graphing calculators have a factorial key (typically labeled n!) that will perform this calculation for you.

	Q:
	Q: If I’m arranging n objects in a circle, there are (n - 1)! arrangements. What if clockwise and counterclockwise arrangements are considered to be the same?

	A:
	A: In this case, the number of arrangements is (n - 1)!/2. Calculating (n - 1)! gives you twice the number of arrangements you actually need as it gives you both clockwise and counterclockwise arrangements. Dividing by 2 gives you the right answer.

	Q:
	Q: What if I’m arranging objects in a circle and absolute position matters?

	A:
	A: In this case the number of arrangements is given by n!. In that situation, it’s exactly the same as arranging n objects.






Vital Statistics: Formulas for arrangements
If you want to find the number of possible arrangements of n objects, use n! where
n! = n x (n-1) x ... x 3 x 2 x 1
In other words, multiply together all the numbers from n down to 1.
If you are arranging n objects in a circle, then there are (n - 1)! possible arrangements.

Exercise
Paula wants to telephone the Statsville Health Club, but she has a very poor memory. She knows that the telephone number contains the numbers 1,2,3,4,5,6 and 7, but she can’t remember the order. What’s the probability of getting the right number at random?
Paula has just been reminded that the first three numbers is some arrangement of the numbers 1, 2 and 3, and the last four numbers is some arrangement of the numbers 4, 5, 6, and 7. She can’t remember the order of each set of numbers though. What’s the probability of getting the right telephone number now?
Note
Hint: This time you need to arrange two groups of numbers.


Sharpen your pencil
The Statsville Derby is organizing a parade for the end of the season. 10 horses are taking part, and they will parade round the race track in a circle. The exact horse order will be chosen at random, and if you guess the horse order correctly, you win a prize.
What’s the probability that if you make a guess on the exact horse order, you’ll win the prize?

Exercise Solution
Paula wants to telephone the Statsville Health Club, but she has a very poor memory. She knows that the telephone number contains the numbers 1,2,3,4,5,6 and 7, but she can’t remember the order. What’s the probability of getting the right number at random?
There are 7 numbers so there are 7! possible arrangements. 7! = 7x6x5x4x3x2x1 = 5040. The probability of getting the right number is therefore 1/5040 = 0.0002
Paula has just been reminded that the first three numbers is some arrangement of the numbers 1, 2 and 3, and the last four numbers is some arrangement of the numbers 4, 5, 6, and 7. She can’t remember the order of each set of numbers though. What’s the probability of getting the right telephone number now? Hint: This time you need to arrange two groups of numbers.
We start by splitting the numbers into two groups, one for the first three numbers (1, 2, 3), and another for the last four (4, 5, 6, 7). This gives us
Number of ways of arranging 1, 2, 3 is 3! = 3x2x1 = 6
Number of ways of arranging 4, 5, 6, 7 is 4! = 4x3x2x1 = 24
To find the total number of possible arrangements, we multiply together the number of ways of arranging each group. This gives
Total number of possible arrangements is 3!x4! = 6x24 = 144
The probability of getting the right number is therefore 1/144 = 0.0069

Sharpen your pencil Solution
The Statsville Derby are organizing a parade for the end of the season. 10 horses are taking part, and they will parade round the race track in a circle. The exact horse order will be chosen at random, and if you guess the horse order correctly, you win a prize.
What’s the probability that if you make a guess on the exact horse order, you’ll win the prize?
10 horses will be parading in a circle, which means there are 9! possible orders for the horses. 9! = 362880, which means there are 362880 possible orders for the parade.
The probability of guessing correctly is 1/9! - which is a number very close to 0.


It’s time for the novelty race



The Statsville Derby is unusual in that not all of the animals taking part in the races have to be horses. In the next race, three of the contenders are zebras, and they’re racing against three horses.
In this race, it’s the type of animal that matters rather than the particular animal itself. In other words, all we’re interested in is which sort of animal finishes the race in which position. The question is, how many ways are there of ordering all the animals by species?
The Derby’s offering a special bet: if you can predict whether a horse or zebra will finish in each place, the payout is 15:1. The question is, should you make this bet?
[image: image with no caption]

Brain Power
How would you go about solving this sort of problem? Write down your ideas in the space below.


Arranging by individuals is different than arranging by type



So if there are three horses and three zebras in today’s novelty race, how can we calculate how many different orderings there are of horses and zebra.
[image: image with no caption]

This time we’re only interested in the type of animal, and not the particular animal itself.
So far we’ve only looked at the number of ways in which we can order unique objects such as horses, and calculating 6! would be the correct result if this was what we needed on this occasion.
This time around it’s different. We no longer care about which particular horse or zebra is in a particular position; we only care about what type of animal it is.
As an example, if we looked at an arrangement where the three zebras came first and the three horses came last, we wouldn’t want to count all of the ways of arranging those three horses and three zebras. It doesn’t matter which particular zebra comes first; it’s enough to know it’s a zebra.
[image: image with no caption]


We need to arrange animals by type



There are 6! ways of ordering the 6 animals, but the problem with this result is that it assumes we want to know all possible arrangements of individual horses and zebras.
Let’s start by looking at the zebras. There are 3! ways of arranging the three zebras, and the result 6! includes each of these 3! arrangements. But since we’re not concerned about which individual zebra goes where, these arrangements are all the same. So, to eliminate these repetitions, we can just divide the total number of arrangements by 3!
[image: image with no caption]

Next, let’s take the horses. There are 3! ways of arranging the three horses, and the number of arrangements we have so far includes each of these 3! arrangements. As with the zebras, we divide the end result by 3! to eliminate duplicate orderings.
[image: image with no caption]

This means that the number of ways of arranging the 6 animals according to species is
[image: image with no caption]

In other words, the probability of betting correctly on the right order in which the different species finish the race is 1/20.
Turn the page and we’ll look at this in more detail.
[image: image with no caption]


Generalize a formula for arranging duplicates



Imagine you need to count the number of ways in which n objects can be arranged. Then imagine that k of the objects are alike.
To find the number of arrangements, start off by calculating the number of arrangements for the n objects as if they were all unique. Then divide by the number of ways in which the k objects (the ones that are alike) can be arranged. This gives you:
[image: image with no caption]

We can take this further.
Imagine you want to arrange n objects, where k of one type are alike, and j of another type are alike, too. You can find the number of possible arrangements by calculating:
[image: image with no caption]

In general, when calculating arrangements that include duplicate objects, divide the total number of arrangements (n!) by the number of arrangements of each set of alike objects (j!, k!, and so on).
Vital Statistics: Arranging by type
If you want to arrange n objects where j of one type are alike, k of another type are alike, so are m of another type and so on, the number of arrangements is given by
[image: image with no caption]


Exercise
The Statsville Derby have decided to experiment with their races. They’ve decided to hold a race between 3 horses, 2 zebras and 5 camels, where all the animals are equally likely to finish the race first.
1. How many ways are there of finishing the race if we’re interested in individual animals?
2. How many ways are there of finishing the race if we’re just interested in the species of animal in each position?
3. What’s the probability that all 5 camels finish the race consecutively if each animal has an equal chance of winning? (Assume we’re interested in the species in each position, not the individual animals themselves.)

Exercise Solution
The Statsville Derby have decided to experiment with their races. They’ve decided to hold a race between 3 horses, 2 zebras and 5 camels, where all the animals are equally likely to finish the race first.
1. How many ways are there of finishing the race if we’re interested in individual animals?
There are 10 animals so there are 10! = 3,628,800 different arrangements.
2. How many ways are there of finishing the race if we’re just interested in the species of animal in each position?
There are 3 horses, 2 zebras and 5 camels.
[image: image with no caption]

3. What’s the probability that all 5 camels finish the race consecutively if each animal has an equal chance of winning? (Assume we’re interested in the species in each position, not the individual animals themselves.)
First of all, let’s find the number of ways in which the 5 camels can finish the race together. To do this, we class the 5 camels as one single object. That way, we’re guaranteed to keep them together. This means that if we add our 1 group of camels to the 3 horses and 2 zebras, we actually need to arrange 6 objects
[image: image with no caption]

Then, to find the probability of this occurring, we just need to divide the number of ways the camels finish together by all the possible ways the animal types can finish the race, which we calculated above.
The probability of all 5 camels finishing together is therefore 60/252 = 5/21

There are no Dumb Questions
	Q:
	Q: Why did you treat the 5 camels as one object in the last part of the exercise? Surely they’re individual camels.

	A:
	A: They’re individual camels, but in the last part of that problem we need to make sure we keep the camels together. To do this, we bundle all the camels together and treat them as one object.

	Q:
	Q: It seems like the number of arrangements for the different objects has a lot to do with how you group them into like groups.

	A:
	A: That’s right. Mastering arrangements is a skill, but a lot depends on how you think things through. The key thing is to think really carefully about what sort of problem you’re actually trying to solve and to get lots of practice.

	Q:
	Q: Are there many races where horses, zebras and camels all race together?

	A:
	A: It’s unlikely. But hey, this is Statsville, and the Statsville Derby runs its own events.







It’s time for the twenty-horse race



The novelty race is over, with the zebras taking the lead.
The next race is between 20 horses.
[image: image with no caption]

Brain Power
How would you go about finding the number of ways in which you can pick three horses out of twenty?


How many ways can we fill the top three positions?



The main race is about to begin. There are twenty horses racing, and we need to find the number of possible arrangements of the top three horses. This way, we can work out the probability of guessing the exact order correctly.
We can work out the solution the same way we did earlier, by looking at how many ways there are of filling the first three positions.
Let’s start with the first position. There are 20 horses in total, so this means there are 20 different ways of filling the first position. Once this position has been filled, that leaves 19 ways of filling the second position and 18 ways of filling the third.
[image: image with no caption]

In this race, we’re not interested in how the rest of the positions are filled, it’s only the first three positions that concern us. This means that the total number of arrangements for the top three horses is
20 × 19 × 18 = 6,840
So the probability of guessing the precise order in which the top three horses finish the race is 1/6,840.
[image: image with no caption]

We need a more concise way of solving this sort of problem.
At the moment we only have three numbers to multiply together, but what if there were more?
We need to generalize a formula that will allow us to find the total number of arrangements of a certain number of horses, drawn from a larger pool of horses.

Examining permutations



So how can we rewrite the calculation in terms of factorials?
The number of arrangements is 20 × 19 × 18. Let’s rewrite it and see where it gets us.
[image: image with no caption]

This is the same expression that we had before, but this time written in terms of factorials.
The number of arrangements of 3 objects taken from 20 is called the number of permutations. As you’ve seen, this is calculated using
[image: image with no caption]

Permutations give the total number of ways you can order a certain number of objects (r), drawn from a larger pool of objects (n).


In general, the number of permutations of r objects taken from n is the number of possible way in which each set of r objects can be ordered. It’s generally written nPr, where
[image: image with no caption]

So if you want to know how many ways there are of ordering r objects taken from a pool of n, permutations are the key.
[image: image with no caption]


What if horse order doesn’t matter



So far we’ve found the number of permutations of ordering three horses taken from a group of twenty. This means that we know how many exact arrangements we can make.
This time around, we don’t want to know how many different permutations there are. We want to know the number of combinations of the top three horses instead. We still want to know how many ways there are of filling the top three positions, but this time the exact arrangement doesn’t matter.
[image: image with no caption]

So how can we solve this sort of problem?
At the moment, the number of permutations includes the number of ways of arranging the 3 horses that are in the top three. There are 3! ways of arranging each set of 3 horses, so let’s divide the number of permutations by 3!. This will give us the number of ways in which the top three positions can be filled but without the exact order mattering.
The result is
[image: image with no caption]

This means that there are 6,840 permutations for filling the first three places in the race, but if you’re not concerned about the order, there are 1,140 combinations.
[image: image with no caption]


Examining combinations



Earlier on we found a general way of calculating permutations. Well, there’s a way of doing this for combinations too.
In general, the number of combinations is the number of ways of choosing r objects from n, without needing to know the exact order of the objects. The number of combinations is written nCr, where
[image: image with no caption]

So what’s the difference between a combination and a permutation?
	Permutations
	Combinations

	A permutation is the number of ways in which you can choose objects from a pool, and where the order in which you choose them counts. It’s a lot more specific than a combination as you want to count the number of ways in which you fill each position.
	A combination is the number of ways in which you can choose objects from a pool, without caring about the exact order in which you choose them. It’s a lot more general than a permutation as you don’t need to know how each position has been filled. It’s enough to know which objects have been chosen.

	Permutation: order matters.
	Combination: order doesn’t matter.

	[image: ]
	[image: ]



Combination Exposed
This week’s interview: Does order really matter?
Head First: Combination, great to have you on the show.
Combination: Thanks for inviting me, Head First.
Head First: Now, let’s get straight onto business. A lot of people have noticed that you and Permutation are very similar to each other. Is that something you’d agree with?
Combination: I can see why people might think that because we deal with very similar situations. We’re both very much concerned with choosing a certain number of objects from a pool. Having said that, I’d say that’s where the similarity ends.
Head First: So what makes you different?
Combination: Well, for starters we both have very different attitudes. Permutation is very concerned about order, and really cares about the exact order in which objects are picked. Not only does he want to select objects, he wants to arrange them too. I mean, come on!
Head First: I take it you don’t?
Combination: No way! I’m sure permutation shows a lot of dedication and all that, but quite frankly, life’s too short. As far as I’m concerned, if an object’s picked from the pool, then that’s all anyone needs to know.
Head First: So are you better than permutation?
Combination: I wouldn’t like to say that either one of us is better as such; it just depends which of us is the most appropriate for the situation. Take music players, for instance.
Head First: Music players?
Combination: Yes. Lots of music players have playlists where you can choose which songs you want to play.
Head First: I think I see where you’re headed...
Combination: Now, both Permutation and I are both interested in what’s on the playlist, but in different ways. I’m happy just knowing what songs are on it, but Permutation takes it way further. He doesn’t just want to know what songs are on the playlist, he wants to know the exact order too. Change the order of the songs, and it’s the same Combination, but a different Permutation.
Head First: Tell me a bit about your calculation. Is calculating a Combination similar to how you’d calculate a Permutation?
Combination: It’s similar, but there’s a slight difference. With Permutation, you find n!, and then divide it by (n-r)!. My calculation is similar, except that you divide by an extra r!. This makes me generally smaller—which makes sense because I’m not as fussy as Permutation.
Head First: Generally smaller?
Combination: I’ll phrase that differently. Permutation is never smaller than me.
Head First: Combination, thank you for your time.
Combination: It’s been a pleasure.

There are no Dumb Questions
	Q:
	Q: I’ve heard of something called “choose.” What’s that?

	A:
	A: It’s another term for the combination. nCr. basically means “you have n objects, choose r,” so it’s sometimes called the choose function.

	Q:
	Q: Can a permutation ever be smaller than a combination?

	A:
	A: Never. To calculate a combination, you divide by an extra number, so the end result is smaller.
The closest you get to this is when a permutation and combination are identical. This is only ever the case when you’re choosing 0 objects or 1.

	Q:
	Q: Which is a permutation and which is a combination? I get confused.

	A:
	A: A permutation is when you care about the number of possible arrangements of the objects you’ve chosen. A combination is when you don’t mind about their precise order; it’s enough that you’ve chosen them.

	Q:
	Q: I get confused. If I want to find the number of combinations of choosing r objects from n, do I write that nCr or rCn?

	A:
	A: It’s nCr. One way of remembering this is that the higher of the two numbers is higher up in the shorthand.

	Q:
	Q: Are there other ways of writing this? I think I’ve seen combinations somewhere else, but they didn’t look like that.

	A:
	A: There are different ways of writing combinations. We’ve used the shorthand nCr, but an alternative is
[image: image with no caption]


	Q:
	Q: Are permutations and combinations really important?

	A:
	A: They are, particularly combinations. You’ll see more of these a bit later on in the book, so look out for when you might need them.

	Q:
	Q: Dealing with permutations and combinations looks similar to when you’re dealing with like objects. Is that right?

	A:
	A: It’s a similar process. When you’re dealing with like objects, you divide the total number of arrangements by the number of ways in which you can divide the like objects.
For permutations, it’s as though you’re treating all the objects you don’t choose as being alike, so you divide n! by (n-r)!. For combinations, it’s as though the objects you pick are alike, too. This means you divide the number of permutations by r!.






Vital Statistics: Permutations
If you choose r objects from a pool of n, the number of permutations is given by
[image: image with no caption]

Combinations
If you choose r objects from a pool of n, the number of combinations is given by
[image: image with no caption]


Exercise
The Statsville All Stars are due to play a basketball match. There are 12 players in the roster, and 5 are allowed on the court at any one time.
1. How many different arrangements are there for choosing who’s on the court at the same time?
2. The coach classes 3 of the players as expert shooters. What’s the probability that all 3 of these players will be on the court at the same time, if they’re chosen at random?

Exercise
It’s time for you to work out some poker probabilities. See how you get on.
A poker hand consists of 5 cards and there are 52 cards in a pack. How many different arrangements are there?
A royal flush is a hand that consists of a 10, Jack, Queen, King and Ace, all of the same suit. What’s the probability of getting this combination of cards? Use your answer above to help you.
Four of a kind is when you have four cards of the same denomination. Any extra card makes up the hand. What’s the probability of getting this combination?
A flush is where all 5 cards belong to the same suit. What’s the probability of getting this?

Exercise Solution
The Statsville All Stars are due to play a basketball match. There are 12 players in the roster, and 5 are allowed on the court at any one time.
1. How many different arrangements are there for choosing who’s on the court at the same time?
There are 12 players in the roster, and we need to count the number of ways of choosing 5 of them. We don’t need to consider the order in which we pick the players, so we can work this out using combinations.
[image: image with no caption]

2. The coach classes 3 of the players as expert shooters. What’s the probability that all 3 of these players will be on the court at the same time, if they’re chosen at random?
Let’s start by finding the number of ways in which the three shooters can be on the court at the same time.
If the three expert shooters are on the court at the same time, this means that there are 2 more places left for the other players. We need to find the number of combinations of filling these 2 places from the remaining 9 players.
[image: image with no caption]

This means that the probability of all 3 shooters being on the court at the same time is 36/792 = 1/22.

Exercise Solution
It’s time for you to work out some poker probabilities. See how you get on.
A poker hand consists of 5 cards and there are 52 cards in a pack. How many different arrangements are there?
There are 52 cards in a pack, and we want to choose 5.
[image: image with no caption]

A royal flush is a hand that consists of a 10, Jack, Queen, King and Ace, all of the same suit. What’s the probability of getting this combination of cards? Use your answer above to help you.
There’s one way of getting this combination for each suit, and there are 4 suits. This means that the number of ways of getting a royal flush is 4.
[image: image with no caption]

Four of a kind is when you have four cards of the same denomination. Any extra card makes up the hand. What’s the probability of getting this combination?
Let’s start with the 4 cards of the same denomination. There are 13 denominations in total, which means there are 13 ways of combining these 4 cards. Once these 4 cards have been chosen, there are 48 cards left. This means the number of ways of getting this hand is 13x48 = 624.
[image: image with no caption]

A flush is where all 5 cards belong to the same suit. What’s the probability of getting this?.
To find the number of possible combinations, find the number of ways of choosing a suit, and then choose 5 cards from the suit. There are 13 cards in each suit. This means the number of combinations is
[image: image with no caption]



It’s the end of the race



The race between the twenty horses is over, and the overall winner is Ruby Toupee, followed by Cheeky Sherbet and Frisky Funboy. If you decided to bet on these three horses, you just won big!
[image: image with no caption]

In this chapter, you’ve learned how to cope with different arrangements, and how to quickly count the number of possible combinations and permutations without having to work out each and every possibility.
The sort of knowledge you’ve gained gives you enormous probability and statistical power. Keep reading, and we’ll show you how to gain even greater mastery.

Chapter 7. Geometric, Binomial, and Poisson Distributions: Keeping Things Discrete



[image: image with no caption]

Calculating probability distributions takes time.
So far we’ve looked at how to calculate and use probability distributions, but wouldn’t it be nice to have something easier to work with, or just quicker to calculate? In this chapter, we’ll show you some special probability distributions that follow very definite patterns. Once you know these patterns, you’ll be able to use them to calculate probabilities, expectations, and variances in record time. Read on, and we’ll introduce you to the geometric, binomial and Poisson distributions.
Meet Chad, the hapless snowboarder



Chad likes to snowboard, but he’s accident-prone. If there’s a lone tree on the slopes, you can guarantee it will be right in his path. Chad wishes he didn’t keep hitting trees and falling over; his insurance is costing him a fortune.
[image: image with no caption]

[image: image with no caption]

There’s a lot riding on Chad’s performance on the slopes: his ego, his success with the ski bunnies on the trail, his insurance premiums. If it’s likely he’ll make it down the slopes in less than 10 tries, he’s willing to risk embarrassment, broken bones, and a high insurance deductible to try out some new snowboarding tricks.
The probability of Chad making a clear run down the slope is 0.2, and he’s going to keep on trying until he succeeds. After he’s made his first successful run down the slopes, he’s going to stop snowboarding, and head back to the lodge triumphantly.
Sharpen your pencil
It’s time to exercise your probability skills. The probability of Chad making a successful run down the slopes is 0.2 for any given trial (assume trials are independent). What’s the probability he’ll need two trials? What’s the probability he’ll make a successful run down the slope in one or two trials? Remember, when he’s had his first successful run, he’s going to stop.
Note
Chad is remarkably resilient, and any collisions in a given run don’t affect his performance in future trials.

Note
Hint: You may want to draw a probability tree to help visualize the problem.


Sharpen your pencil Solution
It’s time to exercise your probability skills. The probability of Chad making a successful run down the slopes is 0.2 for any given trial (assume trials are independent). What’s the probability he’ll need two trials? What’s the probability he’ll make a successful run down the slope in one or two trials? Remember, when he’s had his first successful run, he’s going to stop..
Here’s a probability tree for the first two trials, as these are all that’s needed to work out the probabilities.
[image: image with no caption]

If we say X is the number of trials needed to get down the slopes, then
	P(X = 1)
	= P(Success in trial 1)

	 	= 0.2

	P(X = 2)
	= P(Success in trial 2 ∩ Failure in trial 1)

	 	= 0.2 x 0.8

	 	= 0.16

	P(X ≤ 2)
	= P(X = 1) + P(X = 2)

	 	= 0.2+0.16

	 	= 0.36



Note
We can add these probabilities because they’re independent.



We need to find Chad’s probability distribution



So far you’ve found the probability that Chad will need fewer than three attempts to make it down the slope. But what if you needed to look at the probability of him needing fewer than 10 attempts (for insurance reasons), or even 20 or 100?
Rather than work out the probabilities from scratch every time, it would be useful if we could use a probability distribution. To do this, we need to work out the probability for every single possible number of attempts Chad needs to get down the slope.
[image: image with no caption]

There’s a problem because the number of possibilities is neverending.
Chad will continue with his attempts to make it down the slope until he is successful. This could take him 1 attempt, 10 attempts, 100 attempts, or even 1,000 attempts. There are no guarantees about exactly when Chad will first successfully make it down the slopes.
[image: image with no caption]

Even though it’s neverending, there’s still a way of figuring out this type of probability distribution.
This is actually a special kind of probability distribution, with special properties that makes it easy to calculate probabilities, along with the expectation and variance.
Let’s see if we can figure it out.

There’s a pattern to this probability distribution



Let’s define the variable X to be the number of trials needed for Chad to make a successful run down the slope. Chad only needs to make one successful run, and then he’ll stop.
Let’s start off by examining the first four trials so that we can calculate probabilities for the first four values of X. By doing this, we can see if there’s some sort of pattern that will help us to easily work out the probabilities of other values.
[image: image with no caption]

Here are the probabilities for the first four values of X.
	x
	P(X = x)

	1
	0.2

	2
	0.8 × 0.2 = 0.16

	3
	0.8 × 0.8 × 0.2 = 0.128

Note
Notice each probability is composed by multiplying different powers of 0.8 and 0.2 together.


	4
	0.8 × 0.8 × 0.8 × 0.2 = 0.1024



Exercise
Here’s a table containing the the probabilities of X for different values. Complete the table, filling out the probability that there will be x number of trials, and indicating what the power of 0.8 and 0.2 are in each case (the number of times.0.8 and 0.2 appear in P(X = x)).
	x
	P(X = x)
	Power of 0.8
	Power of 0.2

	1
	0.2
	0
	1

	2
	0.8 × 0.2
	1
	1

	3
	0.82 × 0.2
	2
	 
	4
	 	 	 
	5
	 	 	 
	r
	 	 	 


Note
r is a particular value of x but we’re not saying which one. Can you guess what the probability will be in terms of r?

Note
We’ve left extra space here for your calculations.


Exercise Solution
Here’s a table containing the the probabilities of X for different values. Complete the table, filling out the probability that there will be x number of trials, and indicating what the power of 0.8 and 0.2 are in each case (the number of times.0.8 and 0.2 appear in P(X = x)).
	x
	P(X = x)
	Power of 0.8
	Power of 0.2

	1
	0.2
	0
	1

	2
	0.8 × 0.2
	1
	1

	3
	0.82 × 0.2
	2
	1

	4
	0.83 x 0.2
	3
	1

	5
	0.84 x 0.2
	4
	1

	r
	0.8r-1 x 0.2
	r - 1
	1



For X = 4, Chad fails three times and succeeds on his fourth attempt.
P(X = 4) is therefore 0.8 x 0.8 x 0.8 x 0.2, as the probability of failing on a particular run is 0.8 and the probability of success is 0.2.
For X = 5, Chad fails on his first four attempts. and succeeds on his fifth. This means P(X = 5) = 0.8 x 0.8 x 0.8 x 0.8 x 0.2.
So what if P(X = r)? For Chad to be successful on his r’th attempt, he must have failed in his first (r-1) attempts, before succeeding in his r’th. Therefore
P(X = r) = 0.8 x 0.8 x ... x 0.8 x 0.2, which means that in our expression, 0.8 is taken to the (r-1)th power.

[image: image with no caption]

They refer to two different things.
When we use P(X = x), we’re using it to demonstrate x taking on any value in the probability distribution. In the table above, we show various values of x, and we calculate the probability of getting each of these values.
When we use P(X = r), x takes on the particular value r. We’re looking for the probability of getting this specific value. It’s just that we haven’t specified what the value of r is so that we can come up with a generalized calculation for the probability.
It’s a bit like saying that x can take on any value, including the fixed value r.

The probability distribution can be represented algebraically



As you can see, the probabilities of Chad’s snowboarding trials follow a particular pattern. Each probability consists of multiples of 0.8 and 0.2. You can quickly work out the probabilities for any value r by using:
P(X = r) = 0.8r-1 × 0.2
In other words, if you want to find P(X = 100), you don’t have to draw an enormous probability tree to work out the probability, or think your way through exactly what happens in every trial. Instead, you can use:
P(X = 100) = 0.899 × 0.2
We can generalize this even further. If the probability of success in a trial is represented by p and the probability of failure is 1 - p, which we’ll call q, we can work out any probability of this nature by using:
P(X = r) = qr - 1 p
Note
(r - 1) failures and 1 success. In our case, p = 0.2 and q = 0.8.

[image: image with no caption]

This formula is called the geometric distribution.
There are no Dumb Questions
	Q:
	Q: What’s the point in generalizing this? It’s just one particular problem we’re dealing with.

	A:
	A: We’re generalizing it so that we can apply the results to other similar problems. If we can generalize the results for this kind of problem, it will be quicker to use it for other similar situations in the future.

	Q:
	Q: You said we needed to find an expression for P(X = r). What’s r?

	A:
	A: P(X = r) means “the probability that X is equal to value r,” where r is the number of trials we need to get the first success.
If you wanted to find, say, P(X = 20), you could substitute r for 20. This would give you a quick way of finding the probability.

	Q:
	Q: Why is it the letter r? Why not some other letter?

	A:
	A: We used the letter r so that we could generalize the result for any particular number. We could have used practically any other letter, but using r is common.

	Q:
	Q: How can we have a probability distribution if the number of possibilities is endless?

	A:
	A: We don’t have to specify a probability distribution by physically listing the probability of every possible outcome. The key thing is that we need a way of describing every possibility, which we can do with a formula for computing the probability.

	Q:
	Q: Wouldn’t Chad’s snowboarding skills eventually improve? Is it realistic to say the probability of success is 0.2 for every trial?

	A:
	A: That may be a fair assumption. But in this problem, Chad is truly hapless when it comes to snowboarding, and we have to assume that his skills won’t improve—which means his probability of success on the slopes will follow the geometric distribution.






Geometric Distribution Up Close
We said that Chad’s snowboarding exploits are an example of the geometric distribution. The geometric distribution covers situations where:
	You run a series of independent trials.

	There can be either a success or failure for each trial, and the probability of success is the same for each trial.

	The main thing you’re interested in is how many trials are needed in order to get the first successful outcome.



So if you have a situation that matches this set of criteria, you can use the geometric distribution to help you take a few shortcuts. The important thing to be aware of is that we use the word “success” to mean that the event we’re interested in happens. If we’re looking for an event that has negative connotations, in statistical terms it’s still counted as a success.
Let’s use the variable X to represent the number of trials needed to get the first successful outcome—in other words, the number of trials needed for the event we’re interested in to happen.
To find the probability of X taking a particular value r, you can get a quick result by using:
P(X = r) = p qr - 1
where p is the probability of success, and q = 1 – p, the probability of failure. In other words, to get a success on the rth attempt, there must first have been (r – 1) failures.
The geometric distribution has a distinctive shape.
P(X = r) is at its highest when r = 1, and it gets lower and lower as r increases. Notice that the probability of getting a success is highest for the first trial. This means that the mode of any geometric distribution is always 1, as this is the value with the highest probability.
[image: image with no caption]

This may sound counterintuitive, but it’s most likely that only one attempt will be needed for a successful outcome.
The geometric distribution also works with inequalities
As well as finding exact probabilities for the geometric distribution, there’s also a quick way of finding probabilities that deal with inequalities.
Let’s start with P(X > r).
P(X > r) is the probability that more than r trials will be needed in order to get the first successful outcome. In order for more than r trials to be needed, this means that the first r trials must have ended in failure. This means that you find the probability by multiplying the probability of failure together r times.
P(X > r) = qr
Note
For the number of trials needed for a success to be greater than r, there must have been r failures.
We don’t need p in this formula because we don’t need to know exactly which trial was successful, just that there must be more than r trials.

We can use this to find P(X ≤ r), the probability that r or fewer trials are needed in order for there to be a successful outcome.
If we add together P(X ≤ r) and P(X > r), the total must be 1. This means that
P(X ≤ r) + P(X > r) = 1
or
P(X ≤ r) = 1 - P(X > r)
Note
This is because P(X ≤ r) is the opposite of P(X > r). P(X ≤ r) = 1 - P(X > r).

This gives us
P(X ≤ r) = 1 - qr
Note
From above, we know that P(X > r).=qr so we substitute in qr for P(X > r) to get this formula.

If a variable X follows a geometric distribution where the probability of success in a trial is p, this can be written as
X ~ Geo(p)
Note
This is a quick way of saying “X follows a geometric distribution where the probability of success is p.”


[image: image with no caption]


The pattern of expectations for the geometric distribution



So far we’ve found probabilities for the number of attempts Chad needs to make before successfully makes it down the slope, but what if we want to find the expectation and variance? If we know the expectation, for instance, we’ll be able to say how many attempts we expect Chad to make before he’s successful.
Note
As a reminder, expectation is the average value that you expect to get, a bit like the mean but for probability distributions.
Variance is a measure of how much you can expect this to varies by.

Can you remember how we found expectations earlier in the book? We find E(X) by calculating ∑xP(X = x). The probabilities in this case go on forever, but let’s start by working out the first few values to see if there’s some sort of pattern.
Here are the first few values of x, where X ~ Geo(0.2)
Note
This is the running total of xP(X = x)

	x
	P(X = x)
	xP(X = x)
	xP(X ≤ x)

	1
	0.2
	0.2
	0.2

	2
	0.8 × 0.2 = 0.16
	0.32
	0.52

	3
	0.82 × 0.2 = 0.128
	0.384
	0.904

	4
	0.83 × 0.2 = 0.1024
	0.4096
	1.3136

	5
	0.84 × 0.2 = 0.08192
	0.4096
	1.7232

	6
	0.85 × 0.2 = 0.065536
	0.393216
	2.116416

	7
	0.86 × 0.2 = 0.0524288
	0.3670016
	2.4834176

	8
	0.87 × 0.2 = 0.04194304
	0.33554432
	2.81894608



Can you see what happens to the values of xP(X = x)?
The values of xP(X = x) start off small, and then they get larger until x = 5. When x is larger than 5, the values start decreasing again, and keep on decreasing as x gets larger. As x gets larger, xP(X = x) becomes smaller and smaller until it makes virtually no difference to the running total.
We can see this more clearly if we chart the cumulative total of xP(X = x):
[image: image with no caption]


Expectation is 1/p



Drawing the chart for the running total of xP(X = x) shows you that as x gets larger, the running total gets closer and closer to a particular value, 5. In fact, the running total of xP(X = x) for an infinite number of trials is 5 itself. This means that
E(X) = 5
This makes intuitive sense. The probability of a successful outcome is 0.2. This is a bit like saying that 1 in 5 attempts tend to be successful, so we can expect Chad to make 5 attempts before he is successful.
We can generalize this for any value p. If X ~ Geo(p) then
[image: image with no caption]
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We’re not just limited to finding the expectation of the geometric distribution, we can find the variance too.
Sharpen your pencil
Let’s see if we can find an expression for the variance of the geometric distribution in the same way that we did for the expectation. Complete the table below. What do you notice?
Note
Remember, the variance is given by E(X2) - E2(X).

	x
	P(X = x)
	x2P(X = x)
	x2P(X ≤ x)

	1
	0.2
	 	 
	2
	0.8 × 0.2 = 0.16
	 	 
	3
	0.82 × 0.2 = 0.128
	 	 
	4
	0.83 × 0.2 = 0.1024
	 	 
	5
	0.84 × 0.2 = 0.08192
	 	 
	6
	0.85 × 0.2 = 0.065536
	 	 
	7
	0.86 × 0.2 = 0.0524288
	 	 
	8
	0.87 × 0.2 = 0.04194304
	 	 
	9
	0.88 × 0.2 = 0.033554432
	 	 
	10
	0.89 × 0.2 = 0.0268435456
	 	 



Sharpen your pencil Solution
Let’s see if we can find an expression for the variance of the geometric distribution in the same way that we did for the expectation. Complete the table below. What do you notice?
	x
	P(X = x)
	x2P(X = x)
	x2P(X ≤ x)

	1
	0.2
	0.2
	0.2

	2
	0.8 × 0.2 = 0.16
	0.64
	0.84

	3
	0.82 × 0.2 = 0.128
	1.152
	1.992

	4
	0.83 × 0.2 = 0.1024
	1.6384
	3.6304

	5
	0.84 × 0.2 = 0.08192
	2.048
	5.6784

	6
	0.85 × 0.2 = 0.065536
	2.359296
	8.037696

	7
	0.86 × 0.2 = 0.0524288
	2.5690112
	10.6067072

	8
	0.87 × 0.2 = 0.04194304
	2.68435456
	13.29106176

	9
	0.88 × 0.2 = 0.033554432
	2.717908992
	16.00897075

	10
	0.89 × 0.2 = 0.0268435456
	2.68435456
	18.69332531



This time x2P(X = x) increases until x reaches 10. When x reaches 10 it starts to go down again.
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That’s right.
x2P(X = x) gets larger and larger up until a certain point, and then it starts decreasing again. Eventually it becomes very close to 0.
[image: image with no caption]


Finding the variance for our distribution



So how does this help us find the variance of the number of trials it takes Chad to make a successful run down the slopes?
We find the variance of a probability distribution by calculating
Var(X) = E(X2) – E2(X)
This means that we calculate Σx2P(X = x), and then subtract E(X) squared. By graphing the resulting values against the values of x, you can see the pattern of Var(X) as x increases. Here’s the graph of x2P(X ≤ x) - E2(X)
[image: image with no caption]

As x gets larger, the value of x2P(X ≤ x) – E2(X) gets closer and closer to a particular value, this time 20.
As with the expectation, we can generalize this. If X ~ Geo(p) then
[image: image with no caption]
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A quick guide to the geometric distribution
Here’s a quick summary of everything you could possibly need to know about the Geometric distribution
When do I use it?
Use the Geometric distribution if you’re running independent trials, each one can have a success or failure, and you’re interested in how many trials are needed to get the first successful outcome
How do I calculate probabilities?
Use the following handy formulae. p is the probability of success in a trial, q = 1 - p, and X is the number of trials needed in order to get the first successful outcome. We say X ~ Geo(p).
	P(X = r) = p qr - 1

Note
The probability of the first success being in the r’th trial

	P(X > r) = qr

Note
The probability you’ll need more than r trials to get your first success

	P(X ≤ r) = 1 - qr

Note
The probability you’ll need r trials or less to get your first success




What about the expectation and variance?
Just use the following
	E(X) = 1/p
	Var(X) = q/p2




There are no Dumb Questions
	Q:
	Q: Can I trust these formulae? Can I use them any time I need to find probabilities and expectations?

	A:
	A: You can use these shortcuts whenever you’re dealing with the geometric distribution, as they’re shortcuts for that probability distribution. If you’re dealing with a situation that can’t be modelled by the geometric distribution, don’t use these shortcuts.
Remember, the geometric distribution is used for situations where you’re running independent trials (so the probability stays the same for each one), each trial ends in either success or failure, and the thing you’re interested in is how many trials are needed to get the first successful outcome.

	Q:
	Q: What about if my circumstances are different? What if I have a fixed number of trials and I want to find the number of successful outcomes?

	A:
	A: You can’t use the geometric distribution to model this sort of situation, but don’t worry, there are other methods.

	Q:
	Q: Do I have to learn all of these shortcuts?

	A:
	A: If you have to deal with the geometric distribution, knowing the formulae will save you a lot of time. If you’re sitting for a statistics exam, check whether your exam syllabus covers it.

	Q:
	Q: Why does the distribution use the letters p and q?

	A:
	A: The letter p stands for probability. In this case, it’s the probability of getting a successful outcome in one trial.
The letter q is often used in statistics to represent 1 - p, or pI. You’ll see quite a lot of it through the rest of this chapter and the rest of the book.






BE the snowboarder
The probability that another snowboarder will make it down the slope without falling over is 0.4. Your job is to play like you’re the snowboarder and work out the following probabilities for your slope success.
	The probability that you will be successful on your second attempt, while failing on your first.

	The probability that you will be successful in 4 attempts or fewer.

	The probability that you will need more than 4 attempts to be successful.

	The number of attempts you expect you’ll need to make before being successful.

	The variance of the number of attempts.




BE the snowboarder Solution
The probability that another snowboarder will make it down the slope without falling over is 0.4. Your job is to play like you’re the snowboarder and work out the following probabilities for your slope success.
Note
Let’s use X ~ Geo(0.4), where X is the number of trials needed by this second snowboarder to make a clean run down the slope.

	The probability that you will be successful on your second attempt, while failing on your first.
	P(X = 2)
	= p x q

	 	= 0.4 x 0.6

	 	= 0.24




	The probability that you will be successful in 4 attempts or fewer.
	P(X ≤ 4)
	= 1 - q4

	 	= 1 - 0.64

	 	= 1 - 0.1296

	 	= 0.8704




	The probability that you will need more than 4 attempts to be successful.
	P(X > 4)
	= q4

	 	= 0.64

	 	= 0.1296



Note
Or you could have found this by using P(X > 4) = 1 - P(X ≤ 4) = 1 - 0.8704 = 0.1296


	The number of attempts you expect you’ll need to make before being successful.
	E(X)
	= 1/p

	 	= 1/0.4

	 	= 2.5




	The variance of the number of attempts.
	Var(X)
	= q/p2

	 	= 0.6/0.42

	 	= 0.6/0.16

	 	= 3.75








You’ve mastered the geometric distribution



[image: image with no caption]

Thanks to your skills with the geometric distribution, Chad not only knows the probability of him making a clear run down the slopes after any number of tries, but also how many times he can expect it to take to get down the hill successfully, and how much variability there is.
With an expectation of 5 tries to make it down the slopes, and a variance of 20, he feels much more confident he can impress the ladies without serious bodily harm.
Now let’s move on to...
[image: image with no caption]
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Sharpen your pencil
Here are the questions for Round One. The questions are all about the game show host. Put a check mark next to the correct answer.
[image: image with no caption]


There are no Dumb Questions
	Q:
	Q: What’s a quiz show doing in the middle of my chapter? I thought we were talking about probability distributions.

	A:
	A: We still are. This situation is ideal for another sort of probability distribution. Keep reading and everything will become clear.

	Q:
	Q: I don’t know the answers to these questions. What should I do?

	A:
	A: If you don’t know the answers you’ll have to answer them at random. Give it your best shot - you might win a swivel chair.







Should you play, or walk away?



It’s unlikely you’ll know the game show host well enough to answer these questions, so let’s see if we can find the probability distribution for the number of questions you’ll get correct if you choose answers at random. That should help you decide whether or not to play on.
Here’s a probability tree for the three questions:
[image: image with no caption]

Sharpen your pencil
What are the probabilities for this problem? What sort of pattern can you see? We’re using X to represent the number of questions you get correct out of three.
	x
	P(X = x)
	Power of 0.75
	Power of 0.25

	0
	0.753
	3
	0

	1
	 	 	 
	2
	 	 	 
	3
	 	 	 



Sharpen your pencil Solution
What are the probabilities for this problem? What sort of pattern can you see? We’re using X to represent the number of questions you get correct out of three.
	x
	P(X = x)
	Power of 0.75
	Power of 0.25

	0
	0.753 = .422
	3
	0

	1
	3 x 0.752 x 0.25 = .422
	2
	1

	2
	3 x 0.75 x 0.252 = .141
	1
	2

	3
	0.253 = .015
	0
	3



Note
There are 3 different ways you can get one question right, and all of them have a probability of 0.752 x 0.25.

[image: image with no caption]
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Brain Power
Think back to when you looked at permutations and combinations in Chapter 6. How do you think they might help you with this sort of problem?


Generalizing the probability for three questions



So far we’ve looked at the probability distribution of X, the number of questions we answer correctly out of three.
Just as with the geometric distribution, there seems to be a pattern in the way the probabilities are formed. Each probability contains different powers of 0.75 and 0.25. As x increases, the power of 0.75 decreases while the power of 0.25 increases.
In general, P(X = r) is given by:
[image: image with no caption]

In other words, to find the probability of getting exactly r questions right, we calculate 0.25r, multiply it by 0.753-r, and then multiply the whole lot by some number. But what?
What’s the missing number?



For each probability, we need to answer a certain number of questions correctly, and there are different ways of achieving this. As an example, there are three different ways of answering exactly one question correctly out of three questions. Another way of looking at this is that there are 3 different combinations.
Just to remind you, a combination nCr is the number of ways of choosing r objects from n, without needing to know the exact order. This is exactly the situation we have here. We need to choose r correct questions from 3.
Note
We covered this back in Chapter 6; look back if you need a reminder.

This means that the probability of getting r questions correct out of 3 is given by
P(X = r) = 3Cr × 0.25r × 0.753 - r
So, by this formula, the probability of getting 1 question correct is:
	P(X = r)
	= 3C1 × 0.25 × 0.753 - 1

	 	= 3!/(3-1)! × 0.25 × 0.5625

	 	= 6/2 × 0.0625 × 0.75

	 	=0.422



Note
This is the same result we got using our chart on the previous page.

[image: image with no caption]

Sharpen your pencil Solution
Here are the questions for Round One. The questions are all about the game show host.
[image: image with no caption]
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Sharpen your pencil
Here are the questions for Round Two. The questions are all about the game show host.
[image: image with no caption]


It looks like these questions are just as obscure as the ones in the previous round, so you’ll have to answer questions at random again.
Let’s see if we can work out the probability distribution for this new set of questions.


Let’s generalize the probability further



So far you’ve seen that the probability of getting r questions correct out of 3 is given by
P(X = r) = 3Cr × 0.25r × 0.753 - r
where the probability of answering a question correctly is 0.25, and the probability of answering incorrectly is 0.75.
The next round of Who Wants To Win A Swivel Chair has 5 questions instead of 3. Rather than rework this probability for 5 questions, let’s rework it for n questions instead. That way we’ll be able to use the same formula for every round of Who Wants To Win A Swivel Chair.
So what’s the formula for the probability of getting r questions right out of n? It’s actually
P(X = r) = nCr × 0.25r × 0.75n - r
Note
Just replace the 3 with n.

[image: image with no caption]

Yes, we can generalize this further.
Imagine the probability of getting a question right is given by p, and the probability of getting a question wrong is given by 1 – p, or q. The probability of getting r questions right out of n is given by
P(X = r) = nCr × pr × qn - r
This sort of problem is called the binomial distribution. Let’s take a closer look.
Binomial Distribution Up Close
Guessing the answers to the questions on Who Wants To Win A Swivel Chair is an example of the binomial distribution. The binomial distribution covers situations where
	You’re running a series of independent trials.
Note
These two are like the Geometric distribution.


	There can be either a success or failure for each trial, and the probability of success is the same for each trial.

	There are a finite number of trials.
Note
This is different.




Just like the geometric distribution, you’re running a series of independent trials, and each one can result in success or failure. The difference is that this time you’re interested in the number of successes.
Let’s use the variable X to represent the number of successful outcomes out of n trials. To find the probability there are r successes, use:
	P(X = r) = nCr pr qn - r
	where
	[image: ]



p is the probability of a successful outcome in each trial, and n is the number of trials. We can write this as
X ~ B(n, p)
The exact shape of the binomial distribution varies according to the values of n and p. The closer to 0.5 p is, the more symmetrical the shape becomes. In general it is skewed to the right when p is below 0.5, and skewed to the left when p is greater than 0.5.
[image: image with no caption]



What’s the expectation and variance?



So far we’ve looked at how to use the binomial distribution to find basic probabilities, which allows us to calculate the probability of getting a certain number of questions correct. But how many questions can we actually expect to get right if we choose the answers at random? That will help you better decide whether we should answer the next round of questions.
Let’s see if we can find a general expression for the expectation and variance. We’ll start by working out the expectation and variance for a single trial, and then see if we can extend it to n independent trials.
Let’s look at one trial



Suppose we conduct just one trial. Each trial can only result in success or failure, so in one trial, it’s possible to have 0 or 1 successes. If X ~ B(1, p), the probability of 1 success is p, and the probability of 0 successes is q.
Note
This is the probability distribution of X where X ~ B(1, p).

	x
	0
	1

	P(X = x)
	q
	p



We can use this to find the expectation and variance of X. Let’s start with the expectation.
	E(X)
	= 0q + 1p

	 	= p



[image: image with no caption]

So for a single trial, E(X) = p and Var(X) = pq. But what if there are n trials?
Brain Power
In general, what happens to the expectation and variance when there are n independent observations? How can this help us now?

Pool Puzzle
Let’s see if you can derive the expectation and variance for Y ~ B(n, p). Your job is to take elements from the pool and place them into the blank lines of the calculations. You may not use the same element more than once, and you won’t need to use all the elements.
	E(X)
	= E(X1) + E(X2) + ... + E(Xn)

	 	= ___________E(Xi)

	 	= ___________



	Var(X)
	= Var(X1) + Var(X2) + ... + Var(Xn)

	 	= ___________Var(Xi)

	 	= ___________



Hint: Each Xi is a separate trial. E(Xi) = p, and Var(Xi) = pq
You need to find the expectation and variance of n independent trials.
Note: each element in the pool can only be used once!
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Pool Puzzle Solution
Let’s see if you can derive the expectation and variance for Y ~ B(n, p). Your job is to take elements from the pool and place them into the blank lines of the calculations. You may not use the same element more than once, and you won’t need to use all the elements.
Hint: Each Xi is a separate trial. E(Xi) = p, and Var(Xi) = pq
You need to find the expectation and variance of n independent trials.
[image: image with no caption]
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Binomial expectation and variance



Let’s summarize what we just did. First of all, we took at one trial, where the probability of success is p, and where the distribution is binomial. Using this, we found the expectation and variance of a single trial.
We then considered n independent trials, and used shortcuts to find the expectation and variance of n trials. We found that if X ~ B(n, p),
[image: image with no caption]

This is useful to know as it gives us a quick way of finding the expectation and variance of any probability distribution, without us having to work out lots of individual probabilities.
There are no Dumb Questions
	Q:
	Q: The geometric distribution and the binomial distribution seem similar. What’s the difference between them? Which one should I use when?

	A:
	A: The geometric and binomial distributions do have some things in common. Both of them deal with independent trials, and each trial can result in success or failure. The difference between them lies in what you actually need to find out, and this dictates which probability distribution you need to use.
If you have a fixed number of trials and you want to know the probability of getting a certain number of successes, you need to use the binomial distribution. You can also use this to find out how many successes you can expect to have in your n trials.
If you’re interested in how many trials you’ll need before you have your first success, then you need to use the geometric distribution instead.

	Q:
	Q: The geometric distribution has a mode. Does the binomial distribution?

	A:
	A: Yes, it does. The mode of a probability distribution is the value with the highest probability. If p is 0.5 and n is even, the mode is np. If p is 0.5 and n is odd it has two modes, the two values either side of np. For other values of n and p, finding the mode is a matter of trial and error, but it’s generally fairly close to np.

	Q:
	Q: So for both the geometric and the binomial distributions you run a series of trials. Does the probability of success have to be the same for each trial?

	A:
	A: In order for the geometric or binomial distribution to be applicable, the probability of success in each trial must be the same. If it’s not, then neither the geometric nor binomial distribution is appropriate.

	Q:
	Q: I’ve tried calculating E(X) and it’s not a value that’s in the probability distribution. Did I do something wrong?

	A:
	A: When you calculate E(X), the result may not be a possible value in your probability distribution. It may not be a value that can actually occur. If you get a result like this, it doesn’t mean that you’ve made a mistake, so don’t worry.

	Q:
	Q: Are there any other sorts of probability distribution?

	A:
	A: Yes, there are. Keep reading and you’ll find out more.






Your quick guide to the binomial distribution
Here’s a quick summary of everything you could possibly need to know about the binomial distribution
When do I use it?
Use the binomial distribution if you’re running a fixed number of independent trials, each one can have a success or failure, and you’re interested in the number of successes or failures
How do I calculate probabilities?
Use
	P(X = r) = nCr pr qn - r
	[image: ]



where p is the probability of success in a trial, q = 1 - p, n is the number of trials, and X is the number of successes in the n trials.
What about the expectation and variance?
	E(X) = np
	Var(X) = npq




Exercise Solution
In the latest round of Who Wants To Win A Swivel Chair, there are 5 questions. The probability of getting a successful outcome in a single trial is 0.25
	What’s the probability of getting exactly two questions right?

	What’s the probability of getting exactly three questions right?

	What’s the probability of getting two or three questions right?

	What’s the probability of getting no questions right?

	What are the expectation and variance?




Exercise Solution
In the latest round of Who Wants To Win A Swivel Chair, there are 5 questions. The probability of getting a successful outcome in a single trial is 0.25
	What’s the probability of getting exactly two questions right?
If X represents the number of questions answered correctly, then X ~ B(n, p)
[image: image with no caption]


	What’s the probability of getting exactly three questions right?
[image: image with no caption]


	What’s the probability of getting two or three questions right?
	P(X = 2 or X = 3)
	= P(X = 2) + P(X = 3)

	 	= 0.264 + 0.0879

	 	= 0.3519




	What’s the probability of getting no questions right?
	P(X = 0)
	= 0.755

	 	= 0.237




	What are the expectation and variance?
	E(X)
	= np
	Var(X)
	= npq

	 	= 5 x 0.25
	 	= 5 x 0.25 x 0.75

	 	= 1.25
	 	= 0.9375
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Sharpen your pencil Solution
Here are the questions for Round Two. The questions are all about the game show host.
[image: image with no caption]
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The Statsville Cinema has a problem



[image: image with no caption]

It’s a fact of life that cinemagoers like popcorn.
The trouble is that the popcorn machine at the Statsville Cinema keeps breaking down, and the customers aren’t happy.
The cinema has a big promotion on next week, and the cinema manager needs everything to be perfect. He doesn’t want the popcorn machine to break down during the week, or people won’t come back.
The mean number of popcorn machine malfunctions per week, or rate of malfunctions, is 3.4. What’s the probability that it won’t break down at all next week?
If they expect the machine to break down more than a few times next week, the Statsville Cinema will buy a new popcorn machine, but if not, they’ll stick with the current one and run the risk of a breakdown.
It’s a different sort of distribution



This is a different sort of problem from the ones we’ve encountered so far.
This time there’s no series of attempts or trials. Instead, we have a situation where we know the rate at which malfunctions happen, and where malfunctions occur at random.

So how do we find probabilities?



The trouble with this sort of problem is that while we know the mean number of popcorn machine malfunctions per week, the actual number of breakdowns varies each week. On the whole we can expect 3 or 4 malfunctions per week, but in a bad week there’ll be far more, and in a good week there might be none at all.
We need to find the probability that the popcorn machine won’t break down next week.
Sound difficult? Don’t worry, there’s a probability distribution that’s designed for just this sort of situation. It’s called the Poisson distribution.
Poisson Distribution Up Close
The Poisson distribution covers situations where:
	Individual events occur at random and independently in a given interval. This can be an interval of time or space—for example, during a week, or per mile.

	You know the mean number of occurrences in the interval or the rate of occurrences, and it’s finite. The mean number of occurrences is normally represented by the Greek letter λ (lambda).



Let’s use the variable X to represent the number of occurrences in the given interval, for instance the number of breakdowns in a week. If X follows a Poisson distribution with a mean of λ occurrences per interval or rate, we write this as:
X ~ Po(λ)
We’re not going to derive it here, but to find the probability that there are r occurrences in a specific interval, use the formula:
The formula for the probability uses the exponential function ex, where x is some number. It’s a standard function available on most calculators, so even though the formula might look daunting at first, it’s actually quite straightforward to use in practice.
As an example, if X ~ Po(2)
[image: image with no caption]

So if X follows a Poisson distribution, what’s its expectation and variance? It’s easier than you might think...



Expectation and variance for the Poisson distribution



Finding the expectation and variance for the Poisson distribution is a lot easier than finding it for other distributions.
If X ~ Po(λ), E(X) is the number of occurrences we can expect to have in a given intervals, so for the popcorn machine, it’s the number of breakdowns we can expect to have in a typical week. In other words, E(X) is the mean number of occurrences in the given interval.
Now, if X ~ Po(λ), then the mean number of occurrences is given by λ. In other words, E(X) is equal to λ, the parameter that defines our Poisson distribution.
To make things even simpler, the variance of the Poisson distribution is also given by λ, so if X ~ Po(λ),
	E(X) = λ
	Var(X) = λ



[image: image with no caption]

In other words, if you’re given a Poisson distribution Po(λ), you don’t have to calculate anything at all to find the expectation and variance. It’s the parameter of the Poisson distribution itself.
What does the Poisson distribution look like?



The shape of the Poisson distribution varies depending on the value of λ. If λ is small, then the distribution is skewed to the right, but it becomes more symmetrical as λ gets larger.
If λ is an integer, then there are two modes, λ and λ - 1. If λ is not an integer, then the mode is λ.
[image: image with no caption]

BE the popcorn machine
Your job is to play like you’re the popcorn machine and say what the probability is of you malfunctioning a particular number of times next week. Remember, the mean number of times you break down in a week is 3.4.
	What’s the probability of the machine not malfunctioning next week?

	What’s the probability of the machine malfunctioning three times next week?

	What’s the expectation and variance of the machine malfunctions?




BE the popcorn machine Solution
Your job is to play like you’re the popcorn machine and say what the probability is of you malfunctioning a particular number of times next week. Remember, the mean number of times you break down in a week is 3.4.
Let’s use X to represent the number of times the popcorn machine malfunctions in a week. We have
X ~ Po(3.4)
	What’s the probability of the machine not malfunctioning next week?
If there are no malfunctions, then X must be 0.
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	What’s the probability of the machine malfunctioning three times next week?
[image: image with no caption]


	What’s the expectation and variance of the machine malfunctions?
	E(X)
	= λ
	Var(X)
	= λ

	 	= 3.4
	 	= 3.4







[image: image with no caption]

There are no Dumb Questions
	Q:
	Q: How come we use λ to represent the mean for the Poisson distribution? Why not use μ like we do elsewhere?

	A:
	A: We use λ because for the Poisson distribution, the parameter of the distribution, expectation and variance are all the same. It’s a way of making sure we keep everything neutral.

	Q:
	Q: Where does the formula for the Poisson distribution come from?

	A:
	A: It can actually be derived from the other distributions, but the mathematics are quite involved. In practice it’s best to just accept the formula, and remember the situations in which it’s useful.

	Q:
	Q: What’s the difference between the Poisson distribution and the other probability distributions?

	A:
	A: The key difference is that the Poisson distribution doesn’t involve a series of trials. Instead, it models the number of occurrences in a particular interval.

	Q:
	Q: Does λ have to be an integer?

	A:
	A: Not at all. λ can be any non-negative number. It can’t be negative as it’s the mean number of occurrences in an interval, and it doesn’t make sense to have a negative number of occurrences.

	Q:
	Q: What’s that “e” in the formula all about?

	A:
	A: e is a constant in mathematics that stands for the number 2.718. So you can substitute in 2.718 for e in the formula for calculating Poisson probabilities.
The constant e is used frequently in calculus, and it also has many other applications in everything from calculating compound interest to advanced probability theory. Further discussion of e is outside the scope of this book, though.

	Q:
	Q: I keep getting the wrong answer when I try to calculate probabilities using the Poisson distribution. Where am I going wrong?

	A:
	A: There are two main areas where it’s easy to trip up. The first thing is to make sure you’re using the right formula. It’s easy to get the r and the λ mixed up, so make sure you’ve got them the right way round.
The second thing is to make sure you’re using the ex function correctly on your calculator. One way of doing this is to leave the e-λ calculation until the end. Calculate everything else first, then multiply by e-λ.






[image: image with no caption]

The Statsville Cinema has another problem.
It’s not just the popcorn machine that keeps breaking down, now the drinks machine has begun malfunctioning too. The mean number of breakdowns per week of the drinks machine is 2.3.
The cinema manager can’t afford for anything to go wrong next week when the promotion is on. What’s the probability that there will be no breakdowns next week, either with the popcorn machine nor the drinks machine?
Brain Power
What’s the probability distribution of the drinks machine? How can we find the probability that neither the popcorn machine nor the drinks machine go wrong next week?



So what’s the probability distribution?



Let’s take a closer look at this situation.
We have two machines, a popcorn machine and a drinks machine, and we know the mean number of breakdowns of each machine in a week. We want to find the probability that there will be no breakdowns next week.
Here are the distributions of the two machines:
[image: image with no caption]

If X represents the number of breakdowns of the popcorn machine and Y represents the number of breakdowns of the drinks machine, then both X and Y follow Poisson distributions. What’s more, X and Y are independent. In other words, the popcorn machine breaking down has no impact on the probability that the drinks machine will malfunction, and the drinks machine breaking down has no impact on the probability that the popcorn machine will malfunction.
We need to find the probability that the total number of malfunctions next week is 0. In other words, we need to find
P(X + Y = 0)
Brain Power
Think back to the chapter on probabilities. If X and Y are independent variables, how can we find probabilities for X + Y?


Combine Poisson variables



You saw in previous chapters that if X and Y are independent random variables, then
P(X + Y) = P(X) + P(Y)
E(X + Y) = E(X) + E(Y)
This means that if X ~ Po(λx) and Y ~ Po(λy),
X + Y ~ Po(λx + λy)
This means that if X and Y both follow Poisson distributions, then so does X + Y. In other words, we can use our knowledge of the way both X and Y are distributed to find probabilities for X + Y.
Sharpen your pencil
If X is the number of times the popcorn machine malfunctions and Y is the number of times the drinks machine malfunctions, then X ~ Po(3.4) and Y ~ Po(2.3).
	What’s the distribution of X + Y?

	Once you’ve found how X + Y is distributed, you can use it to find probabilities. What’s P(X + Y = 0)?




Sharpen your pencil Solution
If X is the number of times the popcorn machine malfunctions and Y is the number of times the drinks machine malfunctions, then X ~ Po(3.4) and Y ~ Po(2.3).
	What’s the distribution of X + Y?
	λx + λy
	= 3.4 + 2.3

	 	= 5.7

	X + Y
	~ Po(5.7)




	Once you’ve found how X + Y is distributed, you can use it to find probabilities. What’s P(X + Y = 0)?
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There are no Dumb Questions
	Q:
	Q: Does that mean that the probability and expectation shortcuts we saw earlier in the book work for the Poisson distribution too?

	A:
	A: Yes they do. X and Y are independent random variables, because the popcorn machine malfunctioning does not affect the probability that the drinks machine will malfunction, and vice versa. This means that we can use all of the shortcuts that apply to independent variables.

	Q:
	Q: Why does X + Y follow a Poisson distribution?

	A:
	A: X + Y follows a Poisson distribution because both X and Y are independent, and they both follow a Poisson distribution.
Both the popcorn machine and drinks machine each malfunction at random but at a mean rate. This means that together they also breakdown at random and at a mean rate. Together, they still meet the criteria for the Poisson distribution.

	Q:
	Q: So can we use the distribution of X + Y in the same we would any other Poisson distribution?

	A:
	A: Yes, we use it in exactly the same way, so once you know what the parameter λ is, you can use it to find probabilities.






Five Minute Mystery
The Case of the Broken Cookies
Kate works at the Statsville cookie factory, and her job is to make sure that boxes of cookies meet the factory’s strict rules on quality control.
Kate know that the probability that a cookie is broken is 0.1, and her boss has asked her to find the probability that there will be 15 broken cookies in a box of 100 cookies. “It’s easy,” he says. “Just use the binomial distribution where n is 100, and p is 0.1.”
Kate picks up her calculator, but when she tries to calculate 100!, her calculator displays an error because the number is too big. “Well,” says her boss, “you’ll just have to calculate it manually. But I’m going home now, so have a nice night.”
Kate stares at her calculator, wondering what to do. Then she smiles. “Maybe I can leave early tonight, after all.”
Within a minute, Kate’s calculated the probability. She’s managed to find the probability and has managed to avoid calculating 100! altogether. She picks up her coat and walks out the door.
How did Kate find the probability so quickly, and avoid the error on her calculator?


The Poisson in disguise



The Poisson distribution has another use too. Under certain circumstances it can be used to approximate the binomial distribution.
[image: image with no caption]

Sometimes it’s simpler to use the Poisson distribution than the binomial.
As an example, imagine if you had to calculate a binomial probability where n is 3000. At some point you’d need to calculate 3000!, which would be difficult even with a good calculator. Because of this, it’s useful to know when you can use the Poisson distribution to accurately approximate the answer instead.
So under what circumstances can we use this, and how?
Imagine we have a variable X where X ~ B(n, p). We want to find a set of circumstances where B(n, p) is similar to Po(λ).
Let’s start off by looking at the expectation and variance of the two distributions. We want to find the circumstances in which the expectation and variance of the Poisson distribution are like those of the Binomial distribution. In other words, we want
[image: image with no caption]

np and npq are close to each other if q is close to 1 and n is large. In other words:
	X ~ B(n, p) can be approximated by X ~ Po(np) if n is large and p is small



The approximation is typically very close if n is larger than 50, and p is less than 0.1.
Exercise
A student needs to take an exam, but hasn’t done any revision for it. He needs to guess the answer to each question, and the probability of getting a question right is 0.05. There are 50 questions on the exam paper. What’s the probability he’ll get 5 questions right? Use the Poisson approximation to the binomial distribution to find out.

There are no Dumb Questions
	Q:
	Q: Why would I ever want to use the Poisson distribution to approximate the binomial distribution?

	A:
	A: When n is very large, it can be difficult to calculate nCr. Some calculators run out of memory, and the results can be so large they’re just unwieldy. Using the Poisson distribution in this way is a way round this sort of problem.

	Q:
	Q: So when can I use this approximation?

	A:
	A: You can use it when n is large (say over 50) and p is small (say less than 0.1). When this is the case, the binomial distribution and the Poisson distribution are approximately the same.

	Q:
	Q: Why do we use np as the parameter for the Poisson distribution?

	A:
	A: The Poisson distribution takes one parameter, λ, and E(X) = λ. This means that if we have use the Poisson approximation of the binomial distribution, we can substitute in the expectation of the binomial distribution, np.






Exercise Solution
A student needs to take an exam, but hasn’t done any revision for it. He needs to guess the answer to each question, and the probability of getting a question right is 0.05. There are 50 questions on the exam paper. What’s the probability he’ll get 5 questions right? Use the Poisson approximation to the binomial distribution to find out.
Let’s use X to represent the number of questions the student gets right. In this problem, n = 50 and p = 0.05, np = 2.5. This means we can use X ~ Po(2.5) to approximate the probability.
[image: image with no caption]


Five Minute Mystery Solved
Solved: The Case of the Broken Cookies
How did Kate find the probability so quickly, and avoid the Out of Memory error on her calculator?
Kate spotted that even though she needed to use the binomial distribution, her values of n and p were such that she could approximate the probability using the Poisson distribution instead.
A lot of calculators can’t cope with high factorials, and this can sometimes make the binomial distribution unwieldy. Knowing how to approximate it with the Poisson distribution can sometimes save you quite a bit of time.


Anyone for popcorn?



You’ve covered a lot of ground in this chapter. You’ve built on your existing knowledge of probability and statistics by tackling three of the most important discrete probability distributions. Moreover, you’ve gained a deeper understanding of how probability distributions work and the sort of shortcuts you can make to save yourself time and produce reliable results, skills that will come in useful in the rest of the book.
So sit back and enjoy the popcorn — you’ve earned it.
[image: image with no caption]

Your quick guide to the Poisson distribution
Here’s a quick summary of everything you could possibly need to know about the Poisson distribution
When do I use it?
Use the Poisson distribution if you have independent events such as malfunctions occurring in a given interval, and you know λ, the mean number of occurrences in a given interval. You’re interested in the number of occurrences in one particular interval.
How do I calculate probabilities, and the expectation and variance?
Use
[image: image with no caption]

How do I combine independent random variables?
If X ~ Po(λx) and Y ~ Po(λy), then
X + Y ~ Po(λx + λy)
What connection does it have to the binomial distribution?
If X ~ B(n, p), where n is large and p is small, then X can be approximated using
X ~ Po(np)

Long Exercise
Here are some scenarios. Your job is to say which distribution each of them follows, say what the expectation and variance are, and find any required probabilities.
1. A man is bowling. The probability of him knocking all the pins over is 0.3. If he has 10 shots, what’s the probability he’ll knock all the pins over less than three times?
2. On average, 1 bus stops at a certain point every 15 minutes. What’s the probability that no buses will turn up in a single 15 minute interval?
3. 20% of cereal packets contain a free toy. What’s the probability you’ll need to open fewer than 4 cereal packets before finding your first toy?

Long Exercise Solution
Here are some scenarios. Your job is to say which distribution each of them follows, say what the expectation and variance are, and find any required probabilities.
1. A man is bowling. The probability of him knocking all the pins over is 0.3. If he has 10 shots, what’s the probability he’ll knock all the pins down less than three times?
If X is the number of times the man knocks all the pins over, then X ~ B(10, 0.3)
	E(X)
	= np
	Var(X)
	= npq

	 	= 10 x 0.3
	 	= 10 x 0.3 x 0.7

	 	= 3
	 	= 2.1



For a general probability, P(X = r) = nCr x pr x qn-r
	P(X = 0)
	= 10C0 x 0.30 x 0.710

	 	= 1 x 1 x 0.028

	 	= 0.028

	P(X = 1)
	= 10C1 x 0.31 x 0.79

	 	= 10 x 0.3 x 0.04035

	 	= 0.121

	P(X = 2)
	= 10C2 x 0.32 x 0.78

	 	= 45 x 0.09 x 0.0576

	 	= 0.233

	P(X < 3)
	= P(X = 0) + P(X = 1) + P(X = 2)

	 	= 0.028 + 0.121 + 0.233

	 	= 0.382



2. On average, 1 bus stops at a certain point every 15 minutes. What’s the probability that no buses will turn up in a single 15 minute interval?
If X is the number of buses that stop in a 15 minute interval, then X ~ Po(1)
	E(X)
	= λ
	Var(X)
	= λ

	 	= 1
	 	= 1
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3. 20% of cereal packets contain a free toy. What’s the probability you’ll need to open fewer than 4 cereal packets before finding your first toy?
If X is the number of cereal packets that need to be opened in order to find your first toy, then X ~ Geo(0.2)
	E(X)
	= 1/p
	Var(X)
	= q/p2

	 	= 1/0.2
	 	= 0.8/0.22

	 	= 5
	 	= 0.8/0.04

	 	 	 	= 20



For a general probability, P(X ≤ r) = 1 - qr
	P(X ≤ 3)
	= 1 - qr

	 	= 1 - 0.83

	 	= 1 - 0.512

	 	= 0.488




Bullet Points
	The geometric distribution applies when you run a series of independent trials, there can be either a success or failure for each trial, the probability of success is the same for each trial, and the main thing you’re interested in is how many trials are needed in order to get your first success.

	If the conditions are met for the geometric distribution, X is the number of trials needed to get the first successful outcome, and p is the probability of success in a trial, then
X ~ Geo(p)

	The following probabilities apply if X ~ Geo(p):
P(X = r) = pqr - 1
P(X > r) = qr
P(X ≤ r) = 1 - qr

	If X ~ Geo(p) then
E(X) = 1/p
Var(X) = q/p2

	The binomial distribution applies when you run a series of finite independent trials, there can be either a success or failure for each trial, the probability of success is the same for each trial, and the main thing you’re interested in is the number of successes in the n independent trials.

	If the conditions are met for the binomial distribution, X is the number of successful outcomes out of n trials, and p is the probability of success in a trial, then
X ~ B(n, p)

	If X ~ B(n, p), you can calculate probabilities using
P(X = r) = nCr pr qn - r
where
[image: image with no caption]


	If X ~ B(n, p), then
E(X) = np
Var(X) = npq

	The Poisson distribution applies when individual events occur at random and independently in a given interval, you know the mean number of occurrences in the interval or the rate of occurrences and this is finite, and you want to know the number of occurrences in a given interval.

	If the conditions are met for the Poisson distribution, X is the number of occurrences in a particular interval, and λ is the rate of occurrences, then
X ~ Po(λ)

	If X ~ Po(λ) then
[image: image with no caption]

E(X) = λ
Var(X) = λ

	If X ~ Po(λx), Y ~ Po(λy) and X and Y are independent,
X + Y ~ Po(λx + λy)

	If X ~ B(n, p) where n is large and p is small, you can approximate it with X ~ Po(np).





Chapter 8. Using the Normal Distribution: Being Normal



[image: image with no caption]

Discrete probability distributions can’t handle every situation.
So far we’ve looked at probability distributions where we’ve been able to specify exact values, but this isn’t the case for every set of data. Some types of data just don’t fit the probability distributions we’ve encountered so far. In this chapter, we’ll take a look at how continuous probability distributions work, and introduce you to one of the most important probability distributions in town—the normal distribution.
Discrete data takes exact values...



So far we’ve looked at probability distributions where the data is discrete. By this we mean the data is composed of distinct numeric values, and we’re been able to calculate the probability of each of these values. As an example, when we looked at the probability distribution for the winnings on a slot machine, the possible amounts we could win on each game were very precise. We knew exactly what amounts of money we could win, and we knew we’d win one of them.
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If data is discrete, it’s numeric and can take only exact values. It’s often data that can be counted in some way, such as the number of gumballs in a gumball machine, the number of questions answered correctly in a game show, or the number of breakdowns in a particular period.
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... but not all numeric data is discrete



It’s not always possible to say what all the values should be in a set of data. Sometimes data covers a range, where any value within that range is possible. As an example, suppose you were asked to accurately measure pieces of string that are between 10 inches and 11 inches long. You could have measurements of 10 inches, 10.1 inches, 10.01 inches, and so on, as the length could be anything within that range.
Numeric data like this is called continuous. It’s frequently data that is measured in some way rather than counted, and a lot depends on the degree of precision you need to measure to.
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The type of data you have affects how you find probabilities.
So far we’ve only looked at probability distributions that deal with discrete data. Using these probability distributions, we’ve been able to find the probabilities of exact discrete values.
The problem is that a lot of real-world problems involve continuous data, and discrete probability distributions just don’t work with this sort of data. To find probabilities for continuous data, you need to know about continuous data and continuous probability distributions.
Meanwhile, someone has a problem...

What’s the delay?



Julie is a student, and her best friend keeps trying to get her fixed up on blind dates in the hope that she’ll find that special someone. The only trouble is that not many of her dates are punctual—or indeed turn up.
Julie hates waiting alone for her date to arrive, so she’s made herself a rule: if her date hasn’t turned up after 20 minutes, then she leaves.
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Here’s a sketch of the frequency showing the amount of time Julie spends waiting for her date to arrive:
[image: image with no caption]

Brain Power
We need to find probabilities for the amount of time Julie spends waiting for her date. Is the amount of time discrete or continuous? Why? How do you think we can go about finding probabilities?


We need a probability distribution for continuous data



We need to find the probability that Julie will have to wait for more than 5 minutes for her date to turn up. The trouble is, the amount of time Julie has to wait is continuous data, which means the probability distributions we’ve learned thus far don’t apply.
When we were dealing with discrete data, we were able to produce a specific probability distribution. We could do this by either showing the probability of each value in a table, or by specifying whether it followed a defined probability distribution, such as the binomial or Poisson distribution. By doing this, we were able to specify the probability of each possible value. As an example, when we found the probability distribution for the winnings per game for one of Fat Dan’s slot machines, we knew all of the possible values for the winnings and could calculate the probability of each one..
	x
	-1
	4
	9
	14
	19

Note
With discrete data, we could give the probability of each value.


	P(X = x)
	0.977
	0.008
	0.008
	0.006
	0.001



For continuous data, it’s a different matter. We can no longer give the probability of each value because it’s impossible to say what each of these precise values is. As an example, Julie’s date might turn up after 4 minutes, 4 minutes 10 seconds, or 4 minutes 10.5 seconds. Counting the number of possible options would be impossible. Instead, we need to focus on a particular level of accuracy and the probability of getting a range of values.
[image: image with no caption]


Probability density functions can be used for continuous data



We can describe the probability distribution of a continuous random variable using a probability density function.
A probability density function f(x) is a function that you can use to find the probabilities of a continuous variable across a range of values. It tells us what the shape of the probability distribution is.
Here’s a sketch of the probability density function for the amount of time Julie spends waiting for her date to turn up:
[image: image with no caption]

Can you see how it matches the shape of the frequency? This isn’t just a coincidence.
Probability is all about how likely things are to happen, and the frequency tells you how often values occur. The higher the relative frequency, the higher the probability of that value occurring. As the frequency for the amount of time Julie has to wait is constant across the 20 minute period, this means that the probability density function is constant too.
[image: image with no caption]


Probability = area



For continuous random variables, probabilities are given by area. To find the probability of getting a particular range of values, we start off by sketching the probability density function. The probability of getting a particular range of values is given by the area under the line between those values.
As an example, we want to find the probability that Julie has to wait for between 5 and 20 minutes for her date to turn up. We can find this probability by sketching the probability density function, and then working out the area under it where x is between 5 and 20.
[image: image with no caption]

The total area under the line must be equal to 1, as the total area represents the total probability. This is because for any probability distribution, the total probability must be equal to 1, and, therefore, the area must be too.
[image: image with no caption]

Let’s use this to help us find the probability that Julie will need to wait for over 5 minutes for her date to arrive.
Brain Power
The total area under the line must be 1. What’s the value of f(x)?
Hint: It’s a constant value.




To calculate probability, start by finding f(x)...



Before we can find probabilities for Julie, we need to find f(x), the probability density function.
So far, we know that f(x) is a constant value, and we know that the total area under it must be equal to 1. If you look at the sketch of f(x), the area under it forms a rectangle where the width of the base is 20. If we can find the height of the rectangle, we’ll have the value of f(x).
[image: image with no caption]

We find the area of a rectangle by multiplying its width and height together. This means that
	1
	=
	20 × height

	height
	=
	1/20

	 	=
	0.05



This means that f(x) must be equal to 0.05, as that ensures the total area under it will be 1. In other words,
	f(x) = 0.05
	where x between 0 and 20



Here’s a sketch:
[image: image with no caption]

Now that we’ve found the probability density function, we can find P(X > 5).

... then find probability by finding the area



The area under the probability density line between 5 and 20 is a rectangle. This means that calculating the area of this rectangle will give us the probability P(X > 5).
	P(X > 5)
	=
	(20 – 5) × 0.05

	 	=
	0.75



Note
Area of rectangle = base x height.

So the probability that Julie will have to wait for more than 5 minutes is 0.75.
[image: image with no caption]

[image: image with no caption]

That doesn’t work for continuous probabilities.
For continuous probabilities, we have to find the probability by calculating the area under the probability density line.
We can’t add together the probability of getting each value within the range as there are an infinite number of values. It would take forever.
The only way we can find the probability for continuous probability distributions is to work out the area underneath the curve formed by the probability density function.
When dealing with continuous data, you calculate probabilities for a range of values.


There are no Dumb Questions
	Q:
	Q: So there’s a function called the probability density function. What’s probability density?

	A:
	A: Probability density tells you how high probabilities are across ranges, and it’s described by the probability density function. It’s very similar to frequency density, which we encountered back in Chapter 1. Probability density uses area to tell you about probabilities, and frequency density uses area to tell you about frequencies.

	Q:
	Q: So aren’t probability density and probability the same thing?

	A:
	A: Probability density gives you a means of finding probability, but it’s not the probability itself. The probability density function is the line on the graph, and the probability is given by the area underneath it for a specific range of values.

	Q:
	Q: I see, so if you have a chart showing a probability density function, you find the probability by looking at area, instead of reading it directly off the chart.

	A:
	A: Exactly. For continuous data, you need to find probability by calculating area. Reading probabilities directly off a chart only works for discrete probabilities.

	Q:
	Q: Doesn’t finding the probability get complicated if you have to calculate areas? I mean, what if the probability density function is a curve and not a straight line?

	A:
	A: It’s still possible to do it, but you need to use calculus, which is why we’re not expecting you to do that in this book. The key thing is that you see where the probabilities come from and how to interpret them.
If you’re really interested in working out probabilities using calculus, by all means, give it a go. We don’t want to hold you back.

	Q:
	Q: You’ve talked a lot about probability ranges. How do I find the probability of a precise value?

	A:
	A: When you’re dealing with continuous data, you’re really talking about acceptable degrees of accuracy, and you form a range based on these values. Let’s look at an example:
Suppose you wanted a piece of string that’s 10 inches long to the nearest inch. It would be tempting to say that you need a piece of string that’s exactly 10 inches long, but that’s not entirely accurate. What you’re really after is a piece of string that’s between 9.5 inches and 10.5 inches, as you want string that 10 inches in length to the nearest inch. In other words, you want to find the probability of the length being in the range 9.5 inches to 10.5 inches.

	Q:
	Q: But what if I want to find the probability of a precise single value?

	A:
	A: This may not sound intuitive at first, but it’s actually 0. What you’re really talking about is the probability that you have a precise value to an infinite number of decimal places.
If we go back to the string length example, what would happen if you needed a piece of string exactly 10 inches long? You would need to have a length of string measuring 10 inches long to the nearest atom and examined under a powerful microscope.
The probability of the string being precisely 10 inches long is virtually impossible.

	Q:
	Q: But I’m sure that degree of accuracy isn’t needed. Surely it would be enough to measure it to the nearest hundredth of an inch?

	A:
	A: Ah, but that brings us back to the degree of accuracy you need in order for the length to pass as 10 inches, rather than finding the probability of a value to an infinite degree of precision. You use your degree of accuracy to construct your range of acceptable measurements so that you can work out the probability.






BE the probability density function
A bunch of probability density functions have lost track of their probabilities. Your job is to play like you’re the probability density function and work out the probability between the specified ranges. Draw a sketch if you think that will help.
	f(x) = 0.05 where 0 < x < 20
Find P(X < 5)

	f(x) = 1 where 0 < x < 1
Find P(X < 0.5)

	f(x) = 1 where 0 < x < 1
Find P(X > 2)

	f(x) = 0.1 – 0.005x where 0 < x < 20
Find P(X > 5)




Be the Probability Density Function Solution
A bunch of probability density functions have lost track of their probabilities. Your job is to play like you’re the probability density function and work out the probability between the specified ranges. Draw a sketch if you think that will help.
	f(x) = 0.05 where 0 < x < 20
Find P(X < 5)
[image: image with no caption]


	f(x) = 1 where 0 < x < 1
Find P(X < 0.5)
[image: image with no caption]


	f(x) = 1 where 0 < x < 1
Find P(X > 2)
Note
The upper limit of x for this probability density function is 1, which means that it’s 0 above this.

[image: image with no caption]


	f(x) = 0.1 – 0.005x where 0 < x < 20
Find P(X > 5)
Note
When x = 5, f(x) = 0.075. This means we have to find the area of a right-angled triangle with height 0.075 and width 15.

[image: image with no caption]





Bullet Points
	Discrete data is composed of distinct numeric values.

	Continuous data covers a range, where any value within that range is possible. It’s frequently data that is measured in some way, rather than counted.

	Continuous probability distributions can be described with a probability density function.

	You find the probability for a range of values by calculating the area under the probability density function between those values. So to find P(a < X < b), you need to calculate the area under the probability density function between a and b.

	The total area under the probability density function must equal 1.





We’ve found the probability



So far, we’ve looked at how you can use probability density functions to find probabilities for continuous data. We’ve found that the probability that Julie will have to wait for more than 5 minutes for her date to turn up is 0.75.
[image: image with no caption]


Searching for a soul sole mate



As well as preferring men who are punctual, Julie has preconceived ideas about what the love of her like should be like.
[image: image with no caption]

Julie loves wearing high-heeled shoes, and the higher the heel, the happier she is. The only problem is that she insists that her dates should be taller than her when she’s wearing her most extreme set of heels, and she’s running out of suitable men.
Unfortunately, the last couple of times Julie was sent on a blind date, the guys fell short of her expectations. She’s wondering how many men out there are taller than her and what the probability is that her dates will be tall enough for her high standards.
So how can we work out the probability this time?

Male modelling



So far we’ve looked at very simple continuous distributions, but it’s unlikely these will model the heights of the men Julie might be dating. It’s likely we’ll have several men who are quite a bit shorter than average, a few really tall ones, and a lot of men somewhere in between. We can expect most of the men to be average height.
[image: image with no caption]

Given this pattern, the probability density of the height of the men is likely to look something like this.
[image: image with no caption]

This shape of distribution is actually fairly common and can be applied to lots of situations. It’s called the normal distribution.

The normal distribution is an “ideal” model for continuous data



The normal distribution is called normal because it’s seen as an ideal. It’s what you’d “normally” expect to see in real life for a lot of continuous data such as measurements.
The normal distribution is in the shape of a bell curve. The curve is symmetrical, with the highest probability density in the center of the curve. The probability density decreases the further away you get from the mean. Both the mean and median are at the center and have the highest probability density.
The normal distribution is defined by two parameters, μ and σ2. μ tells you where the center of the curve is, and σ gives you the spread. If a continuous random variable X follows a normal distribution with mean μ and standard deviation σ, this is generally written X ~ N(μ, σ2).
[image: image with no caption]

So what effect do μ and σ really have on the shape of the normal distribution?
We said that μ tells you where the center of the curve is, and σ2 indicates the spread of values. In practice, this means that as σ2 gets larger, the flatter and wider the normal curve becomes.
[image: image with no caption]

[image: image with no caption]

No matter how far you go out on the graph, the probability density never equals 0.
The probability density gets closer and closer to 0, but never quite reaches it. If you looked at the probability density curve a very long way from μ, you’d find that the curve just skims above 0.
Another way of looking at this is that events become more and more unlikely to occur, but there’s always a tiny chance they might.

So how do we find normal probabilities?



As with any other continuous probability distribution, you find probabilities by calculating the area under the curve of the distribution. The curve gives the probability density, and the probability is given by the area between particular ranges. If, for instance, you wanted to find the probability that a variable X lies between a and b, you’d need to find the area under the curve between points a and b.
[image: image with no caption]

Sound complicated? Don’t worry, it’s easier than you might think.
Working out the area under the normal curve would be difficult if you had to do it all by yourself, but fortunately you have a helping hand in the form of probability tables. All you need to do is work out the range of the area you want to find, and then look up the corresponding probability in the table.

Three steps to calculating normal probabilities



There are a few steps you need to take in order to find normal probabilities. We’ll guide you through the process, but for now here’s a roadmap of where we’re headed.
[image: image with no caption]


Step 1: Determine your distribution



The first thing we need to do is determine the distribution of the data.
Julie has been given the mean and standard deviation of the heights of eligible men in Statsville. The mean is 71 inches, and the variance is 20.25 inches. This means that if X represents the heights of the men, X ~ N(71, 20.25).
Note
This is shorthand for “The variable X follows a normal distribution, and has a mean of 71 and a variance of 20.25.”

[image: image with no caption]

We also need to know which range of values will give us the right probability area. In this case, we need to find the probability that Julie’s blind date will be sufficiently tall.
[image: image with no caption]

Julie is 64 inches tall, so we’ll find the probability that her date is taller. Here’s a sketch:
[image: image with no caption]


Step 2: Standardize to N(0, 1)



The next step is to standardize our variable X so that the mean becomes 0 and the standard deviation 1. This gives us a standardized normal variable Z where Z ~ N(0, 1).
[image: image with no caption]

Probability tables only give probabilities for N(0, 1).
Probability tables focus on giving the probabilities for N(0, 1) distributions, as it would be impossible to produce probability tables for every single normal distribution curve. There are an infinite number of possible values for μ and σ2, and as the normal curve uses these as parameters to indicate the center and spread of the curve, there are also an infinite number of possible normal distribution curves.
[image: image with no caption]

Being able to use a standard normal distribution means that we can use the same set of probability tables for all possible values of μ and σ2. There’s just one question—how do we convert out normal distribution into a standard form?
Brain Power
How do you think we might be able to standardize our normal distribution?


To standardize, first move the mean...



Let’s start off by transforming our normal distribution so that the mean becomes 0 rather than 71. To do this, we move the curve to the left by 71.
[image: image with no caption]

This gives us a new distribution of
X – 71 ~ N(0, 20.25)

... then squash the width



We also need to adjust the variance. To do this, we “squash” our distribution by dividing by the standard deviation. We know the variance is 20.25, so the standard deviation is 4.5.
Note
Recall that the standard deviation is the square root of the variance.

Doing this gives us [image: ]
or Z ~ N(0, 1) where
[image: image with no caption]

[image: image with no caption]

Look familiar? This is the standard score we encountered when we first looked at the standard deviation in Chapter 3. In general, you can find the standard score for any normal variable X using
[image: image with no caption]


Now find Z for the specific value you want to find probability for



So far we’ve looked at how our probability distribution can be standardized to get from X ~ N(μ, σ2) to Z ~ N(0, 1). What we’re most interested in is actual probabilities. What we need to do is take the range of values we want to find probabilities for, and find the standard score of the limit of this range. Then we can look up the probability for our standard score using normal probability tables.
In our situation, we want to find the probability that Julie’s date is taller than her. Since Julie is 64 inches tall, we need to find P(X > 64). The limit of this range is 64, so if we calculate the standard score z of 64, we’ll be able to use this to find our probability.
[image: image with no caption]

Let’s find the standard score of 64.
[image: image with no caption]

So -1.56 is the standard score of 64, using the mean and standard deviation of the men’s heights in Statsville.
Now that we have this, we can move onto the final step, using tables to look up the probability.
Vital Statistics: Standard Score
To find the standard score of a value, use
[image: image with no caption]


There are no Dumb Questions
	Q:
	Q: Is this the same standard score that we saw before?

	A:
	A: Yes it is. It has more uses than just the normal distribution, but it’s particularly useful here as it allows us to use standard normal probability tables.

	Q:
	Q: Is the probability for my standardized range really the same as for my original distribution? How does that work?

	A:
	A: The probabilities work out the same, but using the probability tables is a lot more convenient.
When we standardize our original normal distribution, everything keeps the same proportion. The overall area doesn’t grow or shrink, and as it’s area that gives the probability, the probability stays the same too.






Sharpen your pencil
It’s time to standardize. We’ll give you a distribution and value, and you have to tell us what the standard score is.
	N(10, 4), value 6

	N(6.3, 9), value 0.3

	N(2, 4). If the standard score is 0.5, what’s the value?

	The standard score of value 20 is 2. If the variance is 16, what’s the mean?




Sharpen your pencil Solution
It’s time to standardize. We’ll give you a distribution and value, and you have to tell us what the standard score is.
	N(10, 4), value 6
[image: image with no caption]


	N(6.3, 9), value 0.3
[image: image with no caption]


	N(2, 4). If the standard score is 0.5, what’s the value?
This is the reverse of previous problems. We’re given the standard score, and we have to find the original value. We can do this by substituting in the values we know, and finding x.
[image: image with no caption]


	The standard score of value 20 is 2. If the variance is 16, what’s the mean?
This is a similar problem to question 3. We have to substitute in the values we know to find μ.
[image: image with no caption]

[image: image with no caption]






Step 3: Look up the probability in your handy table



Now that we have a standard score, we can use probability tables to find our probability. Standard normal probability tables allow you to look up any value z, and then read off the corresponding probability P(Z < z).
Relax
We’ve put all the probability tables you need in Appendix B of the book.
Just flip to #1. Standard normal probabilities for the normal distribution tables you need to find probabilities in this chapter.

[image: image with no caption]

So how do you use probability tables?



Start off by calculating z to 2 decimal places. This is the value that you will need to look up in the table.
To look up the probability, you need to use the first column and the top row to find your value of z. The first column gives the value of z to 1 decimal place (without rounding), and the top row gives the second decimal place. The probability is where the two intersect.
As an example, if you wanted to find P(Z < –3.27), you’d find –3.2 in the first column, .07 in the top row, and read off a probability of 0.0005.
[image: image with no caption]



Julie’s probability is in the table



Let’s go back to our problem with Julie. We want to find P(Z > -1.56), so let’s look up -1.56 in the probability table and see what this gives us.
[image: image with no caption]

So, looking up the value of –1.56 in the probability table gives us a probability of 0.0594. In other words, P(Z < –1.56) = 0.0594. This means that
Note
The total probability is 1, so the total area under the curve is 1.

	P(Z > –1.56)
	=
	1 – P(Z < –1.56)

	 	=
	1 – 0.0594

	 	=
	0.9406



In other words, the probability that Julie’s date is taller than her is 0.9406.
[image: image with no caption]

Probability Tables Up Close
Probability tables allow you to look up the probability P(Z < z) where z is some value. The problem is you don’t always want to find this sort of probability; sometimes you want to find the probability that a continuous random variable is greater than z, or between two values. How can you use probability tables to find the probability you need?
The big trick is to find a way of using the probability tables to get to what you want, usually by finding a whole area and then subtracting what you don’t need.
[image: image with no caption]

Finding P(Z > z)
We can find probabilities of the form P(Z > z) using
Note
We’ve already used this to find the probability that Julie is taller than her date.

P(Z > z) = 1 – P(Z < z)
In other words, take the area where Z < z away from the total probability.
[image: image with no caption]

Finding P(a < Z < b)
Finding this sort of probability is slightly more complicated to calculate, but it’s still possible. You can calculate this sort of probability using
Note
You could use this to find the probability that the height of Julie’s date is within a particular range.

P(a < Z < b) = P(Z < b) – P(Z < a)
In other words, calculate P(Z < b), and take away the area for P(Z < a).
[image: image with no caption]


There are no Dumb Questions
	Q:
	 Q: I’ve heard of the term “Gaussian.” What’s that?

	A:
	A: Another name for the normal distribution is the Gaussian distribution. If you hear someone talking about a Gaussian distribution, they’re talking about the same thing as the normal distribution.

	Q:
	Q: Are all normal probability tables the same?

	A:
	A: All normal probability tables give the same probabilities for your values. However, there’s some variation between tables as to what’s actually covered by them.

	Q:
	Q: Variation? What do you mean?

	A:
	A: Some tables and exam boards use different degrees of accuracy in their probability tables. Also, some show the tables in a slightly different format, but still give the same information.

	Q:
	Q: So what should I do if I’m taking a statistics exam?

	A:
	A: First of all, check what format of probability table will be available to you while you’re sitting the exam. Then, see if you can get a copy.
Once you have a copy of the probability tables used by your exam board, spend time getting used to using them. That way you’ll be off to a flying start when the exam comes around.

	Q:
	Q: Finding the probability of a range looks kinda tricky. How do I do it?

	A:
	A: The big thing here is to think about how you can get the area you want using the probability tables. Probability tables generally only give probabilities in the form P(Z < z) where z is some value. The big trick, then, is to rewrite your probability only in these terms.
If you’re dealing with a probability in the form P(a < Z < b)—that is, some sort of range—you’ll have two probabilities to look up, one for P(Z < a) and the other for P(Z < b). Once you have these probabilities, subtract the smallest from the largest.

	Q:
	Q: Do continuous distributions have a mode? Can you find the mode of the normal distribution?

	A:
	A: Yes. The mode of a continuous probability distribution is the value where the probability density is highest. If you draw the probability density, it’s the value of the highest point of the curve.
If you look at the curve of the normal distribution, the highest point is in the middle. The mode of the normal distribution is μ.

	Q:
	Q: What about the median?

	A:
	A: The median of a continuous probability distribution is the value a where P(X < a) = 0.5. In other words, it’s the value that area of the probability density curve in half.
For the normal distribution, the median is also μ. The median and mode don’t get used much when we’re dealing with continuous probability distributions. Expectation and variance are more important.

	Q:
	Q: What’s a standard score?

	A:
	A: The standard score of a variable is what you get if you subtract its mean and divide by its standard deviation. It’s a way of standardizing normal distributions so that they are transformed into a N(0, 1) distribution, and that gives you a way of comparing them. Standard scores are useful when you’re dealing with the normal distribution because it means you can look up the probability of a range using standard normal probability tables.
The standard score of a particular value also describes how many standard deviations away from the mean the value is, which gives you an idea of its relative proximity to the mean.






Sharpen your pencil
It’s time to put your probability table skills to the test. See if you can solve the following probability problems.
	P(Z < 1.42)

	P(-0.15 < Z < 0.5)

	P(Z > z) = 0.1423. What’s z?




Sharpen your pencil Solution
It’s time to put your probability table skills to the challenge. See if you can solve the following probability problems.
	P(Z < 1.42)
We can find this probability by looking up 1.42 in the probability tables. This gives us
P(Z < 1.42) = 0.9222
[image: image with no caption]


	P(–0.15 < Z < 0.5)
For this one, look up P(Z < 0.5), and subtract P(Z < –0.15)
	P(–0.15 < Z < 0.5
	P(Z < 0.5) – P(Z < –0.15)

	 	= 0.6915 – 0.4404

	 	= 0.2511



[image: image with no caption]


	P(Z > z) = 0.1423. What’s z?
This is a slightly different problem. We’re given the probability, and need to find the value of z.
We know that P(Z > z) = 0.1423, which means that
	P(Z < z)
	= 1 – 0.1423

	 	= 0.8577



The next thing to do is find which value of z has a probability of 0.8577. Looking this up in the probability tables gives us
z = 1.07
so
P(Z > 1.07) = 0.1423
[image: image with no caption]





Exercise
[image: image with no caption]

Julie has a problem. When we calculated the probability of her date being taller than her, we failed to take her high heels into account. See if you can find the probability of Julie’s date being taller than her while she’s wearing shoes with 5 inch heels.
As a reminder, Julie is 64 inches tall and X ~ N(71, 20.25) where X is the height of men in Statsville.

Exercise Solution
Julie has a problem. When we calculated the probability of her date being taller than her, we failed to take her high heels into account. See if you can find the probability of Julie’s date being taller than her while she’s wearing shoes with 5 inch heels.
As a reminder, Julie is 64 inches tall and X ~ N(71, 20.25) where X is the height of men in Statsville.
When Julie is wearing 5 inch high heels, her height is 69 inches. We need to find P(X > 69).
We need to start by finding the standard score of 178 so that we can use probability tables to look up the probabilities.
[image: image with no caption]

Now we’ve found z, we need to find P(Z > z) i.e. P(Z > –0.44)
	P(Z > –0.44)
	= 1 – P(Z < –0.44)

	 	= 1 – 0.3300

	 	= 0.67



[image: image with no caption]

So the probability that Julie’s date is taler than her when she’s wearing shoes with a 5 inch heel is 0.67.

[image: image with no caption]

Five Minute Mystery
The Case of the Missing Parameters
Will at Manic Mango Games has a problem. He needs to give his boss the mean and standard deviation of the number of minutes people take to complete level one of their new game. This shouldn’t be difficult, but unfortunately a ferocious terrier has eaten the piece of paper he wrote them on.
Will only has three clues to help him.
First of all, Will knows that the number of minutes people spend playing level one follows a normal distribution.
Secondly, he knows that the probability of a player playing for less than 5 minutes is 0.0045.
Finally, the probability of someone taking less than 15 minutes to complete level one is 0.9641.
How can Will find the mean and standard deviation?

Five Minute Mystery Solution
The Case of the Missing Parameters: Solved
How can Will find the mean and standard deviation?
Will can use probability tables and standard scores to get expressions for the mean and standard deviation that he can then solve.
First of all, we know that P(X < 5) = 0.0045. From probability tables, P(X < z1) where z1 = -2.61, which means that the standard score of 5 is -2.61. If we put this into the standard score formula, we get
[image: image with no caption]

Similarly, P(X < 15) = 0.9641, which means that the standard score of 15 is 1.8. This gives us
[image: image with no caption]

This gives us two equations we can solve to find μ and σ.
[image: image with no caption]

If we subtract the first equation from the second, we get
	1.8σ + 2.61σ =
	15 – μ – 5 + μ

	4.41σ =
	10

	σ =
	2.27



If we then substitute this into the second equation, we get
	1.8 × 2.27
	= 15 – μ

	λ
	= 15 – 4.086

	 	= 10.914



In other words,
[image: image with no caption]



And they all lived happily ever after



Just as the odds predicted, Julie’s latest blind date was a success! Julie had to make sure her intended soulmate was compatible with her shoes, so she made sure she wore her highest heels to put him to the test. What’s more, he was already at the venue when she arrived, so she didn’t have to wait around.
[image: image with no caption]

But it doesn’t stop there.



Keep reading and we’ll show you more things you can do with the normal distribution. You’ve only just scratched the surface of what you can do.
Bullet Points
	The normal distribution forms the shape of a symmetrical bell curve. It’s defined using N(μ, σ2).

	To find normal probabilities, start by identifying the probability range you need. Then find the standard score for the limit of this range using
[image: ] where Z ~ N(0, 1).

	You find normal probabilities by looking up your standard score in probability tables. Probability tables give you the probability of getting this value or lower.






Chapter 9. Using the Normal Distribution ii: Beyond Normal



[image: image with no caption]

If only all probability distributions were normal.
Life can be so much simpler with the normal distribution. Why spend all your time working out individual probablities when you can look up entire ranges in one swoop, and still leave time for game play? In this chapter, you’ll see how to solve more complex problems in the blink of an eye, and you’ll also find out how to bring some of that normal goodness to other probability distributions.
Love is a roller coaster



The wedding market is big business nowadays, and Dexter has an idea for making that special day truly memorable. Why get married on the ground when you can get married on a roller coaster?
Dexter’s convinced there’s a lot of money to be made from his innovative Love Train ride, if only it passes the health and safety regulations.
[image: image with no caption]

[image: image with no caption]

Before Dexter can go any further, he needs to make sure that his special ride can cope with the weight of the bride and groom, and he’s asked if you can help him.
The ride he has in mind can cope with combined weights of up to 380 pounds. What’s the probability that the combined weight will be less than this?

All aboard the Love Train



Before we start, we need to know how the weights of brides and grooms in Statsville are distributed, taking into account the weight of all their wedding clothes. Both follow a normal distribution, with the bride weight distributed as N(150, 400) and the groom weight as N(190, 500). Their weights are measured in pounds.
[image: image with no caption]

We need to use these two probability distributions to somehow work out the probability that the weight of a bride and groom will be less than the maximum weight allowance on the ride. If the probability is sufficiently high, we can be confident the ride is feasible.
[image: image with no caption]

Brain Power
How do you think we can find the probability distribution for the combined weights of the bride and groom? What sort of distribution do you think this might be? Why?


Normal bride + normal groom



Let’s start by taking a closer look at how the weights of the bride and groom are distriuted.
As you know, the weights follow normal distributions like this:
[image: image with no caption]

What we’re really after, though, is the probability distribution of the combined weight of the bride and groom. In other words, we want to find the probability distribution of the weight of the bride added to the weight of the groom.
Bride weight + Groom weight ~ ?
Assuming the weights of the bride and groom are independent, the shape of the distribution should look something like this:
[image: image with no caption]


It’s still just weight



Can you remember when we first looked at continuous data and looked at how data such as height and weight tend to be distributed? We found that data such as height and weight are continuous, and they also tend to follow a normal distribution.
This time we’re looking at the combined weight of the happy couple. Even though it’s combined weight, it’s still just weight, and we already know how weight tends to be distributed. The combined weight is still continuous. What’s more, the combined weight is still distributed normally. In other words, the combined weight of the bride and groom follows a normal distribution.
Knowing that the combined weight of the bride and groom follows a normal distribution helps us a lot. It means that we’ll be able to use probability tables just like we did before to look up probabilities, which means we’ll be able to look up the probability that the combined weight is less than 380 pounds—just what we need for the ride.
There’s only one problem—before we can go any further, we need to know the mean and variance of the combined weight of the bride and groom. How can we find this?
Bride weight + Groom weight ~ N(?, ?)
Note
The combined weight of the bride and groom follows a normal distribution, but what’s the mean and variance?

Sharpen your pencil
It’s time for a trip down memory lane. Can you remember the discrete shortcuts for the following formulas? Assume X and Y are independent.
	E(X + Y)

	Var(X + Y)

	E(X – Y)

	Var(X – Y)




Sharpen your pencil Solution
It’s time for a trip down memory lane. Can you remember the discrete shortcuts for the following formulas? Assume X and Y are independent.
	E(X + Y)
E(X + Y) = E(X) + E(Y)

	Var(X + Y)
Var(X + Y) = Var(X) + Var(Y)

	E(X – Y)
E(X – Y) = E(X) – E(Y)

	Var(X – Y)
Var(X + Y) = Var(X) + Var(Y)
Note
Remember that we ADD the variances, even though it’s for X – Y.





[image: image with no caption]

The shortcuts apply to continuous data too.
When we originally encountered these shortcuts, we were dealing with discrete data. Fortunately, the same rules and shortcuts also apply to continuous data.
Brain Power
How do you think we can use these shortcuts to find the probability distribution of the weight of the bride + the weight of the groom?


How’s the combined weight distributed?



So far, we’ve found that the combined weight of the bride and groom are normally distributed, and this means we can use probability tables to look up the probability of the combined weight being less than a certain amount.
Let’s try rewriting the bride and groom weight distributions in terms of X and Y. If X represents the weight of the bride and Y the weight of the groom, and X and Y are independent, then we want to find μ and σ where
X + Y ~ N(μ, σ2)
Note
X + Y means “the weight of the bride + the weight of the groom.” But how do we know what the mean and variance are?

In other words, before we go any further we need to find the mean and variance of X + Y. But how?
Take a look at the answers to the last exercise. When we were working with discrete probability distributions, we saw that as long as X and Y are independent we could work out E(X + Y) and Var(X + Y) by using
	E(X + Y) = E(X) + E(Y)
	and
	Var(X + Y) = Var(X) + Var(Y)



So if we know what the expectation and variance of X and Y are, we can use these to work out the expectation and variance of X + Y.
[image: image with no caption]

We can use what we already know to figure out what we don’t.
Because we know how the weight of the bride and the weight of the groom are distributed, we can find the distribution of the combined weight of the bride and groom.
Let’s look at this in more detail.
X + Y Distribution Up Close
Being able to find the distribution of X + Y is useful if you’re working with combinations of normal variables. If independent random variables X and Y are normally distributed, then X + Y is normal too. What’s more, you can use the mean and variance of X and Y to calculate the distribution of X + Y.
Note
Remember, two variables are independent if they have no impact on each other’s probabilities.

To find the mean and variance of X + Y, you can use the same formulae that we used for discrete probability distributions. In other words, if
[image: image with no caption]

then
X + Y ~ N(μ, σ2)
where
[image: image with no caption]

In other words, the mean of X + Y is equal to the mean of X plus the mean of Y, and the variance of X + Y is equal to the variance of X plus the variance of Y.
Let’s look at a sketch of this. What do you notice about the variance of X + Y?
[image: image with no caption]

The variance of X + Y is greater than the variance of X and also greater than the variance of Y, which means that the curve of X + Y is more elongated than either. This is true for any normal X and Y. By adding the two variables together, you are in effect increasing the amount of variability, and this elongates the shape of the distribution. This in turn means that the shape of the distribution gets flatter so that the total area under the curve is still 1.
Sometimes X + Y just won’t give you the sorts of probabilities you’re after. If you need to find probabilities involving the difference between two variables, you’ll need to use X – Y instead.
X – Y follows a normal distribution if X and Y are independent random variables and are both normally distributed. This is exactly the same criteria as for X + Y.
To find the mean and variance, we again use the same shortcuts that we used for discrete probability distributions. If
[image: image with no caption]

then
X – Y ~ N(μ, σ2)
where
[image: image with no caption]

In other words, the mean of X – Y is equal to the mean of Y subtracted from the mean of X, and you find the variance of X – Y by adding the X and Y variances together.
[image: image with no caption]

Adding the variances together may not make intuitive sense at first, but it’s exactly the same as when we worked with discrete probability distributions. Even though we’re subtracting Y from X, we’re actually still increasing the amount of variability. Adding the variances together reflects this. As with the X + Y distribution, this leads to a flatter, more elongated shape than either X or Y
If you look at the actual shape of the X – Y distribution, it’s the same shape curve as for X + Y distribution, except that the center has moved. The two distributions have the same variances, but different means.


Finding probabilities



Now that we know how to calculate the distribution of X + Y, we can look at how to use it to calculate probabilities. Here are the steps you need to go through.
[image: image with no caption]

Sound familiar? These are exactly the same steps that we went through in the previous chapter for the normal distribution.
There are no Dumb Questions
	Q:
	Q: Remind me, why did we need to find the distribution of X + Y?

	A:
	A: We’re looking for the probability that the combined weight of a bride and groom will be less than 380 pounds, which means we need to know how the combined weight is distributed. We’re using X to represent the weight of the bride, and Y to represent the weight of the groom, which means we need to use the distribution of X + Y.

	Q:
	Q: You say we can look up probabilities for X + Y using probability tables. How?

	A:
	A: In exactly the same way as we did before. We take our probability distribution, calculate the standard score, and then look this value up in probablity tables. Looking up probabilities for X + Y is no different from looking up probabilities for anything else. Just find the standard score, look it up, and that gives you your probability.

	Q:
	Q: So do all of the shortcuts we learned for discrete data apply to continuous data too?

	A:
	A: Yes, they do. This means we have an easy way of combining random variables and finding out how they’re distributed, which in turn means we can solve more complex problems.
The key thing to remember is that these shortcuts apply as long as the random variables are independent.

	Q:
	Q: Can you remind me what independent means?

	A:
	A: If two variables are independent, then their probabilities are not affected by each other. In our case, we’re assuming that the weight of the bride is not influenced by the weight of the groom.

	Q:
	Q: What if X and Y aren’t independent? What then?

	A:
	A: If X and Y aren’t independent, then we can’t use these shortcuts. We’d need to do a lot more work to find out how X + Y is distributed because you’d have to find out what the relationship is between X and Y.






Sharpen your pencil
Find the probability that the combined weight of the bride and groom is less than 380 pounds using the following three steps.
1. X is the weight of the bride and Y is the weight of the groom, where X ~ N(150, 400) and Y ~ N(190, 500). With this information, find the probability distribution for the combined weight of the bride and groom.
2. Then, using this distribution, find the standard score of 380 pounds.
3. Finally, use the standard score to find P(X + Y < 380).

Sharpen your pencil Solution
Find the probability that the combined weight of the bride and groom is less than 380 pounds using the following three steps.
1. X is the weight of the bride and Y is the weight of the groom, where X ~ N(150, 400) and Y ~ N(190, 500). With this information, find the probability distribution for the combined weight of the bride and groom.
We need to find the probability distribution of X + Y. To find the mean and variance of X + Y, we add the means and variances of the X and Y distributions together. This gives us
X + Y ~ N(340, 900)
2. Then, using this distribution, find the standard score of 380 pounds.
[image: image with no caption]

3. Finally, use the standard score to find P(X + Y < 380)
If we look 1.33 up in standard normal probability tables, we get a probability of 0.9082. This means that
P(X + Y < 380) = 0.9082

Exercise
Julie’s matchmaker is at it again. What’s the probability that a man will be at least 5 inches taller than a woman?
In Statsville, the height of men in inches is distributed as N(71, 20.25), and the height of women in inches is distributed as N(64, 16).

Exercise Solution
Julie’s matchmaker is at it again. What’s the probability that a man will be at least 5 inches taller than a woman?
In Statsville, the height of men in inches is distributed as N(71, 20.25), and the height of women in inches is distributed as N(64, 16).
Let’s use X to represent the height of the men and Y to represent the height of the women. This means that X ~ N(71, 20.25) and Y ~ N(64, 16).
We need to find the probability that a man is at least 5 inshes taller than a woman. This means we need to find
P(X > Y + 5)
or
P(X – Y > 5)
To find the mean and variance of X – Y, we take the mean of Y from the mean of X, and add the variances together. This gives us
X – Y ~ N(7, 36.25)
We need to find the standard score of 5 inches
[image: image with no caption]

We can use this to find P(X – Y > 5).
	P(X – Y > 5) =
	1 – P(X – Y < 5)

	=
	1 – 0.3707

	=
	0.6293





More people want the Love Train



It looks like there’s a good chance that the combined weight of the happy couple will be less than the maximum the ride can take. But why restrict the ride to the bride and groom?
[image: image with no caption]

Let’s see what happens if we add another car for four more members of the wedding party. These could be parents, bridesmaids, or anyone else the bride and groom want along for the ride.
The car will hold a total weight of 800 pounds, and we’ll assume the weight of an adult in pounds is distributed as
X ~ N(180, 625)
where X represents the weight of an adult. But how can we work out the probability that the combined weight of four adults will be less than 800 pounds?
Brain Power
Think back to the shortcuts you can use when you calculate expectation and variance. What’s the difference between independent observations and linear transformations? What effect does each have on the expectation and variance? Which is more appropriate for this problem?


Linear transforms describe underlying changes in values...



Let’s start off by looking at the probability distribution of 4X, where X is the weight of one adult. Is 4X appropriate for describing the probability distribution for the weight of 4 people?
The distribution of 4X is actually a linear transform of X. It’s a transformation of X in the form aX + b, where a is equal to 4, and b is equal to 0. This is exactly the same sort of transform as we encountered earlier with discrete probability distributions.
Linear transforms describe underlying changes to the size of the values in the probability distribution. This means that 4X actually describes the weight of an individual adult whose weight has been multiplied by 4.
[image: image with no caption]

So what’s the distribution of a linear transform?



Suppose you have a linear transform of X in the form aX + b, where X ~ N(μ, σ2). As X is distributed normally, this means that aX + b is distributed normally too. But what’s the expectation and variance?
Let’s start with the expectation. When we looked at discrete probability distributions, we found that E(aX + b) = aE(X) + b. Now, X follows a normal distribution where E(X) = μ, so this gives us E(aX + b) = aμ + b.
We can take a similar approach with the variance. When we looked at discrete probability distributions, we found that Var(aX + b) = a2 Var(X). We know that Var(X) in this case is given by Var(X) = σ2, so this means that Var(aX + b) = a2σ2.
Putting both of these together gives us
aX + b ~ N(aμ + b, a2σ2)
Note
The new variance is the SQUARE of a multiplied by the original variance.

In other words, the new mean becomes aμ + b, and the new variance becomes a2σ2.
So what about independent observations?


...and independent observations describe how many values you have



Rather than transforming the weight of each adult, what we really need to figure out is the probability distribution for the combined weight of four separate adults. In other words, we need to work out the probability distribution of four independent observations of X.
[image: image with no caption]

The weight of each adult is an observation of X, so this means that the weight of each adult is described by the probability distribution of X. We need to find the probability distribution of four independent observations of X, so this means we need to find the probability distribution of
X1 + X2 + X3 + X4
where X1, X2, X3 and X4 are independent observations of X.
[image: image with no caption]


Expectation and variance for independent observations



When we looked at the expectation and variance of independent observations of discrete random variables, we found that
E(X1 + X2 + ... Xn) = nE(X)
and
Var(X1 + X2 + ... + Xn) = nVar(X)
As you’d expect, these same calculations work for continuous random variables too. This means that if X ~ N(μ, σ2), then
X1 + X2 + ... + Xn ~ N(nμ, nσ2)
There are no Dumb Questions
	Q:
	Q: So what’s the difference between linear transforms and independent observations?

	A:
	A: Linear transforms affect the underlying values in your probability distribution. As an example, if you have a length of rope of a particular length, then applying a linear transform affects the length of the rope.
Independent observations have to do with the quantity of things you’re dealing with. As an example, if you have n independent observations of a piece of rope, then you’re talking about n pieces of rope.
In general, if the quantity changes, you’re dealing with independent observations. If the underlying values change, then you’re dealing with a transform.

	Q:
	Q: Do I really have to know which is which? What difference does it make?

	A:
	A: You have to know which is which because it make a difference in your probability calculations. You calculate the expectation for linear transforms and independent observations in the same way, but there’s a big difference in the way the variance is calculated. If you have n independent observations then the variance is n times the original. If you transform your probability distribution as aX + b, then your variance becomes a2 times the original.

	Q:
	Q: Can I have both independent observations and linear transforms in the same probability distribution?

	A:
	A: Yes you can. To work out the probability distribution, just follow the basic rules for calculating expectation and variance. You use the same rules for both discrete and continuous probability distributions.






Bullet Points
	If X ~ N(μx, σ2x) and Y ~ N(μy, σ2y), and X and Y are independent, then
X + Y ~ N(μx + μy, σ2x + σ2y)
X - Y ~ N(μx - μy, σ2x + σ2y)

	If X ~ N(μ, σ2) and a and b are numbers, then
aX + b ~ N(aμ + b, a2σ2)

	If X1, X2, ..., Xn are independent observations of X where X ~ N(μ, σ2), then
X1 + X2 + ... + Xn ~ N(nμ, nσ2)




Exercise
Let’s solve Dexter’s Love Train dilemma. What’s the probability that the combined weight of 4 adults will be less than 800 pounds? Assume the weight of an sdult is distributed as N(180, 625).

Exercise Solution
Let’s solve Dexter’s Love Train dilemma. What’s the probability that the combined weight of 4 adults will be less than 800 pounds? Assume the weight of an sdult is distributed as N(180, 625).
If we represent the weight of an adult as X, then X ~ N(180, 625). We need to start by finding how the weight of 4 adults is distributed. To find the mean and variance of this new distribution, we multiply the mean and variance of X by 4. This gives us
X1 + X2 + X3 + X4 ~ N(720, 2500)
To find P(X1 + X2 + X3 + X4 < 800), we start by finding the standard score.
[image: image with no caption]

Looking this value up in standard normal probability tables gives us a value of 0.9452. This means that
P(X1 + X2 + X3 + X4 < 800) = 0.9452

We interrupt this chapter to bring you...
[image: image with no caption]

[image: image with no caption]

[image: image with no caption]

Sharpen your pencil
Here are the first five questions for Round Two. The questions are all about the game show host.
[image: image with no caption]



Should we play, or walk away?



As before, it’s unlikely you’ll know the game show host well enough to answer questions about him. It looks like you’ll need to give random answers to the questions again.
So what’s the probability of getting 30 or more questions right out of 40? That will help us determine whether to keep playing, or walk away.
Sharpen your pencil
How would you find the probability of getting at least 30 out of 40 questions correct? What steps would you need to go through to get the right answer? How would you find the mean and variance?
We’re not asking you to find the probability—just say how you’d go about finding it.

Sharpen your pencil Solution
How would you find the probability of getting at least 30 out of 40 questions correct? What steps would you need to go through to get the right answer? How would you find the mean and variance?
We’re not asking you to find the probability—just say how you’d go about finding it.
There are 40 questions, which means there are 40 trials. The outcome of each trial can be a success or failure, and we want to find the probability of getting a certain number of successes. In order to do this, we need to use the binomial distribution. We use n = 40, and as each question has four possible answers, p is 1/4 or 0.25..
If X is the number of questions we get right, then we want to find P(X > 30). This means we have to calculate and add together the probabilities for P(X = 30) up to P(X = 40).
We can find the mean and variance using n, p and q, where q = 1 – p. The mean is equal to np, and the variance is equal to npq. This gives us a mean of 40 x 0.25 = 10, and a variance of 40 x 0.25 x 0.75 = 7.5.

[image: image with no caption]

Using the binomial distribution can be a lot of work.
In order to find the probability that we answer 30 or more questions correctly, we need to add together 11 individual probabilities. Each of these probabilities is tricky to find, and it would be very easy to make a mistake somewhere along the way.
What we really need is an easier way of calculating binomial probabilities.
[image: image with no caption]


Normal distribution to the rescue



We’ve seen that life with the binomial distribution can be tough at times. Some of the calculations can be tricky and repetitive, which in turn means that it’s easy to make mistakes and spend a lot of time only to come up with the wrong answer.
Sound hopeless? Don’t worry, there’s an easy way out.
In certain circumstances, you can use the normal distribution to approximate the binomial distribution.
[image: image with no caption]

The Poisson distribution can approximate the binomial in some situations, but the normal can in others.
Knowing how to approximate the binomial distribution with other distributions is useful because it can cut down on all sorts of complexities, and in some situations the Poisson distribution can help us work out some tricky binomial probabilities.
In certain other circumstances, we can use the normal distribution to approximate the binomial instead. There are some huge advantages with this, as it means that instead of performing calculations, we can use normal probability tables to simply look up the probabilities we need.
All we need to do is figure out the circumstances under which this works.
Brain Power
It’s been a while since we looked at how we could use the Poisson distribution to approximate the binomial. Under what circumstances is it appropriate?

B(n, p) can be approximated by the Poisson when n > 50 and p < 0.1.
BE the Distribution
Below you’ll see some binomial distributions for different values of n and p. Your job is to play like you’re the distribution and say which one you think can best be approximated by the normal. Take a good look at the shape of each distribution and say which one is most normal.
[image: image with no caption]
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BE the Distribution Solution
Below you’ll see some binomial distributions for different values of n and p. Your job is to play like you’re the distribution and say which one you think can best be approximated by the normal. Take a good look at the shape of each distribution and say which one is most normal.
[image: image with no caption]
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When to approximate the binomial distribution with the normal



Under certain circumstances, the shape of the binomial distribution looks very similar to the normal distribution. In these situations, we can use the normal distribution in place of the binomial to give a close approximation of its probabilities. Instead of calculating lots of individual probabilities, we can look up whole ranges in standard normal probability tables.
So under what circumstances can we do this?
We saw in the last exercise that the binomial distribution looks very similar to the normal distribution where p is around 0.5, and n is around 20. As a general rule, you can use the normal distribution to approximate the binomial when np and nq are both greater than 5.
Note
n is the number of values, p is the probability of success, and q is 1 – p.

Finding the mean and variance



Before we can use normal probability tables to look up probabilities, we need to know what the mean and variance is so that we can calculate the standard score. We can take these directly from the binomial distribution. When we originally looked at the binomial distribution, we found that:
	μ = np
	and
	σ2 = npq



We can use these as parameters for our normal approximation.
[image: image with no caption]

Vital Statistics: Approximating the Binomial Distribution
If X ~ B(n, p) and np > 5 and nq > 5, you can use X ~ N (np, npq) to approximate it.

Watch it!
Some text books use a criteria of np > 10 and nq > 10.
If you’re taking a statistics exam, make sure you check the criteria used by your exam board.

Long Exercise
Before we use the normal distribution for the full 40 questions for Who Wants To Win A Swivel Chair, let’s tackle a simpler problem to make sure it works. Let’s try finding the probability that we get 5 or fewer questions correct out of 12, where there are only two possible choices for each question.
Let’s start off by working this out using the binomial distribution. Use the binomial distribution to find P(X < 6) where X ~ B(12, 0.5).
Now let’s try using the normal approximation to the binomial and check that we get the same result. First of all, if X ~ B(12, 0.5), what normal distribution can we use to approximate this? Once you’ve found that, what’s P(X < 6)?

Long Exercise
Before we use the normal distribution for the full 40 questions for Who Wants To Win A Swivel Chair, let’s tackle a simpler problem to make sure it works. Let’s try finding the probability that we get 5 or fewer questions correct out of 12, where there are only two possible choices for each question.
Let’s start off by working this out using the binomial distribution. Use the binomial distribution to find P(X < 6) where X ~ B(12, 0.5).
To find individual probabilities, we use the formula
	P(X = r) = nCrprqn–r
	where
	[image: ]



We need to find P(X < 6) where X ~ B(12, 0.5). To do this, we need to find P(X = 0) through P(X = 5), and then add all the probabilities together.
The individual probabilities are
P(X = 0) = 12C0 x 0.512 = 0.512
P(X = 1) = 12C1 x 0.5 x 0.511 = 12 x 0.512
P(X = 2) = 12C2 x 0.52 x 0.510 = 66 x 0.512
P(X = 3) = 12C3 x 0.53 x 0.59 = 220 x 0.512
P(X = 4) = 12C4 x 0.54 x 0.58 = 495 x 0.512
P(X = 5) = 12C5 x 0.55 x 0.57 = 792 x 0.512
Adding these together gives us an overall probability of
	P(X < 6) =
	(1 + 12 + 66 + 220 + 495 + 792) x 0.512

	=
	1586 x 0.512

	=
	0.387 (to 3 decimal places)



Now let’s try using the normal approximation to the binomial and check we get the same result. First of all, if X ~ B(12, 0.5), what normal distribution can we use to approximate this? Once you’ve found that, what’s P(X < 6)?
X ~ B(12, 0.5), which means that n = 12, p = 0.5 and q = 0.5. A good approximation to this is X ~ N(np, npq), or X ~ N(6, 3).
We want to find P(X < 6), so we start by calculating the standard score.
[image: image with no caption]

Looking this up in probability tables gives us
P(X < 6) = 0.5

[image: image with no caption]

The two methods of calculating the probability have given quite different results.
Using the binomial distribution, P(X < 6) comes to 0.387, but using the normal distribution it comes to 0.5. We should have been able to use the normal distribution in place of the binomial, but the results aren’t close enough.
Brain Power
What do you think could have gone wrong? How do you think we could fix it?



Revisiting the normal approximation



So what went wrong? Let’s take a closer look at the problem and see if we can figure out what happened and also what we can do about it.
First off, here’s the probability distribution for X ~ B(12, 0.5). We wanted to find the probability of getting fewer than 6 questions correct, and we achieved this by calculating P(X < 6).
[image: image with no caption]

We then approximated the distribution by using X ~ N(6, 3), and as needed to find P(X < 6) for the binomial distribution, we calculated P(X < 6) using the normal distribution:
[image: image with no caption]

Take a really close look at the two probability distributions. It’s tricky to spot, but there’s a crucial difference between the two—the ranges we used to calculate the two probabilities are slightly different. We actually used a slightly larger range when we used the normal distribution, and this accounts for the larger probability.
We’ll look at this in more detail on the next page.

The binomial is discrete, but the normal is continuous



There’s one thing we overlooked when we calculated the two probabilities—we didn’t make allowances for one distribution being discrete (the binomial), and the other being continuous (the normal). This is important, as the probability range we use can make a big difference to the resulting probabilities.
Here are the probability distributions for X ~ B(12, 0.5) and N(6, 3), both shown on the same chart. We’ve highlighted where the probability range we used with the normal distribution extends beyond the range we used for the binomial distribution.
[image: image with no caption]

Can you see where the problem lies?
When we take integers from a discrete probability distribution and translate them onto a continuous scale, we don’t just look at those precise values in isolation. Instead, we look at the range of numbers that round to each of the values.
Let’s take the discrete value 6 as an example. When we translate the number 6 to a continuous scale, we need to consider all of the numbers that round to it—in other words, the entire range of numbers from 5.5 to 6.5.
[image: image with no caption]

So how does this apply to our probability problem?
When we tried using the normal distribution to approximate the probability of getting fewer than 6 questions correct, we didn’t look at how the discrete value 6 translates onto a continuous scale. The discrete value 6 actually covers a range from 5.5 to 6.5, so instead of using the normal distribution to find P(X < 6), we should have tried calculating P(X < 5.5) instead.
This adjustment is called a continuity correction. A continuity correction is the small adjustment that needs to be made when you translate discrete values onto a continuous scale.

Apply a continuity correction before calculating the approximation



Let’s try finding P(X < 5.5) where X ~ N(6, 3), and see how good an approximation this is for the probability of getting five or fewer questions correct. Using the binomial distribution we found that the probability we’re aiming for is around 0.387.
Let’s see how close an approximation the normal distribution gives us.
We want to find P(X < 5.5) where X ~ (6, 3), so let’s start by calculating the standard score.
[image: image with no caption]

We want to find the probability given by the area Z < -0.29, and looking this up in standard normal probability tables gives us a probability of 0.3859. In other words,
P(X < 5.5) = 0.3859
Note
Look at these two probabilities. They’re really close, so it looks like the continuity correction did the trick.

This is really close to the probability we came up with using the binomial distribution. The binomial distribution gave us a probability of 0.387, so the normal distribution gives us a pretty close approximation.
Bullet Points
	In particular circumstances you can use the normal distribution to approximate the binomial. If X ~ B(n, p) and np > 5 and nq > 5 then you can approximate X using X ~ N(np, npq)

	If you’re approximating the binomial distribution with the normal distribution, then you need to apply a continuity correction to make sure your results are accurate.




Continuity Corrections Up Close
The big trick with using the normal distribution to approximate binomial probabilities is to make sure you apply the right continuity correction. As you’ve seen, small changes in the probability range you choose can lead to significant errors in the actual probabilities. This might not sound like too big a deal, but using the wrong probability could lead to you making the wrong decisions.
Let’s take a look at the kinds of continuity corrections you need to make for different types of probability problems.
Finding ≤ probabilities
When you work with probabilities of the form P(X ≤ a), the key thing you need to make sure of is that you choose your range so that it includes the discrete value a. On a continuous scale, the discrete value a goes up to (a + 0.5). This means that if you’re using the normal distribution to find P(X < a), you actually need to calculate P(X < a + 0.5) to come up with a good approximation. In other words, you add an extra 0.5.
[image: image with no caption]

Finding ≥ probabilities
If you need to find probabilities of the form P(X ≥ b), you need to make absolutely sure that your range includes the discrete value b. The value b extends down to (b – 0.5) on a continuous scale so you need to use a range of P(X > b – 0.5) to make sure that you include it. In other words, you need to subtract an extra 0.5.
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Finding “between” probabilities
Probabilities of the form P(a ≤ X ≤ b) need continuity corrections to make sure that both a and b are included. To do this, we need to extend the range out by 0.5 either side. To approximate this probability using the normal distribution, we need to find P(a – 0.5 < X < b + 0.5). This is really just a combination of the two types above.
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There are no Dumb Questions
	Q:
	Q: Does it really save time to approximate the binomial distribution with the normal?

	A:
	A: It can save a lot of time. Calculating binomial probabilities can be time-consuming because you generally have to work out the probability of lots of different values. You have no way of simply calculating binomial probabilities over a range of values.
If you approximate the binomial distribution with the normal distribution, then it’s a lot quicker. You can look probabilities up in standard tables and also deal with whole ranges at once.

	Q:
	Q: So is it really accurate?

	A:
	A: Yes, It’s accurate enough for most purposes. The key thing to remember is that you need to apply a continuity correction. If you don’t then your results will be less accurate.

	Q:
	Q: What about continuity corrections for < and >? Do I treat those the same way as the ones for ≤ and ≥?

	A:
	A: There’s a difference, and it all comes down to which values you want to include and exclude.
When you’re working out probabilities using ≤ and ≥, you need to make sure that you include the value in the inequality in your probability range. So if, say, you need to work out P(X ≤ 10), you need to make sure your probability includes the value 10. This means you need to consider P(X < 10.5).
When you’re working out probabilities using < or >, you need to make sure that you exclude the value in the inequality from your probability range. This means that if you need to work out P(X < 10), you need to make sure that your probability excludes 10. You need to consider P(X < 9.5).

	Q:
	Q: You can approximate the binomial distribution with both the normal and Poisson distributions. Which should I use?

	A:
	A: It all depends on your circumstances. If X ~ B(n, p), then you can use the normal distribution to approximate the binomial distribution if np > 5 and nq > 5.
You can use the Poisson distribution to approximate the binomial distribution if n > 50 and p < 0.1






Remember, you need to apply a continuity correction when you approximate the binomial distribution with the normal distribution.


Pool Puzzle
Your job is to take snippets from the pool and place them into the blank lines so that you get the right continuity correction for each dscrete probability range. You may use the same snippet more than once, and you won’t need to use all the snippets.
	X < 3 → _____________
	X = 0 → ________________

	X > 3 → _____________
	3 ≤ X ≤ 10 → _______________

	X ≤ 3 → _____________
	3 < X ≤ 10 → _______________

	X ≥ 3 → _____________
	X > 0 → __________________

	3 ≤ X < 10 → _____________
	3 < X < 10 → _____________




Note: each thing from the pool can be used more than once!
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Pool Puzzle
Your job is to take snippets from the pool and place them into the blank lines so that you get the right continuity correction for each dscrete probability range. You may use the same snippet more than once, and you won’t need to use all the snippets.
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Note: each thing from the pool can be used more than once!
[image: image with no caption]


Exercise
What’s the probability of you winning the jackpot on today’s edition of Who Wants to Win a Swivel Chair? See if you can find the probability of getting at least 30 questions correct out of 40, where each question has a choice of 4 possible answers.

Exercise Solution
What’s the probability of you winning the jackpot on today’s edition of Who Wants to Win a Swivel Chair? See if you can find the probability of getting at least 30 questions correct out of 40, where each question has a choice of 4 possible answers.
If X is the number of questions we get right, then we want to find P(X ≥ 30) where X ~ B(40, 0.25).
As np and nq are both greater than 5, it’s appropriate for us to use the normal distribution to approximate this probability. np = 10 and npq = 30, which means we need to find P(X > 29.5) where X ~ N(10, 30).
Let’s start by finding the standard score.
[image: image with no caption]

Looking up 0.65 in probability tables gives us a probability of 0.7422. This means that
	P(X > 29.5) =
	1 – 0.7422

	=
	0.2578
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Sharpen your pencil Solution
Here are the first five questions for Round Two. The questions are all about the game show host.
[image: image with no caption]


The Normal Distribution Exposed
This week’s interview: Why Being Normal Isn’t Dull
Head First: Hey, Normal, glad you could make it on the show.
Normal: Thanks for inviting me, Head First.
Head First: Now, my first question is about your name. Why are you called Normal?
Normal: It’s really because I’m so representative of a lot of types of data. They have a probability distribution that has a distinctive shape and a smooth, bell-curved shape, and that’s me. I’m something of an ideal.
Head First: Can you give me an example?
Normal: Sure. Imagine you have a baker’s shop that sells loaves of bread. Now, each loaf of a particular sort of bread should theoretically weigh about the same, but in practice, the actual weight of each loaf of bread will vary.
Head First: But surely they’ll all weigh about the same?
Normal: More or less, but with variation. I model that variation.
Head First: So why’s that so important?
Normal: Well, it means that you can use me to work out probabilities. Say you want to find the probability of a randomly chosen loaf of bread being below a particular weight. That sounds like something that could be quite difficult, but with me, it’s easy.
Head First: Easy? How do you mean?
Normal: With a lot of the other probability distributions, there can be lots of complicated calculations involved. With Binomial you have factorials, and with Poisson you have to work with exponentials. With me there’s none of that. Just look me up in a table and away you go.
Head First: Surely it’s not quite as simple as that?
Normal: Well, you do have to convert me to a standard score first, but that’s nothing, not in the grand scheme of things.
Head First: So tell me, do you think you’re better than the other probability distributions?
Normal: I wouldn’t say that I’m better as such, but I’m a lot more flexible, and I’m useful in lots of situations. I’m also a lot more robust. When the numbers get high for Poisson and Binomial distributions, they run into trouble. Mind you, I do what I can to help out.
Head First: You do? How?
Normal: Well under certain circumstances both Binomial and Poisson look like me. It’s uncanny; they’re often stopped at parties by people asking them if they’re Normal. I tell them to take it as a compliment.
Head First: So how does that help?
Normal: Well, because they look like me, it means that you can actually use my probability tables to work out their probabilities. How cool is that? No more late nights slaving over a calculator; just look it up.
Head First: I’m afraid that’s all we’ve got time for tonight. Normal, thanks for coming along, it’s been a pleasure.
Normal: You’re welcome, Head First.


All aboard the Love Train



Remember Dexter’s Love Train? He’s started running trials of the ride, and everyone who’s given it a trial run thinks it’s great. There’s just one problem: sometimes the ride breaks down and causes delays, and delays cost money.
Dexter’s found some statistics on the Internet about the model of roller coaster he’s been trying out, and according to one site, you can expect the ride to break down 40 times a year.
[image: image with no caption]

Given the huge profit the Love Train is bound to make, Dexter thinks that it’s still worth going ahead with the ride if there’s a high probability of it breaking down less than 52 times a year.
So how do we work out that probability?
Sharpen your pencil
What sort of probability distribution does this follow? How would you work out the probability of the ride breaking down less than 52 times in a year?

Sharpen your pencil Solution
What sort of probability distribution does this follow? How would you work out the probability of the ride breaking down less than 52 times in a year?
Situations where you’re dealing with things breaking down at a mean rate follow a Poisson distribution, taking a parameter of the mean. If X represents the number of breakdowns in a year, then X ~ Po(40).
We need to find P(X < 52). To find this, we’d need to find each individual probability for all values of X up to 52.

[image: image with no caption]

Under certain circumstances, the shape of the Poisson distribution resembles that of the normal.
The advantage of this is we can use standard normal probability tables to work out whole ranges of probabilities. This means that we don’t have to calculate lots of individual probabilities in order to find what we need.
Approximating the Poisson distribution with the normal is very similar to when you use the normal in place of the binomial. Once you have the right set of circumstances, you take the Poisson mean and variance, and use them as parameters in a normal distribution.
If X ~ Po(λ), this means that the corresponding normal approximation is X ~ N(λ, λ). But when is this true?
It all comes down to the shape of the distribution.

When to approximate the binomial distribution with the normal



We can use the normal distribution to approximate the Poisson whenever the Poisson distribution adopts a shape that’s like the normal, but when does this happen? Let’s take a look.
When λ is small...



When λ is small, the shape of the Poisson distribution is different from that of the normal distribution. The shape isn’t symmetrical, and the curve looks as though it’s “pulled” over to the right.
As the Poisson distribution doesn’t resemble the normal for small values of λ, the normal distribution isn’t a suitable approximation for the poisson distribution where λ is small.
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When λ is large...



As λ gets larger, the shape of the Poisson distribution looks increasingly like that of the normal distribution. The main part of the shape is reasonably symmetrical, and it forms a smooth curve that’s just like the one for the normal.
This means that as λ gets larger, the normal distribution can be used to give a better and better approximation of it.
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So how large is large enough?



We’ve seen that the Poisson resembles the normal distribution when λ is large, but how big does it have to be before we can use the normal?
λ actually gets sufficiently large when λ is greater than 15. This means that if X ~ Po(λ) and λ > 15, we can approximate this using X ~ N(λ, λ).
Vital Statistics: Approximating the Poisson Distribution
If X ~ Po(λ) and λ > 15, you can use X ~ N (λ, λ) to approximate it.

Exercise
The number of breakdowns on Dexter’s Love Train follows a Poisson distribution where λ = 40. What’s the probability that there will be fewer than 52 breakdowns in the first year?
Note
Hint: Use a normal approximation, and remember your continuity corrections.


Exercise
It’s time to test your statistical knowledge. Complete the table below, saying what normal distribution suits each situation, and what conditions there are.
	Situation
	Distribution
	Condition

	X + Y

X ~ N(μx, σ2x), Y ~ (μy, σ2y)
	X + Y ~ N(μx + μy, σ2x + σ2y)
	X, Y are independent

	X – Y

X ~ N(μx, σ2x), Y ~ (μy, σ2y)
	 	 
	aX + b

X ~ N(μ, σ2)
	 	 
	X1 + X2 + ... + Xn

X ~ N(μ, σ2)
	 	 
	Normal approximation of X

X ~ B(n, p)
	 	 
	Normal approximation of X

X ~ Po(λ)
	 	 



Exercise Solution
The number of breakdowns on Dexter’s Love Train follows a Poisson distribution where λ = 40. What’s the probability that there will be fewer than 52 breakdowns in the first year?
If we use X to represent the number of breakdowns in a year, then X ~ Po(40)
As λ is large, we can use the normal distribution to approximate this. In other words, we use X ~ N(40, 40)
We need to find the probability that there are fewer than 52 breakdowns. As we’re approximating a discrete probability distribution with a continuous one, we have to apply a continuity correction. We don’t want to include 52, so we need to find P(X ≤ 51.5).
Before we can find the probability using standard normal tables, we need to calculate the standard score.
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Looking this up in probability tables gives us 0.9656. This means that the probability of there being fewer than 52 breakdowns in a year is 0.9656.

Exercise Solution
It’s time to test your statistical knowledge. Complete the table below, saying what normal distribution suits each situation, and what conditions there are.
	Situation
	Distribution
	Condition

	X + Y

X ~ N(μx, σ2x), Y ~ (μy, σ2y)
	X + Y ~ N(μx + μy, σ2x + σ2y)
	X, Y are independent

	X – Y

X ~ N(μx, σ2x), Y ~ (μy, σ2y)
	X – Y ~ N(μx – μy, σ2 + σ2y)
	X, Y are independent

	aX + b

X ~ N(μ, σ2)
	aX + b ~ N(aμ + b, a2σ2)
	a, b are constant values

	X1 + X2 + ... + Xn

X ~ N(μ, σ2)
	X1 + X2 + ... + Xn ~ N(nμ, nσ2)
	X1, X2, ..., Xn are independent observations of X

	Normal approximation of X

X ~ B(n, p)
	X ~ N(np, npq)
	np > 5, npq > 5

Continuity correction required

	Normal approximation of X

X ~ Po(λ)
	X ~ N(λ, λ)
	λ > 15

Continuity correction required




Bullet Points
	In particular circumstances you can use the normal distribution to approximate the Poisson.

	If X ~ Po(λ) and λ > 15 then you can approximate X using X ~ N(λ, λ)

	If you’re approximating the Poisson distribution with the normal distribution, then you need to apply a continuity correction to make sure your results are accurate.




There are no Dumb Questions
	Q:
	Q: You can approximate the binomial and Poisson distributions with the normal, but what about the geometric disribution? Can the normal distribution ever approximate that?

	A:
	A: We were able to use the normal distribution in place of the binomial and Poisson distributions because under particular circumstances, these distributions adopt the same shape as the normal.
The geometric distribution, on the other hand, never looks like the normal, so the normal can never effectively approximate it.

	Q:
	Q: Do I have to use a continuity correction if I approximate the Poisson distribution with the normal distribution?

	A:
	A: Yes. This is because you’re approximating a discrete probability distribution with a continuous one. This means that you need to apply a continuity correction, just as you would for the binomial distribution.

	Q:
	Q: What’s the advantage of approximating the binomial or poisson distribution with the normal? Won’t my results be more accurate if I just use the original distribution?

	A:
	A: Your results will be more accurate if you use the original distribution, but using them can be time consuming. If you wanted to find the probability of a range of values using the binomial or poisson distribution, you’d need to find the probability of every single value within that range. Using the normal distribution, on the other hand, you can look up probabilities for whole ranges, and so they’re a lot easier to find.






Use a continuity correction if you approximate the Poisson distribution with the normal distribution.




A runaway success!



Thanks to your savvy statistical analysis, the Love Train is open for business, and demand has outstripped Dexter’s highest expectations. Here are some of Dexter’s happy customers:
[image: image with no caption]


Chapter 10. Using Statistical Sampling: Taking Samples



[image: image with no caption]

Statistics deal with data, but where does it come from?
Some of the time, data’s easy to collect, such as the ages of people attending a health club or the sales figures for a games company. But what about the times when data isn’t so easy to collect? Sometimes the number of things we want to collect data about are so huge that it’s difficult to know where to start. In this chapter, we’ll take a look at how you can effectively gather data in the real world, in a way that’s efficient, accurate, and can also save you time and money to boot. Welcome to the world of sampling.
The Mighty Gumball taste test



Mighty Gumball is the leading vendor of a wide variety of candies and chocolates. Their signature product is their super-long-lasting gumball. It comes in all sorts of colors to suit all tastes.
Mighty Gumball plans to run a series of television commercials to attract even more customers, and as part of this, they want to advertise just how long the flavor of their gumballs lasts for. The problem is, how do they get the data?
They’ve decided to implement a taste test, and they’ve hired a bunch of tasters to help with the tests. There are just two problems: the tasters are using up all of the gumballs, and their dental plans are costing the company a fortune.
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They’re running out of gumballs



The fatal flaw with the Mighty Gumball taste test is that the tasters are trying out all of the gumballs. Not only is this having a bad effect on the tasters’ teeth, it also means that there are no gumballs left to sell. After all, they can hardly reuse their gumballs once the tasters have finished with them.
The whole point of the taste test is for Mighty Gumball to figure out how long the flavor lasts for. But does this really mean that the tasters have to try out every single gumball?
Brain Power
What would you do to establish how long the gumball flavor lasts for? What do you need to consider? Write your answer below in as much detail as possible.


Test a gumball sample, not the whole gumball population



Mighty Gumball is running into problems because they’re tasting every single gumball as part of their taste test. It’s costing them time, money, and teeth, and they have no gumballs left to actually sell to their customers.
So what should Mighty Gumball do differently? Let’s start by looking at the difference between populations and samples.
Gumball populations



At the moment, Mighty Gumball is carrying out their taste test using every single gumball that they have available. In statistical terms, they are conducting their test using an entire population.
A statistical population refers to the entire group of things that you’re trying to measure, study, or analyze. It can refer to anything from humans to scores to gumballs. The key thing is that a population refers to all of them.
A census is a study or survey involving the entire population, so in the case of Mighty Gumball, they’re conducting a census of their gumball population by tasting every single one of them. A census can provide you with accurate information about your population, but it’s not always practical. When populations are large or infinite, it’s just not possible to include every member.
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Gumball samples



You don’t have to taste every gumball to get an idea of how long the flavor lasts for. Instead of testing the entire population, you can test a sample instead.
A statistical sample is a selection of items taken from a population. You choose your sample so that it’s fairly representative of the population as a whole; it’s a representative subset of the population. For Mighty Gumball, a sample of gumballs means just a small selection of gumballs rather than every single one of them.
A study or survey involving just a sample of the population is called a sample survey. A lot of the time, conducting a survey is more practical than a census. It’s usually less time-consuming and expensive, as you don’t have to deal with the entire population. And because you don’t use the whole population, taking a sample survey of the gumballs means that there’ll be plenty left over when you’re done.
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So how can you use samples to find out about a population? Let’s see.


How sampling works



The key to creating a good sample is to choose one that is as close a match to your population as possible. If your sample is representative, this means it has similar characteristics to the population. And this, in turn, means that you can use your sample to predict what characteristics the population will have.
Suppose you use a representative sample of gumballs to test how long the flavor of each gumball lasts for. The distribution of the results might look something like this:
Even though you’ve only tried a small sample of gumballs, you still have an impression of the shape of the distribution, and the more gumballs you try, the clearer the shape is. As an example, you can get a rough impression of where the center of the population distribution is by looking at the shape of the sample distribution.
Let’s compare this with the actual population:
[image: image with no caption]

Here’s the chart for the population. Can you see how closely the sample and population distributions agree?
If you compare the two charts, the overall shape is very similar, even though one is for all of the gumballs and the other is for just some of them. They share key characteristics such as where the center of the data is, and this means you can use the sample data to make predictions about the population.
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When sampling goes wrong



If only we could guarantee that every sample was a close match to the population it comes from. Unfortunately, not every sample closely resembles its population. This may not sound like a big deal, but using a misleading sample can actually lead you to draw the wrong conclusions about your population.
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As an example, imagine if you took a sample of gumballs to find out how long flavor typically lasts for, but your sample only contained red gumballs. Your sample might be representative of red gumballs, but not so representative of all gumballs in the population. If you used the results of this sample to gather information about the general gumball population, you could end up with a misleading impression about what gumballs are generally like.
Using the wrong sample could lead you to draw wrong conclusions about population parameters, such as the mean or standard deviation. You might be left with a completely different view of your data, and this could lead you to make the wrong decisions.
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The trouble is, you might not know this at the time. You might think your population is one thing when in fact it’s not. We need to make sure we have some mechanism for making sure our samples are a reliable representation of the population.
We want this:
[image: image with no caption]

Instead of this:
[image: image with no caption]

Five Minute Mystery
The Case of the Lost Coffee Sales
The Starbuzz CEO has an idea for a brand-new coffee he wants to sell in his coffee shops, but he’s not sure how popular it’s going to be with his customers. He asks his new intern to conduct a survey to help predict the customers’ opinions. The intern will ask customers to taste the new brew, and tell him what they think.
The intern is really happy to be given such a great opportunity. First off, he’s been told that if he does the job well, he stands to get a bonus at the end of the month. Secondly, he gets to give out free coffee to friendly Starbuzz customers and hear lots of positive things. Thirdly, he’s been looking for an excuse to talk to one particular girl who’s a regular visitor to his local coffee shop, and this could be just the break he needs.
After the intern conducts his survey, he’s delighted to tell the CEO that everyone loves the new coffee, and it’s bound to be a huge success. “That’s great,” says the CEO. “We’ll launch it next season.”
When the new coffee is finally launched, sales are poor, and the CEO has to cancel the range. What do you think went wrong?
Why didn’t the new coffee sell well?


How to design a sample



You use samples to make inferences about the population in general, and to make sure you get accurate results, you need to choose your sample wisely. Let’s start off by pinning down what your population really is, so you can get as representative a sample as possible.
Define your target population



The first thing to be clear about is what your target population is so that you know where you’re collecting your sample from. By target population, we mean the group that you’re reseraching and want to collect results for. The target population you choose depends, to a large extent, on the purpose of your study. For example, do you want to gather data about all the gumballs in the world, one particular brand, or one particular type?
Try to be as precise as possible, as that way it’s easier to make your sample as representative of your population as possible.
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Define your sampling units



Once you’ve defined your target population, you need to decide what sort of object you’re going to sample. Normally these will be the sorts of things you described when you defined your target population. As an example, this could be a single gumball or maybe a packet of gumballs.
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Define your sampling frame



Finally, you need a list of all the sampling units within your target population, preferably with each sampling unit either named or numbered. This is called the sampling frame. It’s basically a list from which you can choose your sample.
Sometimes it’s not possible to come up with a list that covers the entire target population. As an example, if you want to collect the views of people living within a certain area, people moving in or out of an area can affect who you have on your list of names. If you’re dealing with similar objects such as gumballs, it might not be possible or practical to name or number each one.
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If you don’t design your sample well, your sample may not be accurate.
Designing your sample can take a bit of extra preparation time, but this is much better than spending time and money on a survey only to find the results are inaccurate. You will have lost time and money doing the survey, and what’s more, someone might make wrong decisions based on it.
A poorly designed sample can introduce bias. Let’s look at this in more detail.

Sometimes samples can be biased



Not every sample is fair. Unless you’re very careful, some sort of bias can creep in to the sample, which can distort your results. Bias is a sort of favoritism that you can unwittingly (or maybe knowingly) introduce into your sample, meaning that your sample is no longer randomly selected from your population
If a sample is unbiased, then it’s representative of the population. It’s a fair reflection of what the population is like.
Unbiased Samples



An unbiased sample is representative of the target population. This means that it has similar characteristics to the population, and we can use these to make inferences about the population itself.
The shape of the distribution of an unbiased sample is similar to the shape of the population it comes from. If we know the shape of the sample distribution, we can use it to predict that of the population to a reasonable level of confidence.
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Biased Samples



A biased sample is not representative of the target population. We can’t use it to make inferences about the population because the sample and population have different characteristics. If we try to predict the shape of the population distribution from that of the sample, we’d end up with the wrong result.
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Sources of bias



[image: image with no caption]

So how does bias creep into samples? Through any of the following and more:
	A sampling frame where items have been left off, such that not everything in the target population is included. If it’s not in your sampling frame, it won’t be in your sample.

	An incorrect sampling unit. Instead of individual gumballs, maybe the sampling unit should have been boxes of gumballs instead.

	Individual sampling units you chose for your sample weren’t included in your actual sample. As an example, you might send out a questionnaire that not everybody responds to.

	Poorly designed questions in a questionnaire. Design your questions so that they’re neutral and everyone can answer them. An example of a biased question is “Mighty Gumball candy is tastier than any other brand, do you agree?” It would be better to ask the person being surveyed for the name of their favorite brand of confectionary.

	Samples that aren’t random. As an example, if you’re conducting a survey on the street, you may avoid questioning anyone that looks too busy to stop, or too aggressive. This means that you exclude aggressive or busy-looking people from your survey.



[image: image with no caption]

As you can see, there are lots of sources of bias, and a lot of it comes down to how you choose your sample.
We need to take a look at ways in which you can choose your sample to minimize the chances of introducing bias.
There are no Dumb Questions
	Q:
	Q: So is the sampling frame a list of everything that we’re sampling?

	A:
	A: The sampling frame lists all the individual units in the population, and it’s used as a basis for the sample. It’s not the sample itself, as we don’t sample everything on it.

	Q:
	Q: How do I put together the sampling frame?

	A:
	A: How you do it and what you use depends on your target population. As an example, if your target population is all car owners, then you can use a list of registered car owners. If your target population is all the students attending a particular college, you can use the college registrar.

	Q:
	Q: How about things like telephone listings? Can I use those for my sampling frame?

	A:
	A: It all depends on your target population. Telephone listings exclude households without a telephone, and there may also be households who have elected not to be listed. If your target population is households with a listed telephone number, then using telephone lists is a good idea. If your target population is all households with a telephone or even all telephones, then your sampling frame won’t be entirely accurate—and that can introduce bias.

	Q:
	Q: Can I always compile a sampling frame?

	A:
	A: Not always. Imagine if you had to survey all the fish in the sea. It would be impossible to name and number every individual fish.

	Q:
	Q: Will I always have to have a target population?

	A:
	A: Yes. You need to know what your target population is so that you can make sure your sample is representative of it. Thinking carefully about what your target population is can help you avoid bias.
If you’re sampling for someone else, get as much detail as possible about who the target population should be. Make sure you know exactly what is included and what is excluded.

	Q:
	Q: Why is bias so bad?

	A:
	A: Bias is bad because it can mislead you into drawing wrong conclusions about your target population, which in turn can lead you into making wrong decisions. If, for example, you only sampled pink gumballs, your survey results might be accurate for all pink gumballs, but not for all gumballs in general. There may be significant differences between the different color gumballs.

	Q:
	Q: How can the questions in a questionnaire cause bias?

	A:
	A: Bias often creeps in through the phrasing of questions.
First off, if you present a series of statements and ask respondents to agree or disagree, it’s more likely that people will agree unless they have strong negative feelings. This means that the results of your survey will be biased towards people agreeing.
Bias can also occur if you give a set of possible answers that don’t cover all eventualities. As an example, imagine you need to ask people how often they exercise in a typical week. You would introduce bias if you give answers such as “more than 5 times a week,” “3–5 times a week,” “1–2 times a week,” and “I don’t value my health, so I don’t exercise.” Someone may not exercise, but disagree with the statement that they don’t value their health. This would mean that they wouldn’t be able to answer the question.






Sharpen your pencil
Look at the following scenarios. What would you choose as a target population? What’s the sampling unit? How would you develop a sampling frame? What other things might you need to consider when forming your sample?
1. Choc-O-Holic Inc. manufactures chocolates, and they have just finished a limited-edition run of chocolates for the holiday season. They want to check the quality of those chocolates.
2. The Statsville Health Club wants to conduct a survey to see what their customers think of their facilities.

Sharpen your pencil Solution
Look at the following scenarios. What would you choose as a target population? What’s the sampling unit? How would you develop a sampling frame? What other things might you need to consider when forming your sample?
1. Choc-O-Holic Inc. manufactures chocolates, and they have just finished a limited-edition run of chocolates for the holiday season. They want to check the quality of those chocolates.
The target population is all the chocolates in the limited edition run.
The sampling unit is one chocolate.
The sampling frame needs to cover all of the chocolates; as it’s a limited-edition run, it’s possible that Choc-O-Holic has records of how many chocolates are in the run, including numbers of each type of chocolate.
When forming the sample, you need to make sure that it is representative of the target population and unbiased. If there are different types of chocolate in the run, you’d need to make sure that you included each sort of chocolate.
2. The Statsville Health Club wants to conduct a survey to see what their customers think of their facilities.
The target population is all the customers of the Statsville Health Club.
The sampling unit is one customer.
The sampling frame needs to cover all of the customers. It’s likely that the health club has a list of registered customers, so you could use this as the sampling frame.
As before, you need to make sure that your sample is representative of the population and unbiased. You’d need to make sure that each of the classes is fairly represented by customer gender, customer age group, and so on.

Five Minute Mystery Solved
Solved: The Case of the Lost Coffee Sales
Why didn’t the coffee sell well?
We don’t know for certain, but there’s a very good chance that the sample of people surveyed by the intern wasn’t representative of the target population.
First of all, the intern was looking forward to giving away free coffee to friendly Starbuzz customers and hearing positive things. Does this mean he only spoke to customers who looked friendly to him? Did he get their real opinions about the coffee, or did he only ask them whether they agreed it tasted nice?
The intern also hoped to use the job as an opportunity to speak to a girl at his local coffee shop. Did he spend most of his time in this particular coffee shop? Did the girl influence his sample choice?
Finally, the CEO launched the new coffee in a different season from the one in which the survey took place, and this may have affected sales too.
Any or all of these factors could have lead to the sample being misleading, which in turn led to the wrong decision being made.


How to choose your sample



We’ve looked at how to design your sample and explored types of bias that need to be avoided. Now we need to select our actual sample from the sample frame. But how should we go about this?

Simple random sampling



One option is to choose the sample at random. Imagine you have a population of N sampling units, and you need to pick a sample of n sampling units. Simple random sampling is where you choose a sample of n using some random process, and all possible samples of size n are equally likely to be selected.
With simple random sampling, you have two options. You can either sample with replacement or without replacement.
Sampling with replacement



Sampling with replacement means that when you’ve selected each unit and recorded relevant information about it, you put it back into the population. By doing this, there’s a chance that a sampling unit might be chosen more than once. You’d be sampling with replacement if you decided to question people on the street at random without checking if you had already questioned them before. If you stop a person for questioning and then let them go once you’ve finished asking them questions, you are in effect releasing them back into the population. It means that you may question them more than once.

Sampling without replacement



Sampling without replacement means that the sampling unit isn’t replaced back into the population. An example of this is the gumball taste test; you wouldn’t want to put gumballs that have been tasted back into the population.
[image: image with no caption]



How to choose a simple random sample



There are two main ways of using simple random sampling: by drawing lots or using random numbers.
Drawing lots



Drawing lots is just like pulling names out of a hat. You write the name or number of each member of the sampling frame on a piece of paper or ball, and then place them all into a container. You then draw out n names or numbers at random so that you have enough for your sample.
[image: image with no caption]


Random number generators



If you have a large sampling frame, drawing lots might not be practical, so an alternative is to use a random number generator, or random number tables. For this, you give each member of the sampling frame a number, generate a set of n random numbers, and then pick the members of the set whose assigned numbers correspond to the random numbers that were generated.
It’s important to make sure that each number has an equal chance of occuring so that there’s no bias.
[image: image with no caption]

Brain Power
Simple random sampling isn’t without its problems. What do you think could go wrong with it?



There are other types of sampling



Even simple random sampling has its problems.
With simple random sampling, there’s still a chance that your sample will not represent the target population. For example, you might end up randomly drawing only yellow gumballs for your sample, and the other colors would be left out.
So how can we avoid this?

We can use stratified sampling...



An alternative to simple random sampling is stratified sampling. With this type of sampling, the population is split into similar groups that share similar characteristics. These charateristics or groups are called strata, and each individual group is called a stratum. As an example, we could split up the gumballs into the different colors, yellow, green, red, and pink, so that each color forms a different stratum.
Once you’ve done this, you can perform simple random sampling on each stratum to ensure that each group is represented in your overall sample. To do this, look at the proportions of each stratum within the overall population and take a proportionate number from each. As an example, if 50% of the gumballs that Mighty Gumball produce are red, half of your sample should consist of red gumballs.
[image: image with no caption]


...or we can use cluster sampling...



Cluster sampling is useful if the population has a number of similar groups or clusters. As an example, gumballs might be sold in packets, with each packet containing a similar number of gumballs with similar colors. Each packet would form a cluster.
With cluster sampling, instead of taking a simple random sample of units, you draw a simple random sample of clusters, and then survey everything within each of these clusters. As an example, you could take a simple random sample of packets of gumballs, and then taste all the gumballs in these packets.
Cluster sampling works because each cluster is similar to the others, and an added advantage is that you don’t need a sampling frame of the whole population in order to achieve it. As an example, if you were surveying trees and used particular forests as your cluster, you would only need to know about each tree within only the forests you’d selected.
The problem with cluster sampling is that it might not be entirely random. As an example, it’s likely that all of the gumballs in a packet will have been produced by the same factory. If there are differences between the factories, you may not pick these up.
[image: image with no caption]


...or even systematic sampling



With systematic sampling, you list the population in some sort of order, and then survey every kth item, where k is some number. As an example, you could choose to sample every 10th gumball.
Systematic sampling is relatively quick and easy, but there’s one key disadvantage. If there’s some sort of cyclic pattern in the population, your sample will be biased. As an example, if gumballs are produced such that every 10th gumball is red, you will end up only sampling red gumballs, and this could lead to you drawing misleading conclusions about your population.
[image: image with no caption]

There are no Dumb Questions
	Q:
	Q: Does using one of these methods of sampling guarantee that the sample won’t be biased?

	A:
	A: They don’t guarantee that the sample won’t be biased, but they do minimize the chances of this happening. By really thinking about your target population and how you can make your sample representative of it, you stand a much better chance of coming up with an unbiased, representative sample.

	Q:
	Q: Do I have to use any of these methods? Can’t I just choose items at random.

	A:
	A: Choosing items at random is simple random sampling. Yes, this is one approach you can take, but one thing to be aware of is that there is a chance your sample will not be representative of the population at large.

	Q:
	Q: But why? Surely if I choose items at random, then my sample is bound to be representative of the target population.

	A:
	A: Not necessarily. You see, if you choose sampling units at random, then there’s a chance that purely at random, you could choose a sample that doesn’t effectively represent the target population. As an example, if you choose customers of the Statsville Health Club completely at random, there’s a chance that you might choose only attendees of one particular class, or of one particular gender.
There might also be a case where you think you’re sampling at random, when really you’re not. As an example, if you conduct a survey to find out customer satisfaction, but leave it up to customers whether or not they respond, you may well end up with a biased sample as customers have to be sufficiently motivated to respond. The customers who are most motivated to take part in the survey will be those who are either strongly satisfied or strongly dissatisfied. You are less likely to hear from those customers without strong feelings, yet those people may make up the bulk of the population.

	Q:
	Q: How about if I just increase the size of my sample? Will that get around bias?

	A:
	A: The larger your sample, the less chance there is of your sample being biased, and this is one way of minimizing the chances of getting a biased sample using simple random sampling. The trouble is, the larger your sample, the more cumbersome and time-consuming it can be to gather data.

	Q:
	Q: What’s the difference between stratified sampling and clustered sampling?

	A:
	A: With stratified sampling, you divide the population into different groups or strata, where all the units within a stratum are as similar to each other as possible. In other words, you take some characteristic or property such as gender, and use this as the basis for the strata. Once you’ve split the population into strata, you perform simple random sampling on each stratum.
With clustered sampling, your aim is to divide the population into clusters, trying to make the clusters as alike as possible. You then use simple random sampling to choose clusters, and then sample everything in those clusters.

	Q:
	Q: I see. So with stratified sampling, you make each stratum as different as possible, and with clustered sampling, you make each cluster as similar as possible.

	A:
	A: Exactly.

	Q:
	Q: So what about systematic sampling?

	A:
	A: With systematic sampling, you choose a number, k, and then choose every kth item for your sample. This way of sampling is fairly quick and easy, but it doesn’t mean that your sample will be representative of the population. In fact, this sort of sampling can only be used effectively if there are no repetitive patterns or organization in the sampling frame

	Q:
	Q: Drawing lots sounds antiquated. Do people still do that?

	A:
	A: It’s not as common as it used to be, but it’s still a way of sampling.






Exercise
You’ve been given 10 boxes of chocolates and been asked to sample the chocolates in them. There are whilte, milk, and dark chocolates in the boxes. Your target population is all of the chocolates, and the sampling unit is one chocolate.
	How could you apply simple random sampling to this problem?

	How could you apply stratified sampling?

	What about cluster sampling?




Exercise Solution
You’ve been given 10 boxes of chocolates and been asked to sample the chocolates in them. There are whilte, milk, and dark chocolates in the boxes. Your target population is all of the chocolates, and the sampling unit is one chocolate.
	How could you apply simple random sampling to this problem?
You could apply simple random sampling by choosing chocolates at random, either through drawing lots or using random numbers. That way, each chocolate stands an equal chance of being sampled.

	How could you apply stratified sampling?
For stratified smpling, you divide the chocolates into strata and apply simple random sampling to each one. Each strata comprises of a group of chocolates with similar characteristics, so you could use the different types of chocolate. One stratum could be white chocolates, another one could be milk chocolates, and the final one could be dark chocolates.

	What about cluster sampling?
For cluster sampling, you divide the chocolates into groups, but this time each group needs to be similar. Assuming each box of chocolates is similar, you could take one of the boxes, and sample all of the chocolates in it.




Exercise
How would you go about conducting a sample survey of Mighty Gumball’s super-long-lasting gumballs? The gumballs come in four different colors, and they’re all made in the same factory. Assume you have to start your sample from scratch.

Exercise Solution
How would you go about conducting a sample survey of Mighty Gumball’s super-long-lasting gumballs? The gumballs come in four different colors, and they’re all made in the same factory. Assume you have to start your sample from scratch.
The target population is all of Mighty Gumball’s super-long-lasting gumballs, and the sampling unit is an individual gumball. For the sampling frame, we ideally need some sort of numbered list of the gumballs, but it’s likely that this isn’t practical. Instead, we’ll settle for a list showing how many gumballs there are in the population for each color.
The type of sampling you use is subjective, but we’d choose to use stratified sampling, as this may be the best way of coming up with an unbiased sample. We’d divide the gumballs into their different colors and then use simple random sampling to choose a proportionate number of each of the four colors. We would then use these for our sample.
Don’t worry if you got a different answer. The key thing is to think through how you can best make your survey representative of the population, and you may have different ideas.

Bullet Points
	A population is the entire collection of things you are studying.

	A sample is a relatively small selection taken from the population that you can use to draw conclusions about the population itself.

	To take a sample, start off by defining your target population, the population you want to study. Then decide on your sampling units, the sorts of things you need to sample. Once you’ve done that, draw up a sampling frame, a list of all the sampling units in your target population.

	A sample is biased if it isn’t representative of your target population.

	Simple random sampling is where you choose sampling units at random to form your sample. This can be with or without replacement. You can perform simple random sampling by drawing lots or using random number generators.

	Stratified sampling is where you divide the population into groups of similar units or strata. Each stratum is as different from the others as possible. Once you’ve done this, you perform simple random sampling within each stratum.

	Cluster sampling is where you divide the population into clusters where each cluster is as similar to the others as possible. You use simple random sampling to choose a selection of clusters. You then sample every unit in these clusters.

	Systematic sampling is where you choose a number, k, and sample every kth unit.





Mighty Gumball has a sample



With your help, Mighty Gumball has gathered a sample of their super-long-lasting gumballs. This means that rather than perform taste tests on the entire gumball population, they can use their sample instead.
[image: image with no caption]

So what’s next?



We’ve looked at how we can put together a representative sample, but what we haven’t looked at is how we can use it. We know that an unbiased sample shares the same characteristics as its parent population, but what’s the best way of analyzing this?
Keep reading, and we’ll show you how in the next chapter.


Chapter 11. Estimating Populations and Samples: Making Predictions



[image: image with no caption]

Wouldn’t it be great if you could tell what a population was like, just by taking one sample?
Before you can claim full sample mastery, you need to know how to use your samples to best effect once you’ve collected them. This means using them to accurately predict what the population will be like and coming up with a way of saying how reliable your predictions are. In this chapter, we’ll show you how knowing your sample helps you get to know your population, and vice versa.
So how long does flavor really last for?



With your help, Mighty Gumball has pulled together an unbiased sample of super-long-lasting gumballs. They’ve tested each of the gumballs in the sample and collected lots of data about how long gumball flavor within the sample lasts.
There’s just one problem...
[image: image with no caption]

To satisfy the CEO, we’re going to need to find both the mean and the variance of flavor duration in the whole Mighty Gumball population.
Here’s the data we gathered from the sample. How do you think we can use it to tell us what the mean of the population is?
Note
Here’s how long flavor lasts for in minutes
	61.9
	62.6
	63.3
	64.8
	65.1

	66.4
	67.1
	67.2
	68.7
	69.9




Brain Power
Take a look at the data. How would you use this data to estimate the mean and variance of the population? How reliable do you think your estimate will be? Why?


Let’s start by estimating the population mean



So how can we use the results of the sample taste test to tell us the mean amount of time gumball flavor lasts for in the general gumball population?
The answer is actually pretty intuitive. We assume that the mean flavor duration of the gumballs in the sample matches that of the population. In other words, we find the mean of the sample and use it as the mean for the population too.
Here’s a sketch showing the distribution of the sample, and what you’d expect the distribution of the population to look like based on the sample. You’d expect the distribution of the population to be a similar shape to that of the sample, so you can assume that the mean of the sample and population have about the same value.
[image: image with no caption]
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We can’t say that they exactly match, but it’s the best estimate we can make.
Based on what we know, the mean of the sample is the best estimate we can make for the mean of the population. It’s the most likely value for the population mean that we can come up with based on the information that we have.
The mean of the sample is called a point estimator for the population mean. In other words, it’s a calculation based on the sample data that provides a good estimate for the mean of the population.

Point estimators can approximate population parameters



Up until now, we’ve been dealing with actual values of population parameters such as the mean, μ, or the variance, σ2. We’ve either been able to calculate these for ourselves, or we’ve been told what they are.
This time around we don’t know the exact value of the population parameters. Instead of calculating them using the population, we estimate them using the sample data instead. To do this, we use point estimators to come up with a best guess of the population parameters.
A point estimator of a population parameter is some function or calculation that can be used to estimate the value of the population parameter. As an example, the point estimator of the population mean is the mean of the sample, as we can use the sample mean to estimate the population mean.
[image: image with no caption]

We differentiate between an actual population parameter and its point estimator using the ^ symbol. As an example, we use the symbol μ to represent the population mean, and [image: ] to represent its estimator. So to show that you’re dealing with the point estimator of a particular population parameter, take the symbol of the population parameter, and top it with a ^.
[image: image with no caption]

[image: image with no caption]

There’s a shorthand way of writing the sample mean.
The symbol μ has a very precise meaning. It’s the mean of the population. We have a different way to represent the mean of the sample so that we don’t get confused about which mean we’re talking about. To represent the sample mean, we use the symbol x̄ (pronounced “x bar”). That way, we know that if someone refers to μ, they’re referring to the population mean, and if they refer to x̄, they’re referring to the sample mean.
x̄ is the sample equivalent of μ, and you calculate it in the same way you would the population mean. You add together all the data in your sample, and then divide by however many items there are. In other words, if your sample size is n,
[image: image with no caption]

We can use this to write a shorthand expression for the point estimator for the population. Since we can estimate the population mean using the mean of the sample, this means that
[image: image with no caption]

Sharpen your pencil
Use the sample data to estimate the value of the population mean. Here’s a reminder of the data:
61.9 62.6 63.3 64.8 65.1 66.4 67.1 67.2 68.7 69.9

Sharpen your pencil Solution
Use the sample data to estimate the value of the population mean. Here’s a reminder of the data:
61.9 62.6 63.3 64.8 65.1 66.4 67.1 67.2 68.7 69.9
We can estimate the population mean by calculating the mean of the sample.
[image: image with no caption]


There are no Dumb Questions
	Q:
	Q: Surely the mean is just the mean. Why are there so many different symbols for it?

	A:
	A: There are three different concepts at work. There’s the mean of the population, the mean of the sample, and the point estimator for the population mean.
The population mean is represented by μ. This is the sort of mean that we’ve encountered throughout the book so far, and you find it by adding together all the data in the population and dividing by the size of the population.
The sample mean is represented by x̄. You find it in the same way that you find μ, except that this time your data comes from a sample. To calculate x̄, you add together the data in your sample, and divide by the size of it.
The point estimator for μ is represented by [image: ]. It’s effectively a best guess for what you think the population mean is, based on the sample data.

	Q:
	Q: So does that mean that we can find μ by just taking the mean of a sample?

	A:
	A: We can’t find the exact value of μ using a sample, but if the sample is unbiased, it gives us a very good estimate. In other words, we can use the sample data to find [image: ], not the true value of μ itself.

	Q:
	Q: But what about if the sample is biased? How do we come up with an estimate for μ then?

	A:
	A: This is where it’s important to make your sample as unbiased as possible. If all the data you have comes from your sample, then that’s what you need to use as the basis for your estimate. If your sample is biased, then this means that your estimate for μ is likely to be inaccurate, and it may lead you into making wrong decisions.

	Q:
	Q: Does the size of the sample matter?

	A:
	A: In general, the larger the size of your sample, the more accurate your point estimator is likely to be.






μ is the mean of the population, x̄ is the mean of the sample, and [image: ] is the point estimator for μ.


Bullet Points
	A point estimator is an estimate for the value of a population parameter, derived from sample data.

	The ^ symbol is added to the population parameter when you’re talking about its point estimator. As an example, the point estimator for μ is [image: ].

	The mean of a sample is represented as x̄. To find the mean of the sample, use the formula
[image: image with no caption]

where x represents the values in the sample, and n is the sample size.

	The point estimator for the population mean is found by calculating x̄. In other words,
[image: image with no caption]

This means that if you want a good estimate for the true value of the population mean, you can use the mean of the sample.




[image: image with no caption]

You’ve come up with a good estimate for the population mean, but what about the variance?
If we can come up with a good estimate for the population variance, then the CEO will be able to tell how much variation in flavor duration there’s likely to be in the gumball population, based on the results of the sample data.

Let’s estimate the population variance



So far we’ve seen how we can use the sample mean to estimate the mean of the population. This means that we have a way of estimating what the mean flavor duration is for the super-long-lasting gumball population.
To satisfy the Mighty Gumball CEO, we also need to come up with a good estimate for the population variance.
So what can we use as a point estimator for the population variance? In other words, how can we use the sample data to find [image: ]?
[image: image with no caption]

The variance of the data in the sample may not be the best way of estimating the population variance.
You already know that the variance of a set of data measures the way in which values are dispersed from the mean. When you choose a sample, you have a smaller number of values than with the population, and since you have fewer values, there’s a good chance they’re more clustered around the mean than they would be in the population. More extreme values are less likely to be in your sample, as there are generally fewer of them.
[image: image with no caption]

So what would be a better estimate of the population variance?

We need a different point estimator than sample variance



The problem with using the sample variance to estimate that of the population is that it tends to be slightly too low. The sample variance tends to be slightly less than the variance of the population, and the degree to which this holds depends on the number of values in the sample. If the number in the sample is small, there’s likely to be a bigger difference between the sample and population variances than if the size of the sample is large.
What we need is a better way of estimating the variance of the population, some function of the sample data that gives a slightly higher result than the variance of all the values in the sample.
So what is the estimator?



Rather than take the variance of all the data in the sample to estimate the population variance, there’s something else we can use instead. If the size of the sample is n, we can estimate the population variance using
[image: image with no caption]

In other words, we take each item in the sample, subtract the sample mean, and then square the result. We then add all of the results together, and divide by the number of items in the sample minus 1. This is just like finding the variance of the values in the sample, but dividing by n – 1 instead of n.
[image: image with no caption]

This formula is a closer match to the value of the population variance.
Dividing a set of numbers by n – 1 gives a higher result than dividing by n, and this difference is most noticeable when n is fairly small. This means that the formula is similar to the variance of the sample data, but gives a slightly higher result.
The population variance tends to be higher than the variance of the data in the sample. This means that this formula is a slightly better point estimator for the population variance.
Variance Up Close
Knowing what formula you should use to find the variance can be confusing. There’s one formula for population variance σ2, and a slightly different one for its point estimator [image: ]. So which formula should you use when?
Population variance
If you want to find the exact variance of a population and you have data for the whole population, use
[image: image with no caption]

In this situation, you have all the data for your population. You know what the mean is for your population, and you want to find the variance of all of these values. This is the calculation that you’ve seen throughout this book so far.
Estimating the population variance
If you need to estimate the variance of a population using sample data, use
[image: image with no caption]

Instead of calculating the variance of an actual population of n values, you have to estimate the variance of the population, based on the sample of data you have. To make you estimate a bit more accurate, you divide by n – 1 instead of n, as this gives a slightly higher result.
The formula for the population variance point estimator is usually written s2, so
[image: image with no caption]

This is similar to using x̄ to represent the sample mean.



Which formula’s which?



Sometimes it can be tricky deciding whether you should divide by n for the variance, or whether you should divide by n – 1. The golden rule to remember is that dividing by n gives you the actual variance for the set of data that you have.
If you have the data for the entire population, then dividing by n gives you the actual variance of the population. You need to use the formula for σ2 and divide by n.
If you have a sample of data from the population, then chances are you’ll want to use this to estimate the variance of the population. This means that you need to use the formula for s2 and divide by n – 1.
Watch it!
Some books tell you to divide by n – 1 for a sample, and some tell you to divide by n.
This is because different books make different assumptions about what you’re using your sample for. If you’re using the sample to estimate the population variance, then you need to divide by n – 1. You only need to divide by n if you want to calculate the variance of that exact set of values.
If you’re taking a statistics exam, check the approach that your exam board takes.

Sharpen your pencil
Here’s a reminder of the data from the Mighty Gumball sample. What do you estimate the population variance to be?
61.9 62.6 63.3 64.8 65.1 66.4 67.1 67.2 68.7 69.9

Sharpen your pencil Solution
Here’s a reminder of the data from the Mighty Gumball sample. What do you estimate the population variance to be?
61.9 62.6 63.3 64.8 65.1 66.4 67.1 67.2 68.7 69.9
We can estimate the population variance by calculating s2.
[image: image with no caption]


There are no Dumb Questions
	Q:
	Q: Why do I divide by n – 1 for the sample variance? Why can’t I divide by n?

	A:
	A: You divide by n – 1 for a sample because most of the time, you use your sample data to estimate the variance of the population. Dividing by n – 1 gives you a slightly more accurate result than dividing by n. This is because the variance of values in the sample is likely to be slightly lower than the population variance.

	Q:
	Q: Is there some mathematical basis for this?

	A:
	A: Yes there is. It’s something that we’re going to touch upon at the end of the chapter, but hold onto that thought; it’s a good one.

	Q:
	Q: How do I remember which symbols are used for the population, and which are used for the sample?

	A:
	A: In general, Greek letters are used for the population, and normal Roman letters are used for the mean and variance for the sample.

	Q:
	Q: Is there a point estimator for the standard deviation in the same way that there is for the variance? How do I find it?

	A:
	A: If you need to estimate the standard deviation, start by calculating the estimator for the variance. The estimator for the standard deviation is the square root of this.







Mighty Gumball has done more sampling



The Mighty Gumball CEO is so inspired by the results of the taste test that he’s asked for another sampling exercise that he can use for his television advertisements. This time, the CEO wants to be able to say how popular Mighty Gumball’s candy is compared with that of their main rival.
The Mighty Gumball staff have asked a random sample of people whether they prefer gumballs produced by Mighty Gumball or whether they prefer those of their main rival. They’re hoping they can use the results to predict what proportion of the population is likely to prefer Mighty Gumball.
[image: image with no caption]

[image: image with no caption]

Mighty Gumball has found that in a sample of 40 people, 32 of them prefer their gumballs. The other 8 prefer those of their rival.
Brain Power
How would you find the proportion of people in the sample who prefer Mighty Gumball’s candy? What distribution do you think this follows? How do you think you could apply this to the population?


It’s a question of proportion



For the latest Mighty Gumball sample, the thing the CEO is interested in is whether or not each person prefers Mighty Gumball confectionery to that of their chief rival. In other words, every person who prefers Mighty Gumball candy can be classified as a success.
So how do we use the sample data to predict the proportion of successes in the population?
Predicting population proportion



If we use X to represent the number of successes in the population, then X follows a binomial distribution with parameters n and p. n is the number of people in the population, and p is the proportion of successes.
In the same way that our best estimate of the population mean is the mean of the sample, our best guess for the proportion of successes in the population has to be the proportion of successes in the sample. This means that if we can find the proportion of people in the sample who prefer Mighty Gumball’s treats, we’ll have a good estimate for the proportion of people who prefer Mighty Gumball in the general population.
We can find the proportion of successes in the sample by taking the total number of people who prefer Mighty Gumball, and then dividing by the total number of people in the sample. If we use ps to represent the proportion of successes in the sample, then we can estimate the proportion of successes in the population using
[image: image with no caption]

where
[image: image with no caption]

In other words, we can use the proportion of successes in the sample as a point estimator for the proportion of successes in the population. In the case of the company’s latest sample, 32 out of 40 people prefer Mighty Gumball confectionery, which means that ps = 0.8. Therefore, the point estimator for the proportion of successes in the population is also 0.8.
[image: image with no caption]

Probability and proportion are related
There’s actually a very close relationship between probability and proportion.
Imagine you have a population for which you want to find the proportion of successes. To calculate this proportion, you take the number of successes, and divide by the size of the population.
Now suppose you want to calculate the probability of choosing a success from the population at random. To derive this probability, you take the number of successes in the population, and divide by the size of the population. In other words, you derive the probability of getting a success in exactly the same way as you derive the proportion of successes.
We use the letter p to represent the probability of success in the population, but we could easily use p to represent proportion instead—they have the same value.
p = probability = proportion
Sharpen your pencil
Mighty Gumball takes another sample of their super-long-lasting gumballs, and finds that in the sample, 10 out of 40 people prefer the pink gumballs to all other colors. What proportion of people prefer pink gumballs in the population? What’s the probability of choosing someone from the population who doesn’t prefer pink gumballs?

Sharpen your pencil Solution
Mighty Gumball takes another sample of their super-long-lasting gumballs, and finds that in the sample, 10 out of 40 people prefer the pink gumballs to all other colors. What proportion of people prefer pink gumballs in the population? What’s the probability of choosing someone from the population who doesn’t prefer pink gumballs?
We can estimate the population proportion with the sample proportion. This gives us
	[image: ] = ps =
	10/40

	=
	0.25



The probability of choosing someone from the population who doesn’t prefer pink gumballs is
	P(Preference not Pink) =
	1 – [image: ]

	=
	1 – 0.25

	=
	0.75




There are no Dumb Questions
	Q:
	Q: So is proportion the same thing as probability?

	A:
	A: The proportion is the number of successes in your population, divided by the size of your population. This is the same calculation you would use to calculate probability for a binomial distribution.

	Q:
	Q: Does proportion just apply to the binomial distribution? What about other probability distributions?

	A:
	A: Out of all the probability distributions we’ve covered, the only one which has any bearing on proportion is the binomial distribution. It’s specific to the sorts of problems you have with this distribution.

	Q:
	Q: Is the proportion of the sample the same as the proportion of the population?

	A:
	A: The proportion of the sample can be used as a point estimator for the proportion of the population. It’s effectively a best guess as to what the value of the population proportion is.

	Q:
	Q: Is that still the case if the sample is biased in some way? How do I estimate proportion from a biased sample?

	A:
	A: The key here is to make sure that your sample is unbiased, as this is what you base your estimate on. If your sample is biased, this means that you will come with an inaccurate estimate for the population proportion. This is the case with other point estimators too.

	Q:
	Q: So how do I make sure my sample is unbiased?

	A:
	A: Going through the points we raised in the previous chapter is a good way of making sure your sample is as representative as possible. The hard work you put in to preparing your sample is worth it because it means that your point estimators are a more accurate reflection of the population itself.






[image: image with no caption]

Bullet Points
	The point estimator for the population variance is given by
[image: image with no caption]

where s2 is given by
[image: image with no caption]


	The population proportion is represented using p. It’s the proportion of successes within the population.

	The point estimator for p is given by ps, where ps is the proportion of successes in the sample.
[image: image with no caption]


	You calculate ps by dividing the number of successes in the sample by the size of the sample.
[image: image with no caption]







Buy your gumballs here!



Remember the Statsville Cinema? They’re recently been authorized to sell Mighty Gumball products to film-goers, and it’s a move that’s proving popular with most of their customers.
The trouble is, not everybody’s happy.
[image: image with no caption]

Introducing new jumbo boxes



The cinema sells mixed boxes of gumballs, and this weekend, they’re putting on a film marathon of classic films.
The event looks like it’s going to be popular, and tickets are selling well. The trouble is, some people get cranky if they don’t get their fix of red gumballs.
A jumbo box of gumballs is meant for sharing, and each box contains 100 gumballs. 25% of gumballs in the entire gumball population are red.
[image: image with no caption]

We need to find the probability that in one particular jumbo box, 40 or more of the gumballs will be red.
Since there are 100 gumballs per box, that means we need to find the probability that 40% of the gumballs in this box are red, given that 25% of the gumball population is red.


So how does this relate to sampling?



So far, we’ve looked at how to put together an unbiased sample, and how to use samples to find point estimators for population parameters.
This time around, the situation’s different. Here, we’re told what the population parameters are, and we have to work out probabilities for one particular jumbo box of gumballs. In other words, instead of working out probabilities for the population, we need to work out probabilities for the sample proportion.
[image: image with no caption]

This time, we’re looking for probabilities for a sample, not a population.
Rather than work out the probability of getting particular frequencies or values in a probability distribution, this time around we need to find probabilities for the sample proportion itself. We need to figure out the probability of getting this particular result in this particular box of gumballs.
Before we can work out probabilities for this, we need to figure out the probability distribution for the sample proportion. Here’s what we need to do:
	Look at all possible samples the same size as the one we’re considering.
If we have a sample of size n, we need to consider all possible samples of size n. There are 100 gumballs in the box, so in this case n is 100.

	Look at the distribution formed by all the samples, and find the expectation and variance for the proportion.
Every sample is different, so the proportion of red gumballs in each box of gumballs will probably vary.

	Once we know how the proportion is distributed, use it to find probabilities.
Knowing how the proportion of successes in a sample is distributed means we can use it to find probabilities for the proportion in a random sample—in this case, a jumbo box of gumballs.



Let’s take a look at how to do this.

The sampling distribution of proportions



So how do we find the distribution of the sample proportions?
Let’s start with the gumball population. We’ve been told what the proportion of red gumballs is in the population, and we can represent this as p. In other words, p = 0.25.
[image: image with no caption]

Each jumbo box of gumballs is effectively a sample of gumballs taken from the population. Each box contains 100 gumballs, so the sample size is 100. Let’s represent this with n.
If we use the random variable X to represent the number of red gumballs in the sample, then X ~ B(n, p), where n = 100 and p = 0.25.
The proportion of red gumballs in the sample depends on X, the number of red gumballs in the sample. This means that the proportion itself is a random variable. We can write this as Ps, where Ps = X/n
[image: image with no caption]

There are many possible samples we could have taken of size n. Each possible sample would comprise n gumballs, and the number of red gumballs in each would follow the same distribution. For each sample, the number of red gumballs is distributed as B(n, p), and the proportion of successes is given by X/n.
[image: image with no caption]

We can form a distribution out of all the sample proportions using all of the possible samples. This is called the sampling distribution of proportions, or the distribution of Ps.
[image: image with no caption]

Using the sampling distribution of proportions, you can find probabilities for the proportion of successes in a sample of size n, chosen at random.
This means that we can use it to find the probability that the proportion of red gumballs in one particular jumbo box of gumballs will be at least 40%.
But before we can do that, we need to know what the expectation and variance is for the distribution.

So what’s the expectation of Ps?



So far we’ve seen how we can form a distribution from the proportions of all possible samples of size n. Before we can use it to calculate probabilities, we need to know more about it. In particular, we need to know what the expectation and variance is of the distribution.
Let’s start with the expectation. Intuitively, we’d expect the proportion of red gumballs in the sample to match the proportion of red gumballs in the population. If 25% of the gumball population is red, then you’d expect 25% of the gumballs in the sample to be red also.
[image: image with no caption]

So what’s the expectation of Ps?
We want to find E(Ps), where Ps = X/n. In other words, we want to find the expected value of the sample proportion, where the sample proportion is equal to the number of red gumballs divided by the total number of gumballs in the sample. This gives us
[image: image with no caption]

Now X is the number of red gumballs in the sample. If we count the number of red gumballs as the number of successes, then X ~ B(n, p).
You’ve already seen that for a binomial distribution, E(X) = np. This means that
[image: image with no caption]

This result ties in with what we intuitively expect. We can expect the proportion of successes in the sample to match the proportion of successes in the population.

And what’s the variance of Ps?



Before we can find out any probabilities for the sample proportion, we also need to know what the variance is for Ps. We can find the variance in a similar way to how we find the expectation.
So what’s Var(Ps)? Let’s start as we did before by using Ps = X/n.
[image: image with no caption]

As we’ve said before, X is the number of number of red gumballs in the sample. If we count the number of red gumballs as the number of successes, then X ~ B(n, p). This means that Var(X) = npq, as this is the variance for the binomial distribution. This gives us
[image: image with no caption]

Taking the square root of the variance gives us the standard deviation of Ps, and this tells us how far away from p the sample proportion is likely to be. It’s sometimes called the standard error of proportion, as it tells you what the error for the proportion is likely to be in the sample.
[image: image with no caption]

The standard error of proportion gets smaller as n gets larger. This means that the more items there are in your sample, the more reliable your sample proportion becomes as an estimator for p.
So how can we use the expectation and variance values we found to calculate probabilities for the proportion? Let’s take a look.

Find the distribution of Ps



So far we’ve found the expectation and variance for Ps, the sampling distribution of proportions. We’ve found that if we form a distribution from all the sample proportions, then
[image: image with no caption]

We can use this to help us find the probability that the proportion of red gumballs in a sample of 100 is at least 40%.
[image: image with no caption]

Right, the distribution of Ps actually depends on the size of the samples.
Here’s a sketch of the distribution for Ps when n is large.
[image: image with no caption]

Brain Power
Take a look at the sketch for the distribution of Ps where n is large. How do you think Ps is distributed?


Ps follows a normal distribution



When n is large, the distribution of Ps becomes approximately normal. By large, we mean greater than 30. The larger n gets, the closer the distribution of Ps gets to the normal distribution.
We’ve already found the expectation and variance of Ps, so this means that if n is large,
[image: image with no caption]

Watch it!
Sometimes statisticians disagree about how large n needs to be.
If you’re taking a statistics exam, make sure that you check how your exam board defines this.

As Ps follows a normal distribution for n > 30, this means that we can use the normal distribution to solve our gumball problem. We can use the normal distribution to calculate the probability that the proportion of red gumballs in a jumbo box of gumballs will be at least 40%.
There’s just one thing to remember: the sampling distribution needs a continuity correction.
Ps—continuity correction required



The number of successes in each of the samples is discrete, and as it’s used to calculate proportion, you need to apply a continuity correction when you use the normal distribution to find probabilities.
We’ve seen before that if X represents the number of successes in the sample, then Ps = X/n. The normal continuity correction for X is ±(1/2).
If we substitute this in place of X in the formula Ps = X/n, this means that the continuity correction for Ps is given by
[image: image with no caption]

Relax
If n is very large, the continuity correction can be left out.
As n gets larger, the continuity correction becomes very small, and this means that it makes very little difference to the overall probability. Some textbooks omit the continuity correction altogether.

In other words, if you use the normal distribution to approximate probabilities for Ps, make sure you apply a continuity correction of ±1/2n. The exact continuity correction depends on the value of n.
There are no Dumb Questions
	Q:
	 Q: What’s a sampling distribution?

	A:
	A: A sampling distribution is what you get if you take lots of different samples from a single population, all of the same size and taken in the same way, and then form a distribution out of some key characteristic of each sample. This means that the sampling distribution of proportions is what you get if you form a sampling distribution out of the proportions for each of the samples.

	Q:
	Q: Do we actually have to gather all possible samples?

	A:
	A: No, we don’t have to physically form all of the samples. Instead we imagine that we do, and then come up with expressions for the expectation and variance.

	Q:
	Q: So a sampling distribution has an expectation and variance? Why?

	A:
	A: A sampling distribution is a probability distribution in the same way as any other probability distribution, so it has an expectation and variance.
The expectation of the sampling population of proportions is like the average value of a sample proportion; it’s what you expect the proportion of a sample taken from a particular population to be.

	Q:
	Q: Why isn’t the variance of Ps the same as the population variance σ2?

	A:
	A: The variance for the sampling distribution of proportions describes how the sample proportions vary. It doesn’t describe how the values themselves vary. The variance has a different value because it describes a different concept.

	Q:
	Q: So what use does the sampling distribution of proportions have?

	A:
	A: It allows you to work out probabilities for the proportion of a sample taken from a known population. It gives you an idea of what you can expect a sample to be like.

	Q:
	Q: What does the standard error of proportion really mean?

	A:
	A: The standard error is the square root of the variance for the sampling distribution. In effect, it tells you how far away you can expect the sample proportion to be from the true value of the population proportion. This means it tells you what sort of error you can expect to have.






Bullet Points
	The sampling distribution of proportions is what you get if you consider all possible samples of size n taken from the same population and form a distribution out of their proportions. We use Ps to represent the sample proportion random variable.

	The expectation and variance of Ps are defined as
	E(Ps) =
	p

	Var(Ps) =
	pq/n



where p is the population proportion.

	The standard error of proportion is the standard deviation of this distribution. It’s given by
[image: image with no caption]


	If n > 30, then Ps follows a normal distribution, so
Ps ~ N(p, pq/n)
for large n. When working with this, you need to apply a continuity correction of
[image: image with no caption]





Exercise
25% of the gumball population are red. What’s the probability that in a box of 100 gumballs, at least 40% will be red? We’ll guide you through the steps.
1. If Ps is the proportion of red gumballs in the box, how is Ps distributed?
2. What’s the value of P(Ps ≥ 0.4)?
Note
Hint: Remember to apply a continuity correction.


Exercise Solution
25% of the gumball population are red. What’s the probability that in a box of 100 gumballs, at least 40% will be red? We’ll guide you through the steps.
1. If Ps is the proportion of red gumballs in the box, how is Ps distributed?
Let’s use p to represent the probability that a gumball is red. In other words, p = 0.25.
Let’s use Ps to represent the proportion of gumballs in the box that are red.
Ps ~ N(p, pq/n), where p = 0.25, q = 0.75, and n = 100. As pq/n is equal to 0.25 x 0.75 / 100 = 0.001875, this gives us
Ps ~ N(0.25, 0.001875)
2. What’s the value of P(Ps ≥ 0.4)? Hint: Remember that you need to apply a continuity correction.
	P(Ps ≥ 0.4) =
	P(Ps > 0.4 – 1/(2 x 100))

	=
	P(Ps > 0.395)



As Ps ~ N(0.25, 0.001875), we need to find the standard score of 0.395 so that we can look up the result in probability tables. This gives us
[image: image with no caption]

	P(Z > z) =
	1 – P(Z < 3.35)

	=
	1 – 0.9996

	=
	0.0004



In other words, the probability that in a box of 100 gumballs, at least 40% will be red, is 0.0004.
[image: image with no caption]


Sampling Distribution of Proportions Up Close
The sampling distribution of proportions is the distribution formed by taking the proportions of all possible samples of size n. The proportion of successes in a sample is represented by Ps, and it is is distributed as
[image: image with no caption]

When n is large, say bigger than 30, the distribution of Ps becomes approximately normal, so
[image: image with no caption]

[image: image with no caption]

Knowing the probability distribution of Ps is useful because it means that given a particular population, we can calculate probabilities for the proportion of successes in the sample. We can approximate this with the normal distribution, and the larger the size of the sample, the more accurate the approximation.
The sampling distribution continuity correction
When you use the normal distribution in this way, it’s important to apply a continuity correction. This is because the number of successes in the sample is discrete, and it’s used in the calculation of proportion.
If X represents the number of successes in the sample, then Ps = X/n. The continuity correction for X is ±(1/2), so this means the continuity correction is given by
[image: image with no caption]

In other words, if you use the normal distribution to approximate probabilities for the sampling proportion, make sure you apply a continuity correction of ±1/2n.



How many gumballs?



Using the sampling distribution of proportions, you’ve successfully managed to find the probability of getting a certain proportion of successes in one particular sample. This means that you can now use samples to predict what the population will be like, and also use your knowledge of the population to make predictions about samples.
[image: image with no caption]

There’s just one more problem...



The Mighty Gumball CEO has one more problem for you to work on. In addition to selling jumbo boxes, gumballs are also sold in handy pocketsized packets that you can carry with you wherever you go.
According to Mighty Gumball’s statistics for the population, the mean number of gumballs in each packet is 10, and the variance is 1. The trouble is they’ve had a complaint. One of their most faithful customers bought 30 packets of gumballs, and he found that the average number of gumballs per packet in his sample is only 8.5.
The CEO is concerned that he will lose one of his best customers, and he wants to offer him some form of compensation. The trouble is, he doesn’t want to compensate all of his customers. He needs to know what the probability is of this happening again.
Brain Power
What do you need to know in order to solve this sort of problem?



We need probabilities for the sample mean



This is a slightly different problem from last time. We’re told what the population mean and variance are for the packets of gumballs, and we have a sample of packets we need to figure out probabilities for. Instead of working out probabilities for the sample proportion, this time we need to work out probabilities for the sample mean.
[image: image with no caption]

Before we can work out probabilities for the sample mean, we need to figure out its probability distribution. Here’s what we need to do:
	Look at all possible samples the same size as the one we’re considering.
If we have a sample of size n, we need to consider all possible samples of size n. There are 30 packets of gumballs, so in this case, n is 30.

	Look at the distribution formed by all the samples, and find the expectation and variance for the sample mean.
Every sample is different, and the number of gumballs in each packet varies.

	Once we know how the sample mean is distributed, use it to find probabilities.
If we know how the means of all possible samples are distributed, we can use it to find probabilities for the mean in a random sample, in this case the, packets of gumballs.



Let’s take a look at how to tackle this.

The sampling distribution of the mean



So how do we find the distribution of the sample means?
Let’s start with the population of gumball packets. We’ve been told what the mean and variance is for the population, and we’ll represent these with μ and σ2. We can represent the number of gumballs in a packet with X.
Each packet chosen at random is an independent observation of X, so each gumball packet follows the same distribution. In other words, if Xi represents the number of gumballs in a packet chosen at random, then each Xi has an expectation of μ and variance σ2.
[image: image with no caption]

Now let’s take a sample of n gumball packets. We can label the number of gumballs in packet X1 through Xn. Each Xi is an independent observation of X, which means that they follow the same distribution. Each Xi has an expectation of μ and variance σ2.
We can represent the mean of gumballs in these n packets of gumballs with X̄. The value of X̄ depends on how many gumballs are in each packet of the n pockets, and to calculate it, you add up the total number of gumballs and divide by n.
[image: image with no caption]

There are many possible samples we could have taken of size n. Each possible sample comprises n packets, which means that each sample comprises n independent observations of X. The number of gumballs in each randomly chosen packet follows the same distribution as all the others, and we calculate the mean number of gumballs for each sample in the same way.
[image: image with no caption]

We can form a distribution out of all the sample means from all possible samples. This is called the sampling distribution of means, or the distribution of X̄.
[image: image with no caption]

The sampling distribution of means gives us a way of calculating probabilities for the mean of a sample.
Before you can work out the probability of any variable, you need to know about its probability distribution, and this means that if you want to calculate probabilities for the sample mean, you need to know how the sample means are distributed. In our particular case, we want to know what the probability is of there being a mean of 8.5 gumballs or fewer in a sample of 30 packets of gumballs.
Just as with the sampling distribution of proportions, before we can start calculating probabilities, we need to know what the expectation and variance are of the distribution.

Find the expectation for X̄



So far, we’ve looked at how to construct the sampling distribution of means. In other words, we consider all possible samples of size n and form a distribution out of their means.
Before we can use it to find probabilities, we need to find the expectation and variance of X̄. Let’s start by finding E(X̄).
Now X̄ is the mean number of gumballs in each packet of gumballs in our sample. In other words,
[image: image with no caption]

where each Xi represents the number of gumballs in the i’th packet of gumballs. We can use this to help us find E(X̄).
[image: image with no caption]

This means that if we know what the expectation is for each Xi, we’ll have an expression for E(X̄).
Now each Xi is an independent observation of X, and we already know that E(X) = μ. This means that we can substitute μ for each E(Xi) in the above expression.
So where does this get us?
Let’s replace each E(Xi) with μ.
[image: image with no caption]

This means that E(X̄) = μ. In other words, the average of all the possible sample means of size n is the mean of the population they’re taken from. You’re, in effect, finding the mean of all possible means.
This is actually quite intuitive. It means that overall, you’d expect the average number of gumballs per packet in a sample to be the same as the average number of gumballs per packet in the population. In our situation, the mean number of gumballs in each packet in the population is 10, so this is what we’d expect for the sample too.
[image: image with no caption]

Brain Power
What else do we need to know in order to find probabilities for the sample mean? How do you think we can find this?


What about the the variance of X̄?



So far we know what E(X̄) is, but before we can figure out any probabilities for the sample mean, we need to know what Var(X̄) is. This will bring us one step closer to finding out what the distribution of X̄ is like.
[image: image with no caption]

The distribution of X̄ is different from the distribution of X.
X represents the number of gumballs in a packet. We’ve been told what the mean number of gumballs in a packet is, and we’ve also been given the variance.
[image: image with no caption]

X̄ represents the mean number of gumballs in a sample, so the distribution of X̄ represents how the means of all possible samples are distributed. E(X̄) refers to the mean value of the sample means, and Var(X̄) refers to how they vary.
[image: image with no caption]

Finding Var(X̄) is actually a very similar process to finding E(X̄).
Statistics Magnets
Here are some equations for finding an expression for the variance of the sample mean. Unfortunately, some parts of the equations have fallen off. Your task is to fill in the blanks below by putting the magnets back in the right positions and derive the variance of the sample mean.
Note
Hint: Look back at how we found E(X̄). It might help you.

[image: image with no caption]


Statistics Magnets Solution
Here are some equations for finding the variance of the sample mean. Unfortunately, some parts of the equations have fallen off. Your task is to put the magnets back in the right positions and derive the variance of the sample mean.
[image: image with no caption]


Relax
Don’t worry if you didn’t complete this exercise; it’s hard.
Most exam boards won’t ask you to derive this, and in real life, you’ll just need to remember the result. We’re just showing you where it comes from.

Sampling Distribution of the Means Up Close
Let’s take a closer look at the sampling distribution of means.
We started off by looking at the distribution of a population X. The mean of X is given by μ, and the variance by σ2, so E(X) = μ and Var(X) = σ2.
We then took all possible samples of size n taken from the population X and formed a distribution out of all the sample means, the distribution of X̄. The mean and variance of this distribution are given by:
[image: image with no caption]

The standard deviation of X̄ is the square root of the variance. The standard deviation tells you how far away from μ the sample mean is likely to be, so it’s known as the standard error of the mean.
[image: image with no caption]

The standard error of the mean gets smaller as n gets larger. This means that the more items there are in your sample, the more reliable your sample mean becomes as an estimator for the population mean.
[image: image with no caption]



So how is X̄ distributed?



So far we’ve found what the expectation and variance is for X̄. Before we can find probabilities, though, we need to know exactly how X̄ is distributed.
Let’s start by looking at the distribution of X̄ if X is normal.
Here’s a sketch of the distribution for X̄ for different values of μ, σ2, and n, where X is normally distributed. What do you notice?
[image: image with no caption]

For each of these combinations, the distribution of X̄ is normal. In other words
Note
These are the mean and variance of X̄ that we found earlier.

If X ~ N(μ, σ2), then X̄ ~ N(μ, σ2/n)
[image: image with no caption]

X might not follow a normal distribution.
We need to know how X̄ is distributed so that we can work out probabilities for the sample mean. The trouble is, we don’t know how X is distributed.
We need to know what distribution X̄ follows if X isn’t normal.

If n is large, X̄ can still be approximated by the normal distribution



As n gets larger, X̄ gets closer and closer to a normal distribution. We’ve already seen that X̄ is normal if X is normal. If X isn’t normal, then we can still use the normal distribution to approximate the distribution of X̄ if n is sufficiently large.
In our current situation, we know what the mean and variance are for the population, but we don’t know what its distribution is. However, since our sample size is 30, this doesn’t matter. We can still use the normal distribution to find probabilities for X̄.
This is called the central limit theorem.
Introducing the Central Limit Theorem



The central limit theorem says that if you take a sample from a non-normal population X, and if the size of the sample is large, then the distribution of X̄ is approximately normal. If the mean and variance of the population are μ and σ2, and n is, say, over 30, then
[image: image with no caption]

Does this look familiar? It’s the same distribution that we had when X followed a normal distribution. The only difference is that if X is normal, it doesn’t matter what size sample you use.
By the central limit theorem, if your sample of X is large, then X̄’s distribution is approximately normal.




Using the central limit theorem



So how does the central limit theorem work in practice? Let’s take a look.
The binomial distribution



Imagine you have a population represented by X ~ B(n, p) where n is greater than 30. As we’ve seen before, μ = np, and σ2 = npq.
The central limit theorem tells us that in this situation, X̄ ~ N(μ, σ2/n). To find the distribution of X̄, we substitute in the values for the population. This means that if we substitute in values for μ = np and σ2 = npq, we get
X̄ ~ N(np, pq)
Note
For the binomial distribution, the mean of the population is np, and the variance is npq. If we substitute this into the sampling distribution, we get X̄ ~ N(np, pq).


The Poisson distribution



Now suppose you have a population that follows a Poisson distribution of X ~ Po(λ), again where n is greater than 30. For the Poisson distribution,
μ = σ2 = λ.
As before, we can use the normal distribution to help us find probabilities for X̄. If we substitute population parameters into X̄ ~ N(μ, σ2/n), we get:
X̄ ~ N(λ, λ/n)
Note
For the Poisson distribution, the mean and variance are both λ. If we substitute this into the sampling distribution, we get X̄ ~ N(λ, λ/n).

In general, you take the distribution X̄ ~ N(μ, σ2/n) and substitute in values for μ and σ2.

Finding probabilities



Since X̄ follows a normal distribution, this means that you can use standard normal probability tables to look up probabilities. In other words, you can find probabilities in exactly the same way you would for any other normal distribution.
Exercise
Let’s apply this to Mighty Gumball’s problem.
The mean number of gumballs per packet is 10, and the variance is 1. If you take a sample of 30 packets, what’s the probability that the sample mean is 8.5 gumballs per packet or fewer? We’ll guide you through the steps.
1. What’s the distribution of X̄?
2. What’s the value of P(X̄ < 8.5)?

Exercise Solution
Let’s apply this to Mighty Gumball’s problem.
The mean number of gumballs per packet is 10, and the variance is 1. If you take a sample of 30 packets, what’s the probability that the sample mean is 8.5 gumballs per packet or fewer? We’ll guide you through the steps.
1. What’s the distribution of X̄?
We know that X̄ ~ N(μ, σ2/n), μ = 10, σ2 = 1, and n = 30, and 1/30 = 0.0333. So this gives us
X̄ ~ N(10, 0.0333)
2. What’s the value of P(X̄ < 8.5)?
As X̄ ~ N(10, 0.0333), we need to find the standard score of 8.5 so that we can look up the result in probability tables. This gives us
[image: image with no caption]

P(Z < z) = P(Z < -8.22)
This probability is so small that it doesn’t appear on the probability tables. We can assume that an event with a probability this small will hardly ever happen.

There are no Dumb Questions
	Q:
	 Q: Do I need to use any continuity corrections with the central limit theorem?

	A:
	A: Good question, but no you don’t. You use the central limit theorem to find probabilities associated with the sample mean rather than the values in the sample, which means you don’t need to make any sort of continuity correction.

	Q:
	Q: Is there a relationship between point estimators and sampling distributions?

	A:
	A: Yes, there is.
Let’s start with the mean. The point estimator for the population mean is x̄, which means that [image: ] = x̄. Now, if we look at the expectation for the sampling distribution of means, we get E(X̄) = μ. The expectation of all the sample means is given by μ, and we can estimate μ with the sample mean.
Similarly, the point estimator for the population proportion is ps, the sample proportion, which means that p = ps. If we take the expectation of all the sample proportions, we get E(Ps) = p. The expectation of all the sample proportions is given by p, and we can estimate p with the sample proportion.
We’re not going to prove it, but we get a similar result for the variance. We have σ2 = s2, and E(S2) = σ2.

	Q:
	Q: So is that a coincidence?

	A:
	A: No, it’s not. The estimators are chosen so that the expectation of a large number of samples, all of size n and taken in the same way, is equal to the true value of the population parameter. We call these estimators unbiased if this holds true.
An unbiased estimator is likely to be accurate because on average across all possible samples, it’s expected to be the value of the true population parameter.

	Q:
	Q: How does standard error come into this?

	A:
	A: The best unbiased estimator for a population parameter is generally one with the smallest variance. In other words, it’s the one with the smallest standard error.






Bullet Points
	The sampling distribution of means is what you get if you consider all possible samples of size n taken from the same population and form a distribution out of their means. We use X̄ to represent the sample mean random variable.

	The expectation and variance of X̄ are defined as
	E(X̄) =
	μ

	Var(X̄) =
	σ2/n



where μ and σ2 are the mean and variance of the population.

	The standard error of the mean is the standard deviation of this distribution. It’s given by
[image: image with no caption]


	If X ~ N(μ, σ2), then X̄ ~ N(μ, σ2/n).

	The central limit theorem says that if n is large and X doesn’t follow a normal distribution, then
X̄ ~ N(μ, σ2/n)






Sampling saves the day!



[image: image with no caption]

You’ve made a lot of progress



Not only have you been able to come up with point estimators for population parameters based on a single sample, you’ve also been able to use population to calculate probabilities in the sample. That’s pretty powerful.


Chapter 12. Constructing Confidence Intervals: Guessing with Confidence



[image: image with no caption]

Sometimes samples don’t give quite the right result.
You’ve seen how you can use point estimators to estimate the precise value of the population mean, variance, or proportion, but the trouble is, how can you be certain that your estimate is completely accurate? After all, your assumptions about the population rely on just one sample, and what if your sample’s off? In this chapter, you’ll see another way of estimating population statistics, one that allows for uncertainty. Pick up your probability tables, and we’ll show you the ins and outs of confidence intervals.
Mighty Gumball is in trouble



The Mighty Gumball CEO has gone ahead with a range of television advertisements, and he’s proudly announced exactly how long the flavor of the super-long-lasting gumballs lasts for, right down to the last second.
Unfortunately...
[image: image with no caption]

Mighty Gumball used a sample of 100 gumballs to come up with a point estimator of 62.7 minutes for the mean flavor duration, and 25 minutes for the population variance. The CEO announced on primetime television that gumball flavor lasts for an average of 62.7 minutes. It’s the best estimate for flavor duration that could possibly have been made based on the evidence, but what if it gave a slightly wrong result?
If Mighty Gumball is sued because of the accuracy of their claims, they could lose a lot of money and a lot of business. They need your help to get them out of this.
They need you to save them



Brain Power
What do you think could have gone wrong? Should Mighty Gumball have used the precise value of the point estimator in their advertising? Why? Why not?



The problem with precision



As you saw in the last chapter, point estimators are the best estimate we can possibly give for population statistics. You take a representative sample of data and use this to estimate key statistics of the population such as the mean, variance, and proportion. This means that the point estimator for the mean flavor duration of super-long-lasting gumballs was the best possible estimate we could possibly give.
The problem with deriving point estimators is that we rely on the results of a single sample to give us a very precise estimate. We’ve looked at ways of making the sample as representative as possible by making sure the sample is unbiased, but we don’t know with absolute certainty that it’s 100% representative, purely because we’re dealing with a sample.
[image: image with no caption]

Point estimators are valuable, but they may give slight errors.
Because we’re not dealing with the entire population, all we’re doing is giving a best estimate. If the sample we use is unbiased, then the estimate is likely to be close to the true value of the population. The question is, how close is close enough?
Rather than give a precise value as an estimate for the population mean, there’s another approach we can take instead. We can specify some interval as an estimation of flavor duration rather than a very precise length of time. As an example, we could say that we expect gumball flavor to last for between 55 and 65 minutes. This still gives the impression that flavor lasts for approximately one hour, but it allows for some margin of error.
The question is, how do we come up with the interval? It all depends how confident you want to be in the results...

Introducing confidence intervals



Up until now, we’ve estimated the mean amount of time that gumball flavor lasts for by using a point estimator, based upon a sample of data. Using the point estimator, we’ve been able to give a very precise estimate for the mean duration of the flavor. Here’s a sketch showing the distribution of flavor duration in the sample of gumballs.
[image: image with no caption]

So what happens if we specify an interval for the population mean instead? Rather than specify an exact value, we can specify two values we expect flavor duration to lie between. We place our point estimator for the mean in the center of the interval and set the interval limits to this value plus or minus some margin of error.
[image: image with no caption]

The interval limits are chosen so that there’s a specified probability of the population mean being between a and b. As an example, you may want to choose a and b so that there’s a 95% chance of the interval containing the population mean. In other words, you choose a and b so that
P(a < μ < b) = 0.95
We represent this interval as (a, b). As the exact value of a and b depends on the degree of confidence you want to have that the interval contains the population mean, (a, b) is called a confidence interval.
So how do we find the confidence interval for the population mean?

Four steps for finding confidence intervals



Here are the broad steps involved in finding confidence intervals. Don’t worry if you don’t get what each step is about just yet, we’ll go through them in more detail soon.
	Choose your population statistic
Note
This is the population statistic you want to construct a confidence interval for.


	Find its sampling distribution
Note
You encountered sampling distributions in the last chapter.


	Decide on the level of confidence
Note
The probability that your interval contains the statistic


	Find the confidence limits
Note
To find the confidence limits, we need to know the level of confidence and the sampling distribution.




Let’s see if we can construct a confidence interval for the Mighty Gumball CEO that he can use in his television commercials. Let’s find a confidence interval for the mean amount of time gumball flavor lasts for.
There are no Dumb Questions
	Q:
	Q: So can you construct a confidence interval for any population statistic?

	A:
	A: Broadly speaking, you can construct a confidence interval for any population statistic where you know what the sampling distribution is like. We’ve looked at sampling distributions for the mean and proportion, so we can construct confidence intervals for both of these.

	Q:
	Q: What about the variance? Can we construct a confidence interval for that?

	A:
	A: Theoretically, yes, but we haven’t covered the sampling distribution for the variance, and we’re not going to. It’s more common to construct confidence intervals for the mean and proportion, and these are what tend to be covered by statistics exams.

	Q:
	Q: Do these steps relate to the confidence interval for the mean or the confidence interval for the proportion?

	A:
	A: They’re general steps that apply to either. You can use them for the population mean and for the population proportion.

	Q:
	Q: Does it matter how the population is distributed?

	A:
	A: The key thing is the sampling distribution of the statistic you’re trying to construct a confidence interval for. If you want a confidence interval for the mean, you need to know the sampling distribution of means, and if you want a confidence interval for the proportion, you need to know the sampling distribution of proportions.
The main impact the population distribution has on the confidence interval is the effect it has on the sampling distribution. We’ll see how later on.







Step 1: Choose your population statistic



The first step is to pick the statistic you want to construct a confidence interval for. This all depends on the problem you want to solve.
We want to construct a confidence interval for the mean amount of time that gumball flavor lasts for, so in this case, we want to construct a confidence interval for the population mean, μ.
Now that we’ve chosen the population statistic, we can move onto the next step.

Step 2: Find its sampling distribution



To find a confidence interval for the population mean, we need to know what the sampling distribution is for the mean. In other words, we need to know what the expectation and variance of X̄ is, and also what distribution it follows.
Let’s start with the expectation and variance. If we go back to the work we did in the last chapter, then the sampling distribution of means has the following expectation and variance:
[image: image with no caption]

In order to use this to find the confidence interval for μ, we substitute in values for the population variance, σ2, and the sample size, n.
[image: image with no caption]

We don’t substitute in a value for μ as this is what we’re trying to find a confidence interval for.
We’re using the sampling distribution to help us find a confidence interval for μ, so this means that we substitute in values for everything except for μ. By substituting in the values for σ2 and n, we can use the distribution of X̄ to help us find the confidence interval. We’ll show you how really soon.
There’s just one problem. We don’t know what the true value of σ2 is. All we have to go on is estimates based on the sample.

Point estimators to the rescue



So what can we use as the value for σ2?
Even though we don’t know what the true value is for the population variance, σ2, we can estimate its value using its point estimator. Rather than use σ2, we can use [image: ] in its place, or s2.
This means that the expectation and variance for the sampling distribution of means is
[image: image with no caption]

Mighty Gumball used a sample of 100 gumballs to come up with their estimates, and they have calculated that s2 = 25. This means that
[image: image with no caption]

There’s still one thing we have left to do. Before we can find the confidence interval for μ, we need to know exactly how X̄ is distributed.
Sharpen your pencil
Assume that X ~ N(μ, σ2) and that the number in the sample is large. What distribution does X̄ follow? Use E(X̄) and Var(X̄) above to help you.

Sharpen your pencil Solution
Assume that X ~ N(μ, σ2) and that the number in the sample is large. What distribution does X̄ follow? Use E(X̄) and Var(X̄) above to help you.
If X follows a normal distribution, then X̄ does too. Substituting in the point estimator for σ2, we get:
X̄ ~ N(μ, s2/n)
or:
X̄ ~ N(μ, 0.25)


We’ve found the distribution for X̄



Now that we know how X̄ is distributed, we have enough information to move onto the next step.

Step 3: Decide on the level of confidence



The level of confidence lets you say how sure you want to be that the confidence interval contains your population statistic. As an example, suppose we want a confidence level of 95% for the population mean. This means that the probability of the population mean being inside the confidence interval is 0.95.
[image: image with no caption]

Brain Power
How do you think the level of confidence affects the size of the confidence interval?


How to select an appropriate confidence level



So who decides what the level of confidence should be? What’s the right level of confidence?
The answer to this really depends on your situation and how confident you need to be that your interval contains the population statistic. A 95% confidence level is common, but sometimes you might want a different one, such as 90% or 99%. As an example, the Mighty Gumball CEO might want to have a higher degree of confidence that the population mean falls inside the confidence interval, as he intends to use it in his television advertisements.
The key thing to remember is that the higher the confidence level is, the wider the interval becomes, and the more chance there is of the confidence interval containing the population statistic.
[image: image with no caption]

The trouble with making the confidence interval too wide is that it can lose meaning.
As an extreme example, we could say that that the mean duration of gumball flavor is between 0 minutes and 3 days. While this is true, it doesn’t give you an idea how long gumball flavor really lasts for. You don’t know whether it lasts for seconds, minutes, or hours.
The key thing is to make the interval as narrow as possible, but wide enough so you can be reasonably sure the true mean is in the interval.
Let’s use a 95% confidence level for Mighty Gumball. That way, there’ll be a high probability that it contains the population mean.
Now that we have the confidence level, we can move onto the final step: finding the confidence limits.

Step 4: Find the confidence limits



The final step is to find a and b, the limits of the confidence interval, which indicate the left and right borders of the range in which there’s a 95% probability of the mean falling. The exact value of a and b depends on the sampling distribution we need to use and the level of confidence that we need to have.
For this problem, we need to find the 95% confidence level for the mean duration of gumball flavor. Meaning, there must be a .95 probability that μ lies between the a and b that we find. We also know that X̄ follows a normal distribution, where X̄ ~ N(μ, 0.25).
Here’s a sketch of what we need:
[image: image with no caption]

We can find the values of a and b using the distribution of X̄. In other words, we can use the distribution of X̄ ~ N(μ, 0.25) to find a and b, such that P(X̄ < a) = 0.025 and P(X̄ > b) = 0.025.
[image: image with no caption]

As X̄ follows a normal distribution, we can use the normal distribution to find the confidence interval.
We can do this in a similar way to how we’ve solved other problems in the past. We calculate a standard score, and we use standard normal probability tables to help us get the result we need.

Start by finding Z



Before we can use normal probability tables, we need to standardize X̄. We know that X̄ ~ N(μ, 0.25), so this means that if we standardize, we get
	[image: ]
	where
	Z ~ N(0, 1)



Here’s a sketch of the standardized version of the confidence interval.
[image: image with no caption]

We need to find za and zb where P(za < Z < zb) = 0.95. In other words, the standardized confidence limits are given by za and zb where P(Z < za) = 0.025 and P(Z > zb) = 0.025. We can find the values of za and zb using probability tables.
Sharpen your pencil
We need to find za and zb, such that P(za < Z < zb) = 0.95.
1. Use probability tables to find the value of za where P(Z < za) = 0.025.
2. Use probability tables to find the value of zb where P(Z > zb) = 0.025.

Sharpen your pencil Solution
We need to find za and zb such that P(za < Z < zb) = 0.95.
1. Use probability tables to find the value of za where P(Z < za) = 0.025.
If we look up the probability 0.025 in standard normal probability tables, this gives us za = –1.96
2. Use probability tables to find the value of zb where P(Z > zb) = 0.025.
To find zb, we need to look up a value of 0.975. This gives us zb = 1.96.


Rewrite the inequality in terms of μ



So far, we’ve found a standardized version of the confidence interval. We’ve found that P(–1.96 < Z < 1.96) = 0.95. In other words,
[image: image with no caption]

[image: image with no caption]

We can find the confidence interval for μ by rewriting the inequality in terms of μ.
If we can rewrite
[image: image with no caption]

in the form
a < μ < b
Note
This will give us a confidence interval for μ.

We’ll have our confidence limits for μ.
Pool Puzzle
Your job is to rewrite -1.96 < (X̄ – μ)/0.5 < 1.96 and come up with a confidence interval for μ. Take snippets from the pool and place them into the blank lines. You may not use the same snippet more than once.

[image: image with no caption]

Note: Each thing from the pool can only be used once!
[image: image with no caption]

Pool Puzzle Solution
Your job is to rewrite -1.96 < (X̄ – μ)/0.5 < 1.96 and come up with a confidence interval for μ. Take snippets from the pool and place them into the blank lines. You may not use the same snippet more than once.
[image: image with no caption]

Note: Each thing from the pool can only be used once!
[image: image with no caption]



Finally, find the value of X̄



Now that we’ve rewritten the inequality, we’re very close to finding a confidence interval for μ that describes the amount of time gumball flavor typically lasts for. In other words, we use
P(X̄ – 0.98 < μ < X̄ + 0.98) = 0.95
Here’s a quick sketch.
[image: image with no caption]

Our confidence limits are given by X̄ – 0.98 and X̄ + 0.98. If we knew what to use as a value for X̄, we’d have values for the confidence limits.
[image: image with no caption]

X̄ is the distribution of sample means, so we can use the value of x̄ from the Mighty Gumball sample.
Sharpen your pencil
The confidence limits are given by X̄ – 0.98 and X̄ + 0.98. For the Mighty Gumball sample, X̄ is given by 62.7. Use this to come up with values for the confidence limits.

Sharpen your pencil Solution
The confidence limits are given by X̄ – 0.98 and X̄ + 0.98. For the Mighty Gumball sample, X̄ is given by 62.7. Use this to come up with values for the confidence limits.
The confidence limits are given by X̄ – 0.98 and X̄ + 0.98. If we substitute in the mean of the sample, we get confidence limits of 62.7 – 0.98 and 62.7 + 0.98. In other words, our confidence interval is (61.72, 63.68).


You’ve found the confidence interval



Congratulations! You’ve found your first confidence interval. You found that there’s a 95% chance that the interval (61.72, 63.68) contains the population mean for flavor duration.
[image: image with no caption]

Using confidence intervals in the television advertisement rather than point estimators means that the CEO can give an accurate and precise estimate for how long flavor lasts, but without having to give a precise figure. It makes allowances for any margin of error there might be in the sample.

Let’s summarize the steps



Let’s look back at the steps we went through in order to construct the confidence interval.
The first thing we did was choose the population statistic that we needed to construct a confidence interval for. We needed to find a confidence interval for the mean duration of gumball flavor, and this meant that we needed to construct a confidence interval for μ.
Once we’d figured out which population we needed to construct a confidence interval for, we had to find its sampling distribution. We found the expectation and variance of the sampling distribution of means, substituting in values for every statistic except for μ. We then figured out that we could use a normal distribution for X̄.
After that, we decided on the level of confidence we needed for the confidence interval. We decided to use a confidence level of 95%.
Finally, we had to find the confidence limits for the confidence interval. We used the level of confidence and sampling distribution to come up with a suitable confidence interval.
[image: image with no caption]

We can take some shortcuts.
Constructing confidence intervals can be a repetitive process, so there are some shortcuts you can take. It all comes down to the level of confidence you want and the distribution of the test statistic.
Let’s take a look at some of the shortcuts we can take.

Handy shortcuts for confidence intervals



Here are some of the shortcuts you can take when you calculate confidence intervals. All you need to do is look at the population statistic you want to find, look at the distribution of the population and the conditions, and then slot in the population statistic or its estimator. The value c depends on the level of confidence
	Population statistic
	Population distribution
	Conditions
	Confidence interval

	μ
	Normal
	You know what σ2 is n is large or small x̄ is the sample mean
	[image: ]

	μ
	Non-normal
	You know what σ2 is n is large (at least 30) x̄ is the sample mean
	[image: ]

	μ
	Normal or non-normal
	You don’t know what σ2 is n is large (at least 30) x̄ is the sample mean s2 is the sample variance
	[image: ]

	p
	Binomial
	n is large ps is the sample proportion qs is 1 – ps
	[image: ]

Note
The value of c depends on the level of confidence you need. These values work whenever you use the normal distribution as the basis of your test statistic.




	Level of confidence
	Value of c

	90%
	1.64

	95%
	1.96

	99%
	2.58



What’s the interval in general?



In general, the confidence interval is given by
statistic ± (margin of error)
The margin of error is given by the value of c multiplied by the standard deviation of the test statistic.
margin of error = c × (standard deviation of statistic)
Exercise
Mighty Gumball took a sample of 50 gumballs and found that in the sample, the proportion of red gumballs is 0.25. Construct a 99% confidence interval for the proportion of red gumballs in the population.

Exercise Solution
Mighty Gumball took a sample of 50 gumballs and found that in the sample, the proportion of red gumballs is 0.25. Construct a 99% confidence interval for the proportion of red gumballs in the population.
The confidence interval for the population proportion is given by
[image: image with no caption]

We need to find the 99% confidence interval so c = 2.58. The proportion of red gumballs is 0.25, so ps = 0.25 and qs = 0.75. n = 50. This gives us
[image: image with no caption]


There are no Dumb Questions
	Q:
	 Q: When we found the expectation and variance for X̄ earlier, why did we substitute in the point estimator for σ2 and not μ?

	A:
	A: We didn’t substitute x̄ for μ because we needed to find the confidence interval for μ. We needed to find some sort of expression involving μ that we could use to find the confidence interval.

	Q:
	Q: Why did we use x̄ as the value of X̄?

	A:
	A: The distribution of X̄ is the sampling distribution of means. You form it by taking every possible sample of size n from the population, and then forming a distribution out of all the sample means.
x̄ is the particular value of the mean taken from our sample, so we use it to help us find the confidence interval.

	Q:
	Q: What’s the difference between the confidence interval and the confidence level?

	A:
	A: The confidence interval is the probability that your statistic is contained within the confidence interval. It’s normally given as a percentage, for example, 95%. The confidence interval gives the lower and upper limit of the interval itself, the actual range of numbers.

	Q:
	Q: We’ve found that the 95% confidence interval for μ is (61.72, 63.68). What does that really mean?

	A:
	A: What it means is that if you were to take many samples of the same size and construct confidence intervals for all of them, then 95% of your confidence intervals would contain the true population mean. You know that 95% of the time, a confidence interval constructed in this way will contain the population mean.

	Q:
	Q: In the shortcuts, do the values of c apply to every confidence interval?

	A:
	A: They apply to all of the shortcuts we’ve shown you so far because all of these shortcuts are based on the normal distribution. This is because the sampling distribution in all of these cases follows the normal distribution.

	Q:
	Q: I’ve sometimes seen “a” instead of “c” in the shortcuts for the confidence intervals. Is that wrong?

	A:
	A: Not at all. The key thing is that whether you refer to it as “a” or “c”, it represents a value that you can substitute into your confidence interval to give you the right confidence level. The values stay the same no matter what you call it.

	Q:
	Q: So are all confidence intervals based on the normal distribution?

	A:
	A: No, they’re not. We’ll look at intervals based on other distributions later on.

	Q:
	Q: Why did we go through all those steps when all we have to do is slot values into the shortcuts?

	A:
	A: We went through the steps so that you could see what was going on underneath and understand how confidence intervals are constructed. Most of the time, you’ll just have to substitute in values.

	Q:
	Q: Do I need continuity corrections when I’m working with confidence intervals?

	A:
	A: Theoretically, you do, but in practice, they’re generally omitted. This means that you can just substitute values into the shortcuts to come up with confidence intervals.






[image: image with no caption]



Just one more problem...



Mighty Gumball has one last problem for you to sort out. One of the candy stores selling gumballs wants to determine how much gumballs typically weigh, as they find that their customers often buy gumballs based on weight rather than quantity. If the store can figure out the typical weight of a gumball, they can use this information to boost sales.
[image: image with no caption]

Mighty Gumball has taken a representative sample of 10 gumballs and weighed each one. In their sample, x̄ = 0.5 oz and s2 = 0.09.
How do we find the confidence interval?

Step 1: Choose your population statistic



The first step is to pick the statistic we want to construct a confidence interval for. We want to construct a confidence interval for the mean weight of gumballs, so we need to construct a confidence interval for the population mean, μ.
As we need to find the confidence interval for μ, this means that the next step is to find its sampling distribution, the distribution of X̄.
Brain Power
Assuming the weight of each gumball in the population follows a normal distribution, how would you go about creating a 95% confidence interval for this data? Hint: look at the table of confidence interval shortcuts and see which situation we have here.


Step 2: Find its sampling distribution



So what’s the distribution of X̄?
[image: image with no caption]

The normal distribution isn’t a good approximation for every situation.
All of the sampling distributions we’ve seen so far either follow a normal distribution or can be approximated by it. The trouble is that we can’t use the normal distribution for every single confidence interval. Unfortunately, this situation is one of them.
So why can’t we use the normal distribution here?
When sample sizes are large, the normal distribution is ideal for finding confidence intervals. It gives accurate results, irrespective of how the population itself is distributed.
Here we have a different situation. Even though X itself is distributed normally, X̄ isn’t.
[image: image with no caption]

There are two key reasons.
The first is that we don’t know what the true variance is of the population, so this means we have to estimate σ2 using the sample data. We can easily do this using point estimators, but there’s a problem: the size of the sample is so small that there are likely to be significant errors in our estimate, much larger errors than if we used a larger sample of gumballs. The potential errors we’re dealing with mean that the normal distribution won’t give us accurate enough probabilities for X̄, which means it won’t give us an accurate confidence interval.
So what sort of distribution does X̄ follow? It actually follows a t-distribution. Let’s find out more.

X̄ follows the t-distribution when the sample is small



The t-distribution is a probability distribution that specializes in exactly the sort of situation we have here. It’s the distribution that X̄ follows where the population is normal, σ2 is unknown, and you only have a small sample at your disposal.
The t-distribution looks like a smooth, symmetrical curve, and it’s exact shape depends on the size of the sample. When the sample size is large, it looks like the normal distribution, but when the sample size is small, the curve is flatter and has slightly fatter tails. It takes one parameter, v, where v is equal to n – 1. n is the size of the sample, and v is called the number of degrees of freedom.
Note
We’ll look at degrees of freedom in more depth in Chapter 14.

Let’s take a look at this. Here’s a sketch of the t-distribution for different values of v. Can you see how the value of v affects the shape of the distribution?
[image: image with no caption]

A shorthand way of saying that T follows the t-distribution with v degrees of freedom is
[image: image with no caption]

The t-distribution works in a similar way to the normal distribution. We start off by converting the limit of the probability area into a standard score, and then we use probability tables to get the result we want.
Let’s start with the standard score.

Find the standard score for the t-distribution



We calculate the standard score for the t-distribution in the same way we did for the normal distribution. As with the the normal distribution, we standardize by subtracting the expectation of the sampling distribution and then dividing by its standard deviation. The only difference is that we represent the result with T instead of Z, as we’re going to use it with the t-distribution.
We need to find the distribution of X̄, so this means we need to use the expectation and standard deviation of X̄. The expectation of X̄ is μ, and the standard deviation is σ/n. As we need to estimate the value of σ with s, this means that the standard score for the t-distribution is given by
[image: image with no caption]

All we need to do is substitute in the values for X̄, [image: ], and n.
Sharpen your pencil
Let’s see if you can apply this to the Mighty Gumball sample. There are 10 gumballs in the sample, where x̄ = 0.5oz and s2 = 0.09. What’s the value of v and what’s T?

Sharpen your pencil Solution
Let’s see if you can apply this to the Mighty Gumball sample. There are 10 gumballs in the sample, where x̄ = 0.5oz and s2 = 0.09. What’s the value of v, and what’s T?
There are 10 gumballs in the sample, and v = n – 1. This means that the value of v is 9.
T is given by
[image: image with no caption]



Step 3: Decide on the level of confidence



So what level of confidence should we use for Mighty Gumball? Remember, the level of confidence says how sure you want to be that the confidence interval contains the population statistic, and it helps us figure out how wide the confidence interval needs to be. As before, let’s have a confidence level of 95% for the population mean. This means that the probability of the population mean being inside the confidence interval is 0.95.
[image: image with no caption]

Now that we have the level of confidence, we can move onto the final step, finding the confidence interval for μ.

Step 4: Find the confidence limits



You find confidence limits with the t-distribution in a similar way to how you find them with the normal distribution. Your confidence interval is given by
[image: image with no caption]

where
P(-t ≤ T ≤ t) = 0.95
Note
This is 0.95, as we want to find the 95% confidence interval.

[image: image with no caption]

We can find the value of t using t-distribution probability tables.

Using t-distribution probability tables



t-distribution probability tables give you the value of t where P(T > t) = p. In our case, p = 0.025.
To find t, use the first column to look up v, and the top row to look up p. The place where they intersect gives the value of t. As an example, if we look up v = 7 and p = 0.05, we get t = 1.895.
Once you’ve found the value of t, you can use it to find your confidence interval.
[image: image with no caption]
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Exercise
See if you can find the 95% confidence interval for the average weight of gumballs. There are 10 gumballs in the sample where x̄ = 0.5oz and s2 = 0.09.
1. The confidence interval for μ is given by [image: ]. Use standard probability tables to find the value of t.
2. Use this to find the confidence interval for μ.


The t-distribution vs. the normal distribution



[image: image with no caption]

The t-distribution is more accurate when we have to estimate the population variance for small samples.
The problem with basing our estimate of σ2 on just a small sample is that it may not accurately reflect the true value of the population variance. This means we need to make some allowance for this in our confidence interval by making the interval wider.
The shape of the t-distribution varies in line with the value of v. As it takes the size of the sample into account, this means that it allows for any uncertainty we may feel about the accuracy of our estimate for σ2. When n is small, the t-distribution gives a wider confidence interval than the normal distribution, which makes it more appropriate for small-sized samples.

Handy shortcuts for confidence intervals – the t-distribution
Here’s a quick reminder of when you need to use the t-distribution, and what the confidence interval is for μ. Just substitute in your values.
	Population statistic
	Population distribution
	Conditions
	Confidence interval

	μ
	Normal or non-normal
	You don’t know what σ2 is n is small (less than 30) x̄ is the sample mean s2 is the sample variance
	[image: ]



To find t(v), you need to look it up in t-distribution probability tables. To do this, use v = n – 1 and your level of confidence to find the critical region.

Exercise Solution
See if you can find the 95% confidence interval for the average weight of gumballs. There are 10 gumballs in the sample where x̄ = 0.5oz and s2 = 0.09.
1. The confidence interval for μ is given by ([image: ]). Use standard probability tables to find the value of t.
There are 10 gumballs in the sample, so v = 9. We want to find the 95% confidence interval, so this means we look up 0.025 in the t-distribution probability table, with 9 degrees of freedom. This gives us t = 2.262.
2. Use this to find the confidence interval for μ.
We find the confidence interval by substituting values for x̄, t, s, and n into ([image: ]). This gives us
[image: image with no caption]


Exercise
Mighty Gumball has noticed a problem with their gumball dispensers. They have taken a sample of 30 machines, and found that the mean number of malfunctions is 15. Construct a 99% confidence interval for the number of malfunctions per month.

Exercise Solution
Mighty Gumball has noticed a problem with their gumball dispensers. They have taken a sample of 30 machines, and found that the mean number of malfunctions is 15. Construct a 99% confidence interval for the number of malfunctions per month.
The number of breakdowns per month is modelled by a Poisson distribution. As there are 30 machines, we can find the confidence interval using ([image: ]).
We need to find the 99% confidence interval, which means that c = 2.58. For the poisson distribution, the expectation and variance are both equal to λ, so x̄ = 15 and s2 = 15.
The confidence interval is given by
[image: image with no caption]


There are no Dumb Questions
	Q:
	Q: Does X̄ follow a t-distribution?

	A:
	A: X̄ follows a t-distribution when the population is normal, the sample size is small, and you need to estimate the population variance using the sample data.

	Q:
	Q: In general, what happens to my confidence interval if the confidence level changes?

	A:
	A: If your confidence level goes down, then your confidence interval gets narrower. If your confidence level goes up, then your confidence interval gets wider. As an example, a 95% confidence interval will be narrower than a 99% confidence interval for the same set of data.

	Q:
	Q: What happens to the confidence interval if the size of the sample, n, changes?

	A:
	A: If n decreases, then your confidence interval gets wider, and if n increases, your confidence interval gets narrower.
Confidence intervals take the form
statistic ± margin of error
where the margin of error is equal to c times the standard deviation of the statistic.
The standard deviation of the statistic depends on the size of the sample, and it gets smaller as n gets larger. In other words, the margin of error gets smaller as n gets larger, and larger as n gets smaller.
In general, a smaller sample leads to a wider confidence interval, and a larger sample to a narrower one.







You’ve found the confidence intervals!



You’ve made a lot of progress in this chapter, and the result of it is that you now know two ways of estimating population statistics.
The first way of estimating population statistics is to use point estimators. Point estimators give you a way of estimating the precise value for the population statistics. It’s the best guess you can possibly make based on the sample data.
You also know how to come up with confidence intervals for the population statistics. Rather than come up with a very precise estimate for the population statistics, you now know how to find a range of values for the population statistic that you can feel truly confident about.
[image: image with no caption]


Chapter 13. Using Hypothesis Tests: Look At The Evidence



[image: image with no caption]

Not everything you’re told is absolutely certain.
The trouble is, how do you know when what you’re being told isn’t right? Hypothesis tests give you a way of using samples to test whether or not statistical claims are likely to be true. They give you a way of weighing the evidence and testing whether extreme results can be explained by mere coincidence, or whether there are darker forces at work. Come with us on a ride through this chapter, and we’ll show you how you can use hypothesis tests to confirm or allay your deepest suspicions.
[image: image with no caption]

Statsville’s new miracle drug



Statsville’s leading drug company has produced a new remedy for curing snoring. Frustrated snorers are flocking to their doctors in hopes of finding nightly relief.
The drug company claims that their miracle drug cures 90% of people within two weeks, which is great news for the people with snoring difficulties. The trouble is, not everyone’s convinced.
[image: image with no caption]

The doctor at the Statsville Surgery has been prescribing SnoreCull to her patients, but she’s disappointed by the results. She decides to conduct her own trial of the drug.
She takes a random sample of 15 snorers and puts them on a course of SnoreCull for two weeks. After two weeks, she calls them back in to see whether their snoring has stopped.
Here are the results:
	Cured?
	Yes
	No

	Frequency
	11
	4



Note
All the doctor records is whether or not the patients snoring has been cured.

Sharpen your pencil
If the drug cures 90% of people, how many people in the sample of 15 snorers would you expect to have been cured? What sort of distribution do you think this follows?

Sharpen your pencil Solution
If the drug cures 90% of people, how many people in the sample of 15 snorers would you expect to have been cured? How does this compare with the doctors results? What sort of distribution do you think this follows?
90% of 15 is 13.5, so you’d expect 14 people to be cured. Only 11 people in the doctors sample were cured, which is much lower than the result you’d expect
There are a specific number of trials and the doctor is interested in the number of successes, so the number of successes follows a binomial distribution. If X is the number of successes then X ~ B(15, 0.9).


So what’s the problem?



Here’s the probability distribution for how many people the drug company says should have been cured by the snoring remedy.
[image: image with no caption]

The number of people cured by SnoreCull in the doctor’s sample is actually much lower than you’d expect it to be. Given the claims made by the drug company, you’d expect 14 people to be cured, but instead, only 11 people have been.
So why the discrepancy?
[image: image with no caption]

The drug company might not be deliberately telling lies, but their claims might be misleading.
It’s possible that the tests of the drug company were flawed, and this might have resulted in misleading claims being made about SnoreCull. They may have inadvertent conducted flawed or biased tests on SnoreCull, which resulted in them making inaccurate predictions about the population.
If the success rate of SnoreCull is actually lower than 90%, this would explain why only 11 people in the sample were cured.
[image: image with no caption]

The drug company’s claims might actually be accurate.
Rather than the drug company being at fault, it’s always possible that the patients in the doctor’s sample may not have been representative of the snoring population as a whole. It’s always possible that the snoring remedy does cure 90% of snorers, but the doctor just happens to have a higher proportion of people in her sample whom it doesn’t cure. In other words, her sample might be biased in some way, or it could just come down to there being a small number of patients in the sample.
Brain Power
How do you think we can resolve this? How can we determine whether to trust the claims of the drug company, or accept the doctor’s doubts instead?


Resolving the conflict from 50,000 feet



So how do we resolve the conflict between the doctor and the drug company? Let’s take a very high level view of what we need to do.
We can resolve the conflict between the drug company and the doctor by putting the claims of the drug company on trial. In other words, we’ll accept the word of the drug company by default, but if there’s strong evidence against it, we’ll side with the doctor instead.
Here’s what we’ll do:
[image: image with no caption]

Examine the claim


Note
Take the claim of the drug company.

Examine the evidence


Note
See how much evidence we need to reject the drug company’s claim, and check this against the evidence we have. We do this by looking at how rare the doctors results would be if the drug company is correct.

[image: image with no caption]

Make a decision


Note
Depending on the evidence, accept or reject the claims of the drug company.

[image: image with no caption]

In general, this process is called hypothesis testing, as you take a hypothesis or claim and then test it against the evidence. Let’s look at the general process for this.

The six steps for hypothesis testing



Here are the broad steps that are involved in hypothesis testing. We’ll go through each one in detail in the following pages.
	Decide on the hypothesis you’re going to test
Note
This is the claim that we’re putting on trial


	Choose your test statistic
Note
We need to pick the statistic that best tests the claim.


	Determine the critical region for your decision
Note
We need a certain level of certainty.


	Find the p-value of the test statistic
Note
We need to see how rare our results are, assuming the claims are true.


	See whether the sample result is within the critical region
Note
We then see if it’s within our bounds of certainty.


	Make your decision



[image: image with no caption]

We need to make sure we properly test the drug claim before we reject it.
That way we’ll know we’re making an impartial decision either way, and we’ll be giving the claim a fair trial. What we don’t want to to do is reject the claim if there’s insufficient evidence against it, and this means that we need some way of deciding what constitutes sufficient evidence.

Step 1: Decide on the hypothesis



Let’s start with step one of the hypothesis test, and look at the key claim we want to test. This claim is called a hypothesis.
[image: image with no caption]

The drug company’s claim



According to the drug company, SnoreCull cures 90% of patients within 2 weeks. We need to accept this position unless there is sufficiently strong evidence to the contrary.
The claim that we’re testing is called the null hypothesis. It’s represented by H0, and it’s the claim that we’ll accept unless there is strong evidence against it.
[image: image with no caption]


So what’s the null hypothesis for SnoreCull?



The null hypothesis for SnoreCull is the claim of the drug company: that it cures 90% of patients. This is the claim that we’re going to go along with, unless we find strong evidence against it.
We need to test whether at least 90% of patients are cured by the drug, so this means that the null hypothesis is that p = 90%.
H0: p = 0.9
Note
This is the null hypothesis for the SnoreCull trial.

[image: image with no caption]



So what’s the alternative?



We’ve looked at what the claim is we’re going to test, the null hypothesis, but what if it’s not true? What’s the alternative?
The doctor’s perspective



The doctor’s view is that the claims of the drug company are too good to be true. She doesn’t think that as many as 90% of patients are cured. She thinks it’s far more likely that the cure rate is actually less than 90%.
The counterclaim to the null hypothesis is called the alternate hypothesis. It’s represented by H1, and it’s the claim that we’ll accept if there’s strong enough evidence to reject H0.
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The alternate hypothesis for SnoreCull



The alternate hypothesis for SnoreCull is the claim you’ll accept if the drug company’s claim turns out to be false. If there’s sufficiently strong evidence against the drug company, then it’s likely that the doctor is right.
The doctor believes that SnoreCull cures less than 90% of people, so this means that the alternate hypothesis is that p < 90%.
H1: p < 0.9
Note
This is the alternate hypothesis for the SnoreCull trial

Now that we have the null and alternate hypotheses for the SnoreCull hypothesis test, we can move onto step 2.
There are no Dumb Questions
	Q:
	Q: Why are we assuming the null hypothesis is true and then looking for evidence that it’s false?

	A:
	A: When you conduct a hypothesis test, you, in effect, put the claims of the null hypothesis on trial. You give the null hypothesis the benefit of the doubt, but then you reject it if there is sufficient evidence against it. It’s a bit like putting a prisoner on trial in front of a jury. You only sentence the prisoner if there is strong enough evidence against him.

	Q:
	Q: Do the null hypothesis and alternate hypothesis have to be exhaustive? Should they cover all possible outcomes?

	A:
	A: No, they don’t. As an example, our null hypothesis is that p = 0.9, and our alternate hypothesis is that p < 0.9. Neither hypothesis allows for p being greater than 0.9.

	Q:
	Q: Isn’t the sample size too small to do this hypothesis test?

	A:
	A: Even though the sample size is small, we can still perform hypothesis tests. It all comes down to what test statistic you use — and we’ll come to that on the next page.

	Q:
	Q: So are hypothesis tests used to prove whether or not claims are true?

	A:
	A: Hypothesis tests don’t give absolute proof. They allow you to see how rare your observed results actually are, under the assumption that your null hypothesis is true. If your results are extremely unlikely to have happened, then that counts as evidence that the null hypothesis is false.






When hypothesis testing, you assume the null hypothesis is true. If there’s sufficient evidence against it, you reject it and accept the alternate hypothesis.




Step 2: Choose your test statistic



Now that you’ve determined exactly what it is you’re going to test, you need some means of testing it. You can do this with a test statistic.
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The test statistic is the statistic that you use to test your hypothesis. It’s the statistic that’s most relevant to the test.
What’s the test statistic for SnoreCull?



In our hypothesis test, we want to test whether SnoreCull cures 90% of people or more. To test this, we can look at the probability distribution according to the drug company, and see whether the number of successes in the sample is significant.
If we use X to represent the number of people cured in the sample, this means that we can use X as our test statistic. There are 15 people in the sample, and the probability of success according to the drug company is 0.9. As X follows a binomial distribution, this means that the test statistic is actually:
[image: image with no caption]
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We choose the test statistic according to H0, the null hypothesis.
We need to test whether there is sufficient evidence against the null hypothesis, and we do this by first assuming that H0 is true. We then look for evidence that contradicts H0. For the SnoreCull hypothesis test, we assume that the probability of success is 0.9 unless there is strong evidence against this being true.
To do this, we look at how likely it is for us to get the results we did, assuming the probability of success is 0.9. In other words, we take the results of the sample and examine the probability of getting that result. We do this by finding a critical region.


Step 3: Determine the critical region



[image: image with no caption]

The critical region of a hypothesis test is the set of values that present the most extreme evidence against the null hypothesis.
Let’s see how this works by taking another look at the doctor’s sample. If 90% or more people had been cured, this would have been in line with the claims made by the drug company. As the number of people cured decreases, the more unlikely it becomes that the claims of the drug company are true.
Here’s the probability distribution:
[image: image with no caption]

At what point can we reject the drug company claims?



The fewer people there are in the sample who are successfully cured by SnoreCull, the stronger the evidence there is against the claims of the drug company. The question is, at what point does the evidence become so strong that we confidently reject the null hypothesis? At what point can we reject the claim that SnoreCull cures 90% of snorers?
What we need is some way of indicating at what point we can reasonably reject the null hypothesis, and we can do this by specifying a critical region. If the number of snorers cured falls within the critical region, then we’ll say there is sufficient evidence to reject the null hypothesis. If the number of snorers cured falls outside the critical region, then we’ll accept that there isn’t sufficient evidence to reject the null hypothesis, and we’ll accept the claims of the drug company. We’ll call the cut off point for the critical region c, the critical value.
So how do we choose the critical region?
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To find the critical region, first decide on the significance level



Before we can find the critical region of the hypothesis test, we first need to decide on the significance level. The significance level of a test is a measure of how unlikely you want the results of the sample to be before you reject the null hypothesis Ho. Just like the confidence level for a confidence interval, the significance level is given as a percentage.
As an example, suppose we want to test the claims of the drug company at a 5% level of significance. This means that we choose the critical region so that the probability of fewer than c snorers being cured is less than 0.05. It’s the lowest 5% of the probability distribution.
[image: image with no caption]

The significance level is normally represented by the Greek letter α. The lower α is, the more unlikely the results in your sample need to be before we reject Ho.
So what significance level should we use?



Let’s use a significance level of 5% in our hypothesis test. This means that if the number of snorers cured in the sample is in the lowest 5% of the probability distribution, then we will reject the claims of the drug company. If the number of snorers cured lies in the top 95% of the probability distribution, then we’ll decide there isn’t enough evidence to reject the null hypothesis, and accept the claims of the drug company.
If we use X to represent the number of snorers cured, then we define the critical region as being values such that
Vital Statistics: Significance level
The significance level is represented by α. It’s a way of saying how unlikely you want your results to be before you’ll reject H0.

P(X < c) < α
where
α = 5%
Critical Regions Up Close
When you’re constructing a critical region for your test, another thing you need to be aware of is whether you’re conducting a one-tailed or two-tailed test. Let’s look at the difference between the two, and what impact this has on the critical region?
One-tailed tests
A one-tailed test is where the critical region falls at one end of the possible set of values in your test. You choose the level of the test—represented by α—and then make sure that the critical region reflects this as a corresponding probability.
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The tail can be at either end of the set of possible values, and the end you use depends on your alternate hypothesis H1.
If your alternate hypothesis includes a < sign, then use the lower tail, where the critical region is at the lower end of the data.
If your alternate hypothesis includes a > sign, then use the upper tail, where the critical region is at the upper end of the data.
[image: image with no caption]

We’re using a one-tailed test for the SnoreCull hypothesis test with the critical region in the lower tail, as our alternate hypothesis is that p < 0.9.
Two-tailed tests
A two-tailed test is where the critical region is split over both ends of the set of values. You choose the level of the test α, and then make sure that the overall critical region reflects this as a corresponding probability by splitting it into two. Both ends contain α/2, so that the total is α.
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You can tell if you need to use a two-tailed test by looking at the alternate hypothesis H1. If H1 contains a ≠ sign, then you need to use a two-tailed test as you are looking for some change in the parameter, rather than an increase or decrease.
We would have used a two-tailed test for our SnoreCull if our alternate hypothesis had been p ≠ 0.9. We would have had to check whether significantly more or significantly fewer than 90% of patients had been cured



Step 4: Find the p-value



[image: image with no caption]

Now that we’ve looked at critical regions, we can move on to step 4, finding the p-value.
A p-value is the probability of getting a value up to and including the one in your sample in the direction of your critical region. It’s a way of taking your sample and working out whether the result falls within the critical region for your hypothesis test. In other words, we use the p-value to say whether or not we can reject the null hypothesis.
How do we find the p-value?



How we find the p-value depends on our critical region and our test statistic. For the SnoreCull test, 11 people were cured, and our critical region is the lower tail of the distribution. This means that our p-value is P(X ≤ 11), where X is the distribution for the number of people cured in the sample.
As the significance level of our test is 5%, this means that if P(X ≤ 11) is less than 0.05, then the value 11 falls within the critical region, and we can reject the null hypothesis.
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Sharpen your pencil
We know from step 2 that X ~ B(15, 0.9). What’s P(X ≤ 11)?

Sharpen your pencil Solution
We know from step 2 that X ~ B(15, 0.9). What’s P(X ≤ 11)? Is 11 inside or outside the critical region?
	P(X ≤ 11)
	= 1 – P(X ≥ 12)

	 	= 1 – (15C12×0.13×0.912 + 15C13×0.12×0.913 + 15C14×0.1×0.914 + 0.915)

	 	= 1 – (0.1285 + 0.2669 + 0.3432 + 0.2059)

	 	= 1 – 0.9445

	 	= 0.0555



Note
15C15 = 1, and so does 0.10, so we’re just left with 0.915.




We’ve found the p-value



To find the p-value of our hypothesis test, we had to find P(X ≤ 11). This means that the p-value is 0.0555.
[image: image with no caption]

A p-value is the probability of getting the results in the sample, or something more extreme, in the direction of the critical region.
In our hypothesis test for SnoreCull, the critical region is the lower tail of the probability distribution. In order to see whether 11 people being cured of snoring is in the critical region, we calculated P(X ≤ 11), as this is the probability of getting a result at least as extreme as the results of our sample in the direction of the lower tail.
[image: image with no caption]

Had our critical region been the upper tail of the probability distribution instead, we would have needed to find P(X ≥ 11). We would have counted more extreme results as being greater than 11, as these would have been closer to the critical region.

Step 5: Is the sample result in the critical region?



[image: image with no caption]

Now that we’ve found the p-value, we can use it to see whether the result from our sample falls within the critical region. If it does, then we’ll have sufficient evidence to reject the claims of the drug company.
Our critical region is the lower tail of the probability distribution, and we’re using a significance level of 5%. This means that we can reject the null hypothesis if our p-value is less that 0.05. As our p-value is 0.0555, this means that the number of people cured by SnoreCull in the sample doesn’t fall within the critical region.
[image: image with no caption]


Step 6: Make your decision



We’ve now reached the final step of the hypothesis test. We can decide whether to accept the null hypothesis, or reject it in favor of the alternative.
The p-value of the hypothesis test falls just outside the critical region of the test. This means that there isn’t sufficient evidence to reject the null hypothesis. In other words:
[image: image with no caption]

We accept the claims of the drug company
[image: image with no caption]


So what did we just do?



Let’s summarize what we just did.
First of all, we took the claims of the drug company, which the doctor had misgivings about. We used these claims as the basis of a hypothesis test. We formed a null hypothesis that the probability of curing a patient is 0.9, and then we applied this to the number of people in the doctors sample.
We then decided to conduct a test at the 5% level, using the success rate in the doctor’s sample. We looked at the probability of 11 people or fewer being cured, and checked to see whether the probability of this was less than 5%, or 0.05. In other words, we looked at the probability of getting a result this extreme, or even more so.
Finally, we found that at the 5% level, there wasn’t strong enough evidence to reject the claims of the drug company.
[image: image with no caption]

Once you’ve fixed the significance level of the test, you can’t change it.
The test needs to be completely impartial. This means that you decide what level you need the test to be at, based on what level of evidence you require, before you look at what evidence you actually have.
If you were to look at the amount of evidence you have before deciding on the level of the test, this could influence any decisions you made. You might be tempted to decide on a specific level of test just to get the result you want. This would make the outcome of the test biased, and you might make the wrong decision.
Bullet Points
	In a hypothesis test, you take a claim and test it against statistical evidence.

	The claim that you’re testing is called the null hypothesis test. It’s represented as H0, and it’s the claim that’s accepted unless there’s strong statistical evidence against it.

	The alternate hypothesis is the claim we’ll accept if there’s strong enough evidence against H0. It’s represented by H1.

	The test statistic is the statistic you use to test your hypothesis. It’s the statistic that’s most relevant to the test. You choose the test statistic by assuming that H0 is true.

	The significance level is represented by α. It’s a way of saying how unlikely you want your results to be before you’ll reject H0.

	The critical region is the set of values that presents the most extreme evidence against the null hypothesis test. You choose your critical region by considering the significance level and how many tails you need to use.

	A one-tailed test is when your critical region lies in either the upper or the lower tail of the data. A two-tailed test is when it’s split over both ends. You choose your tail by looking at your alternate hypothesis.

	A p-value is the probability of getting the result of your sample, or a result more extreme in the direction of your critical region.

	If the p-value lies in the critical region, you have sufficient reason to reject your null hypothesis. If your p-value lies outside your critical region, you have insufficient evidence.




There are no Dumb Questions
	Q:
	Q: What significance level should I normally test at?

	A:
	A: It all depends how strong you want the evidence to be before you reject the null hypothesis. The stronger you want the evidence to be, the lower your significance level needs to be.
The most common significance level is 5%, although you sometimes see tests at the 1% level. Testing at the 1% means that you require stronger evidence than if you test at the 5% level.
[image: image with no caption]


	Q:
	Q: Does the significance level have anything in common with the level of confidence for confidence intervals?

	A:
	A: Yes, they have0 a lot in common. When you construct a confidence interval for a population parameter, you want to have a certain degree of confidence that the population parameter lies between two limits. As an example, if you have a 95% level of confidence, this means that the probability that the population parameter lies between the two limits is 0.95.
The level of significance reflects the probability that values will lie outside a certain limit. As an example, a significance level of 5% means that your critical region must have a probability of 0.05.







What if the sample size is larger?



So far the doctor has conducted her trial using a sample of just 15 people, and on the basis of this, there was insufficient evidence to reject the claims of the drug company.
It’s possible that the size of the sample wasn’t large enough to get an accurate result. The doctor might get more reliable results by using a larger sample.
Here are the results from the doctor’s new trial:
	Cured?
	Yes
	No

	Frequency
	80
	20



[image: image with no caption]

We want to determine whether the new data will make a difference in the outcome of the test.
Let’s run through another hypothesis test, this time with the larger sample.
Brain Power
What’s the null hypothesis of this new problem? What’s the alternate hypothesis?

Hypothesis Magnets
It’s time to do another hypothesis test. There are a number of steps you need to run through to perform the hypothesis test, but can you remember what the order is? Put the magnets into the right order.
[image: image with no caption]


Hypothesis Magnets Solution
It’s time to do another hypothesis test. There are a number of steps you need to run through to perform the hypothesis test, but can you remember what the order is? Put the magnets into the right order.
[image: image with no caption]



Let’s conduct another hypothesis test



The doctor still has misgivings about the claims made by the drug company. Let’s conduct a hypothesis test based on the new data.
[image: image with no caption]


Step 1: Decide on the hypotheses



We need to start off by finding the null hypothesis and alternate hypothesis of the SnoreCull trial. As a reminder, the null hypothesis is the claim that we’re testing, and the alternate hypothesis is what we’ll accept if there’s sufficient evidence against the null hypothesis.
So what are the null and alternate hypotheses?
It’s still the same problem



For the last test, we took the claims made by the drug company and used these as the basis for the null hypothesis. We’re testing the same claims, so the null hypothesis is still the same. We have
H0: p = 0.9
The alternate hypothesis is the same too. If there is strong evidence against the claims made by the drug company, then we’ll accept that the drug cures fewer than 90% of the patients. This gives us an alternate hypothesis of:
H1: p < 0.9
[image: image with no caption]



Step 2: Choose the test statistic



[image: image with no caption]

As before, the next step is to choose the test statistic. In other words, we need some statistic that we can use to test the hypothesis.
For the previous hypothesis test, we conducted the test by looking at the number of successes in the sample and seeing how significant the result was. We used the binomial distribution to find the probability of getting a result at least as extreme as the value we got in the sample. In other words, we used a test statistic of X ~ B(15, 0.9) to test whether P(X ≤ 11) was less than 0.05, the level of significance.
This time the number of people in the sample is 100, and we’re testing the same claim, that probability of successfully curing someone is 0.9. This means that our new test statistic is X ~ B(100, 0.9).
[image: image with no caption]

We can use another probability distribution instead of the binomial.
Using the binomial distribution for this sort of problem would be time consuming, as we’d have to calculate lots of probabilities.
Fortunately, there’s another way. Rather than use the binomial distribution, we can use some other distribution instead.
Brain Power
What probability distribution could you use to approximate X ~ B(100, 0.9)?

Exercise
To get the most out of hypothesis tests, you need to know how different variables and parameters are distributed. What distributions would you use to find probabilities for the following situations?
Note
Hint: We covered all of these earlier in the book. If you get stuck, look back through the chapters

1. X ~ B(n, p). What probability distribution could you use to approximate this if n is large, np > 5 and nq > 5?
2. X ~ N(μ, σ2). You know the value of μ and σ2. What’s the distribution of X̄?
3. X ~ N(μ, σ2), and you know what μ is, but you don’t know what the value of σ2 is. The sample size is large. What’s the distribution of X̄ given the data you have?
4. X ~ N(μ, σ2), you know what μ is, but you don’t know what the value of σ2 is. The sample size is small. What’s the distribution of X̄ given the data you have?

Exercise Solution
To get the most out of hypothesis tests, you need to know how different variables and parameters are distributed. What distributions would you use to find probabilities for the following situations?
Hint: We covered all of these earlier in the book. If you get stuck, look back through the chapters.
1. X ~ B(n, p). What probability distribution could you use to approximate this if n is large, np > 5 and nq > 5?
If n is large, then we can approximate X ~ B(n, p) using the normal distribution. As E(X) = np and Var(X) = npq, this means we can use X ~ N(np, npq). This assumes that np > 5 and nq > 5.
2. X ~ N(μ, σ2). You know the value of μ and σ2. What’s the distribution of X̄?
If we know what the value is of σ2, X̄ ~ N(μ, σ2/n).
3. X ~ N(μ, σ2), and you know what μ is, but you don’t know what the value of σ2 is. The sample size is large. What’s the distribution of X̄ given the data you have?
If we don’t know what the value is of σ2, we estimate it using s2. So, X̄ ~ N(μ, s2/n).
4. X ~ N(μ, σ2), you know what μ is, but you don’t know what the value of σ2 is. The sample size is small. What’s the distribution of X̄ given the data you have?
If we don’t know what the value is of σ2, we estimate it using s2. If the sample size is small, we need to use the t-distribution T ~ t(n – 1) where [image: ]


Use the normal to approximate the binomial in our test statistic



We still need to find a test statistic we can use in our hypothesis test, and as the number in the sample is large, this means that using the binomial distribution will be time consuming and complicated.
There are 100 people in the sample, and the proportion of successes according to the drug company is 0.9. In other words, the number of successes follows a binomial distribution, where n = 100 and p = 0.9.
As n is large, and both np and nq are greater than 5, we can use X ~ N(np, npq) as our test statistic, where X is the number of patients successfully cured. In other words, we can use
X ~ N(90, 9)
Note
We can use this because n is large, np > 5 and nq is large.

to approximate any probabilities that we may need.
If we standardize this, we get
[image: image with no caption]

This means that for our test statistic we can use
[image: image with no caption]

You use the test statistic to work out probabilities you can use as evidence.
This means that we use Z as our test statistic, as we can easily use it to look up probabilities and see how unlikely the results of our sample are given the claims of the drug company. We substitute our value of 80 in place of X, so we can use it to find the probability of 80 or fewer being cured.

Step 3: Find the critical region



Now that we have a test statistic for our test, we need to come up with a critical region. As our alternate hypothesis is p < 0.9, this means that our critical region lies in the lower tail just as before.
[image: image with no caption]

The critical region also depends on the significance level of the test. Let’s choose the same significance level as before, so let’s test at the 5% level.
[image: image with no caption]

As our test statistic follows a standard normal distribution, we can use probability tables to find the critical value, c. The critical value is the boundary between whether we have strong enough evidence to reject the null hypothesis or not.
As our significance level is 5%, this means that our critical value c is the value where P(Z < c) = 0.05. If we look up the probability 0.05 in the probability tables, this gives us a value for c of –1.64. In other words,
P(Z < –1.64) = 0.05
This means that if our test statistic is less than –1.64, we have strong enough evidence to reject the null hypothesis.
[image: image with no caption]

Exercise
Think you can go through the remaining steps of the hypothesis test? See if you can find the following:
Step 4: Find the p-value
The critical region is in the lower tail of the distribution. 80 people were cured, and Z = (X – 90)/3. Use this to find the p-value.
Step 5: See whether the test statistic is within the critical region
Remember that the significance level for the hypothesis test is 5%.
Step 6: Make your decision
Do you accept or reject the null hypothesis based on the evidence?

Exercise Solution
Think you can go through the remaining steps of the hypothesis test? See if you can find the following:
Step 4: Find the p-value
The critical region is in the lower tail of the distribution. 80 people were cured, and Z = (X – 90)/3. Use this to find the p-value.
Let’s start by finding the standard score of 80.
	z
	= (80 – 90)/3

	 	= –10/3

	 	= –3.33



The p-value is given by P(Z < z) = P(Z < –3.33). Looking this up in probability tables gives us
p-value = 0.0004
Step 5: See whether the test statistic is within the critical region
Remember that the significance level for the hypothesis test is 5%.
The test statistic is on the critical region if the p-value is less than 0.05. As the p-value is equal to 0.0004, this means that the test statistic is within the critical region.
Step 6: Make your decision
Do you accept or reject the null hypothesis based on the evidence?
As the test statistic is within the critical region for the hypothesis test, this means that we have sufficient evidence to reject the null hypothesis at the 5% significance level.


SnoreCull failed the test



This time when we performed a hypothesis test on SnoreCull, there was sufficient evidence to reject the null hypothesis. In other words, we can reject the claims made by the drug company.
[image: image with no caption]

[image: image with no caption]

Hypothesis tests require evidence.
With a hypothesis test, you accept a claim and then put it on trial. You only reject it if there’s enough evidence against it. This means that the tests are impartial, as you only make a decision based on whether or not there’s sufficient evidence.
If we had just accepted the doctor’s opinion in the first place, we wouldn’t have properly considered the evidence. We would have made a decision without considering whether the results could have been explained away by mere coincidence. As it is, we have enough evidence to show that the results of the sample are extreme enough to justify rejecting the null hypothesis. The results are statistically significant, as they’re unlikely to have happened by chance.
So does this guarantee that the claims of the drug company are wrong?

Mistakes can happen



So far we’ve looked at how we can use the results of a sample as evidence in a hypothesis test. If the evidence is sufficiently strong, then we can use it to justify rejecting the null hypothesis.
We’ve found that there is strong evidence that the claims of the drug company are wrong, but is this guaranteed?
[image: image with no caption]

Even though the evidence is strong, we can’t absolutely guarantee that the drug company claims are wrong.
Even though it’s unlikely, we could still have made the wrong decision. We can examine evidence with a hypothesis, and we can specify how certain we want to be before rejecting the null hypothesis, but it doesn’t prove with absolute certainty that our decision is right.
The question is, how do we know?
Conducting a hypothesis test is a bit like putting a prisoner on trial in front of a jury. The jury assumes that the prisoner is innocent unless there is strong evidence against him, but even considering the evidence, it’s still possible for the jury to make wrong decisions. Have a go at the exercise on the next page, and you’ll see how.
There are no Dumb Questions
	Q:
	Q: How can we make the wrong decision if we’re conducting a hypothesis test? Don’t we do a hypothesis test to make sure we don’t?

	A:
	A: When you conduct a hypothesis test, you can only make a decision based on the evidence that you have. Your evidence is based on sample data, so if the sample is biased, you may make the wrong decision based on biased data.

	Q:
	Q: I’ve heard of something called significance tests. What are they?

	A:
	A: Some people call hypothesis tests significance tests. This is because you test at a certain level of significance.






Sharpen your pencil
A prisoner is on trial for a crime, and you’re on the jury. The jury’s task is to assume the prisoner is innocent, but if there’s enough evidence against him, they need to convict him.
	In the trial, what’s the null hypothesis?

	What’s the alternate hypothesis?

	In what ways can the jury make a verdict that’s correct?

	In what ways can the jury make a verdict that’s incorrect?




Sharpen your pencil Solution
A prisoner is on trial for a crime, and you’re on the jury. The jury’s task is to assume the prisoner is innocent, but if there’s enough evidence against him, they need to convict him.
	In the trial, what’s the null hypothesis?
The null hypothesis is that the prisoner is innocent, as that is what we have to assume until there’s proof otherwise.

	What’s the alternate hypothesis?
The alternate hypothesis is that the prisoner is guilty. In other words, if there’s sufficient proof that the prisoner is not innocent, then we’ll accept that he’s guilty and convict him.

	In what ways can the jury make a verdict that’s correct?
We can make a correct verdict if:
	The prisoner is innocent, and we find him innocent.

	The prisoner is guilty, and we find him guilty.




	In what ways can the jury make a verdict that’s incorrect?
We can make an incorrect verdict if
	The prisoner is innocent, and we find him guilty.

	The prisoner is guilty, and we find him innocent.







[image: image with no caption]

The errors we can make when conducting a hypothesis test are the same sort of errors we could make when putting a prisoner on trial.
Hypothesis tests are basically tests where you take a claim and put it on trial by assessing the evidence against it. If there’s sufficient evidence against it, you reject it, but if there’s insufficient evidence against it, you accept it.
You may correctly accept or reject the null hypothesis, but even considering the evidence, it’s also possible to make an error. You may reject a valid null hypothesis, or you might accept it when it’s actually false.
Statisticians have special names for these types of errors. A Type I error is when you wrongly reject a true null hypothesis, and a Type II error is when you wrongly accept a false null hypothesis.
The power of a hypothesis test is the probability that that you will correctly reject a false null hypothesis.
[image: image with no caption]

Brain Power
How do you think we can find the probability of making a Type I error? How do you think we can find the probability of making a Type II error?


Let’s start with Type I errors



A Type I error is what you get when you reject the null hypothesis when the null hypothesis is actually correct. It’s like putting a prisoner on trial and finding him guilty when he’s actually innocent.
[image: image with no caption]

So what’s the probability of getting a Type I error?



If you get a Type I error, then this means that the null hypothesis must have been rejected. In order for the null hypothesis to have been rejected, the results of your sample must be in the critical region.
[image: image with no caption]

The probability of getting a Type I error is the probability of your results being in the critical region. As the critical region is defined by the significance level of the test, this means that if the significance level of your test is α, the probability of getting a Type I error must be also be α.
In other words,
P(Type I error) = α
where α is the significance level of the test.


What about Type II errors?



A Type II error is what you get when you accept the null hypothesis, and the null hypothesis is actually wrong. It’s like putting a prisoner on trial and finding him innocent when he’s actually guilty.
[image: image with no caption]

The probability of getting a Type II error is normally represented by the Greek letter β.
P(Type II error) = β
So how do we find β?



Finding the probability of a Type II error is more difficult than finding the probability of getting a Type I error. Here are the steps that are involved, and we’ll show you how to go through them on the next page.
	Check that you have a specific value for H1.
Without this, you can’t calculate the probability of getting a Type II error.

	Find the range of values outside the critical region of your test.
If your test statistic has been standardized, the range of values must be de-standardized.

	Find the probability of getting this range of values, assuming H1 is true.
In other words, we find the probability of getting the range of values outside the critical region, but this time, using the test statistic described by H1 rather than H0.





Finding errors for SnoreCull



Let’s see if we can find the probability of getting Type I and Type II errors for the SnoreCull hypothesis test. As a reminder, our standardized test statistic is
[image: image with no caption]

where X is the number of people cured in the sample. The significance level of the test is 5%.
Let’s start with the Type I error



A Type I error is what you get when you reject the null hypothesis when actually it’s true. The probability of getting this sort of error is the same as the significance level of the test, so this means that
P(Type I error) = 0.05
Note
This gives you the probability of rejecting the null hypothesis that 90% of people are cured when it’s true.


So what about the Type II error?



A Type II error is what you get when you accept the null hypothesis when the alternate hypothesis is true. We can only calculate this if H1 specifies a single specific value, so let’s use an alternate hypothesis of p = 0.8, as this is the proportion of successes in the doctor’s sample. This means that our hypotheses become
H0: p = 0.9
H1: p = 0.8
Note
This time we’ll use H1: p = 0.8 instead of H1: p < 0.8. We can only calculate the probability of getting a Type II error if we have a single specific value for the alternate hypothesis.
To look up probabilities using the alternate hypothesis probability distribution, we need an exact value for p.

The reason why H1 must specify an exact value for p is so that we can calculate probabilities using it. If we used an alternate hypothesis of p < 0.9, we wouldn’t be able to use it to calculate the probability of getting a Type II error.
Relax
If you need to calculate the probability of getting a Type II error in an exam, you’ll be given H1.
This means that you won’t have to decide on the alternate hypothesis yourself. If you need to calculate this sort of error, it will be given to you.



We need to find the range of values



Now that the alternate hypothesis H1 gives a specific value for p, we can move on to the next step. We need to find the values of X that lie outside the critical region of the hypothesis test.
We saw back in Step 3: Find the critical region that the critical region for the test is given by Z < –1.64—in other words, P(Z < –1.64) = 0.05. This means that values that fall outside the critical region are given by Z ≥ –1.64.
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If we de-standardize this, we get
[image: image with no caption]

In other words, we would have accepted the null hypothesis if 85.08 people or more had been cured by SnoreCull.
The final thing we need to do is work out P(X ≥ 85.08), assuming that H1 is true. That way, we’ll be able to work out the probability of accepting the null hypothesis when actually H1 is true instead. As we’re using the normal distribution to approximate X, we need to use a probability distribution X ~ N(np, npq), where n = 100 and p = 0.8. This gives us
X ~ N(80, 16)
This means that if we can calculate P(X ≥ 85.08) where X ~ N(80, 16), we’ll have found the probability of getting a Type II error.
We calculate this in the same way we calculate other normal distribution probabilities, by finding the standard score and then looking up the value in standard normal probability tables.

Find P(Type II error)



We can find the probability of getting a Type II error by calculating P(X ≥ 85.08) where X ~ N(80, 16). Let’s start off by finding the standard score of 85.08.
[image: image with no caption]

This means that in order to find P(X ≥ 85.08), we need to use standard probability tables to find P(Z ≥ 1.27).
	P(Z ≥ 1.27)
	= 1 – P(Z < 1.27)

	 	= 1 – 0.8980

	 	= 0.102



In other words,
P(Type II error) = 0.102
Note
This gives you the probability of accepting the null hypothesis that 90% of people are cured when actually 80% of people are.

There are no Dumb Questions
	Q:
	Q: Why is it so much harder to find P(Type II error) than P(Type I error)?

	A:
	A: It’s because of the way they’re defined. A Type I error is what you get when you wrongly reject the null hypothesis. The probability of getting this sort of error is the same as α, the significance level of the test.
A Type II error is the error you get when you accept the null hypothesis when actually the alternate hypothesis is true. To find the probability of getting this sort of error, you need to start by finding the range of values in your sample that would mean you accept the null hypothesis. Once you’ve found these values, you then have to calculate the probability of getting them assuming that H1 is true.

	Q:
	Q: Do I need to use the normal distribution every time I want to find the probability of getting a Type II error?

	A:
	A: The probability distribution you use all depends on your test statistic. In this case, our test statistic followed a normal distribution, so that’s the distribution we used to find P(Type II error). If our test statistic had followed, say, a Poisson distribution, we would have used a Poisson distribution instead.







Introducing power



So far we’ve looked at the probability of getting different types of error in our hypothesis test. One thing that we haven’t looked at is power.
The power of a hypothesis test is the probability that we will reject H0 when H0 is false. In other words, it’s the probability that we will make the correct decision to reject H0.
[image: image with no caption]

Once you’ve found P(Type II error), calculating the power of a hypothesis test is easy.
Rejecting H0 when H0 is false is actually the opposite of making a Type II error. This means that
Power = 1 – β
where β is the probability of making a Type II error.
So what’s the power of SnoreCull?



We’ve found the probability of getting a Type II error is 0.102. This means that we can find the power of the SnoreCull hypothesis test by calculating
	Power
	= 1 – P(Type II error)

	 	= 1 – 0.102

	 	= 0.898



In other words, the power of the SnoreCull hypothesis test is 0.898. This means that the probability that we will make the correct decision to reject the null hypothesis is 0.898.


The doctor’s happy



In this chapter, you’ve run through two hypothesis tests, and you’ve proved that there’s sufficient evidence to reject the claims made by the drug company. You’ve been able to show that based on the doctor’s sample, there’s sufficient evidence that SnoreCull doesn’t cure 90% of snorers, as the drug company claims.
[image: image with no caption]
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But it doesn’t stop there



Keep reading, and we’ll show you what other sorts of hypothesis tests you can use. We’ll see you over at Fat Dan’s Casino...
Exercise (part 1)
The drug company and their cough syrup manufacturer are having a dispute. The factory says that the amount of syrup that gets poured into their bottles follows a distribution X ~ N(355, 25), where X is the amount of syrup in the bottle measured in mL. The drug company conducted tests on a large sample and found that the mean amount of syrup in 100 bottles is 356.5 mL. Test the hypothesis that the factory mean is correct at a 1% level of significance against the alternative that the mean amount of syrup in a bottle is greater than 355 mL.
We’re going to guide you through this exercise in two parts. Here are the first three steps.
Step 1: Decide on the hypothesis you’re going to test. What’s the null hypothesis? What’s the alternate hypothesis?
Step 2: Choose your test statistic.
Note
Hint: Your hypothesis concerns the mean, so what’s the distribution of X̄? How do you standardize this?

Step 3: Determine the critical region for your decision. Does the critical region lie in the lower or upper tail of the distribution? What’s the significance level? What’s the critical value?

Exercise Solution (part 1)
The drug company and their cough syrup manufacturer are having a dispute. The factory says that the amount of syrup that gets poured into their bottles follows a distribution X ~ N(355, 25), where X is the amount of syrup in the bottle measured in mL. The drug company conducted tests on a large sample and found that the mean amount of syrup in 100 bottles is 356.5 mL. Test the hypothesis that the factory mean is correct at a 1% level of significance against the alternative that the mean amount of syrup in a bottle is greater than 355 mL.
We’re going to guide you through this exercise in two parts. Here are the first three steps.
Step 1: Decide on the hypothesis you’re going to test. What’s the null hypothesis? What’s the alternate hypothesis?
We want to test whether the mean amount of syrup in the bottles is 355 mL like the factory says. This gives us
	H0: μ = 355

	H1: μ > 355



Step 2: Choose your test statistic.
X̄ ~ N(μ, σ2/n), so this means that under the null hypothesis, X̄ ~ N(355, 25/100) or X̄ ~ N(355, 0.25).
If we standardize this, we get
[image: image with no caption]

Step 3: Determine the critical region for your decision. Does the critical region lie in the lower or upper tail of the distribution? What’s the significance level? What’s the critical value?
The alternate hypothesis is μ > 355, which means the critical region lies in the upper tail. We want to test at the 1% significance level, so the critical region is defined by P(Z > c) = 0.01. Using probability tables, this gives us c = 2.32. In other words, the critical region is given by Z > 2.32.

Exercise (part 2)
This exercise continues where the last left off. Here are the final three steps of the hypothesis test. What do you conclude?
Step 4: Find the p-value of the test statistic. Use the distribution Z = (X̄ – 355)/0.5, the mean amount of syrup in the sample, and remember that this time you’re seeing if your test statistic lies in the upper tail of the distribution, as this is where the critical region is.
Step 5: See whether the sample result is within the critical region. Remember that you’re testing at the 1% significance level.
Step 6: Make your decision. Is there enough evidence to reject the null hypothesis at the 1% level of significance?

Exercise Solution (part 2)
This exercise follows on from the last. Here are the final three steps of the hypothesis test. What do you conclude?
Step 4: Find the p-value of the test statistic. Use the distribution Z = (X̄ – 355)/0.5, the mean amount of syrup in the sample, and remember that this time you’re seeing if your test statistic lies in the upper tail of the distribution as this is where the critical region is.
	Z =
	(X̄ – 355)/0.5

	 	= (356.5 – 355)/0.5

	 	= 1.5/0.5

	 	= 3



The p-value for this is given by P(Z > 3), as the critical region is in the upper tail. Looking this up in probability tables gives us
p-value = 0.0013
Step 5: See whether the sample result is within the critical region. Remember that you’re testing at the 1% significance level.
The p-value 0.0013 is less than 0.01, the significance level, so that means that the sample result is within the critical region
Step 6: Make your decision. Is there enough evidence to reject the null hypothesis at the 1% level of significance?
As the sample result lies in the critical region, there’s sufficient evidence to reject the null hypothesis. We can accept the alternate hypothesis that μ > 355 ml.

Bullet Points
	A Type I error is when you reject the null hypothesis when it’s actually correct. The probability of getting a Type I error is α, the significance level of the test.

	A Type II error is when you accept the null hypothesis when it’s wrong. The probability of getting a Type II error is represented by β.

	To find β, your alternate hypothesis must have a specific value. You then find the range of values outside the critical region of your test, and then find the probability of getting this range of values under H1.






Chapter 14. The χ2 Distribution: There’s Something Going On...



[image: image with no caption]

Sometimes things don’t turn out quite the way you expect.
When you model a situation using a particular probability distribution, you have a good idea of how things are likely to turn out long-term. But what happens if there are differences between what you expect and what you get? How can you tell whether your discrepancies come down to normal fluctuations, or whether they’re a sign of an underlying problem with your probability model instead? In this chapter, we’ll show you how you can use the X2 distribution to analyze your results and sniff out suspicious results.
There may be trouble ahead at Fat Dan’s Casino



Fat Dan’s is used to making a tidy profit from its casino-goers, but this week there’s a problem. The slot machines keep hitting the jackpot, the roulette wheel keeps landing on 12, the dice are loaded, and too many people are winning off one of the blackjack tables.
The casino can’t support the loss for much longer, and Fat Dan suspects foul play. He needs your help to get to the bottom of what’s going on.
[image: image with no caption]


Let’s start with the slot machines



As you’ve seen before, Fat Dan’s Casino has a full row of bright, shiny slot machines, just waiting to be played. The trouble is that people keep on playing them—and winning.
Here’s the expected probability distribution for one of the slot machines, where X represents the net gain from each game played:
	x
	–2

Note
It’s $2 per game, so if you don’t win anything, you lose your $2.

	23
	48
	73
	98

Note
If you hit the jackpot, your net gain is $98.


	P(X = x)
	0.977
	0.008
	0.008
	0.006
	0.001



The casino has collected statistics showing the number of times people get each outcome. Here are the frequencies for the observed net gains per game:
	x
	–2
	23
	48
	73
	98

	Frequency

Note
The frequency shows you how many games had which net gain.

	965
	10
	9
	9
	7



Sharpen your pencil
We need to compare the actual frequency of each value of x with what you’d expect the frequency to be based on the probability distribution. Fill in the table below. What do you notice?
Note
Hint: The total observed frequency is 1000, as this is what you get if you add all the observed frequencies. Use the probability distribution to work out what you’d expect the frequencies to be.

	x
	Observed frequency

Note
The observed frequency is what we actually get.

	Expected frequency

	–2
	965
	977

	23
	10
	 
	48
	9
	 
	73
	9
	 
	98
	7
	 



Sharpen your pencil Solution
We need to compare the actual frequency of each value of x with what you’d expect the frequency to be based on the probability distribution. Fill in the table below. What do you notice?
	x
	Observed frequency
	Expected frequency

	–2
	965
	977

Note
We found the expected frequencies by multiplying the probability of each outcome by 1000, the total frequency.


	23
	10
	8

	48
	9
	8

	73
	9
	6

	98
	7
	1



There’s a difference between the number of people you’d expect to win the jackpot, based on the probability distribution, and the number of people actually winning it. What we don’t know is how significant these differences are.

[image: image with no caption]

We need some way of deciding whether these results show the slot machines have been rigged.
What we need is some sort of hypothesis test that we can use to test the differences between the observed and expected frequencies. That way, we’ll have some way of deciding whether the slot machines have been tampered with to make sure they keep paying out lots of money.
The question is, what sort of distribution can we use for this hypothesis test?

The χ2 test assesses difference



There’s a new sort of probability distribution that does exactly what we want; it’s called the χ2 distribution. χ is pronounced “kye”, and it’s the uppercase Greek letter chi. It uses a test statistic to look at the difference between what we expect to get and what we actually get, and then returns the probability of getting observed frequencies as extreme.
Let’s start with the test statistic. To find the test statistic, first make a table featuring the observed and expected frequencies for your problem. When you’ve done that, use your observed and expected frequencies to compute the following statistic, where O stands for the observed frequency, and E for the expected frequency:
[image: image with no caption]

In other words, for each probability in the probability distribution, you take the difference between the frequency you expect and the frequency you actually get. You square the result, divide by the expected frequency, and then add all of these results up together.
So what’s the test statistic for the slot machine problem?
Sharpen your pencil
Use the table of observed and expected frequencies you just worked out on the previous page for Fat Dan’s slot machines to compute the test statistic. What result do you get?
What do you think a low value tells you? What about a high value?

Sharpen your pencil Solution
Use the table of observed and expected frequencies you just worked out on the previous page for Fat Dan’s slot machines to compute the test statistic. What result do you get?
What do you think a low value tells you? What about a high value?
	X2
	= (965 – 977)2/977 + (10 – 8)2/8 + (9 – 8)2/8 + (9 – 6)2/6 + (7 – 1)2/1

	 	= (–12)2/977 + 22/8 + 12/8 + 32/6 + 62

	 	= 144/977 + 4/8 + 1/8 + 9/6 + 36

	 	= 0.147 + 0.5 + 0.125 + 1.5 + 36

	 	= 38.272



If the value of X2 is low, then this means there’s a less significant difference between the observed and expected frequencies. The higher X2 is, the more significant the differences become.


So what does the test statistic represent?



The test statistic X2 gives a way of measuring the difference between the frequencies we observe and the frequencies we expect. The smaller the value of X2, the smaller the difference overall between the observed and expected frequencies.
You divide by E, the expected frequency, as this makes the result proportional to the expected frequency.
[image: image with no caption]

So at what point does X2 become so large that it’s significant? We need to figure out when we can fairly certain that something’s going on with the slot machines that’s beyond what could reasonably happen by chance.
To find this out, we need to look at the χ2 distribution.

Two main uses of the χ2 distribution



The χ2 probability distribution specializes in detecting when the results you get are significantly different from the results you expect. The probability distribution does this using the X2 test statistic you saw earlier.
The χ2 distribution has two key purposes.
First of all, it’s used to test goodness of fit. This means that you can use it to test how well a given set of data fits a specified distribution. As an example, we can use it to test how well the observed frequencies for the slot machine winnings fits the distribution we expect.
Another use of the χ2 distribution is to test the independence of two variables. It’s a way of checking whether there’s some sort of association.
The χ2 distribution takes one parameter, the Greek letter v, pronounced “new.” Let’s take a look at the effect that v has on the shape of the probability distribution.
When v is 1 or 2



When v has a value of 1 or 2, the shape of the χ2 distribution follows a smooth curve, starting off high and getting lower. It’s shape is like a reverse J. The probability of getting low values of the test statistic X2 is much higher than getting high values. In other words, observed frequencies are likely to be close to the frequency you expect.
[image: image with no caption]


When v is greater than 2



When v has a value that’s greater than 2, the shape of the χ2 distribution changes. It starts off low, gets larger, and then decreases again as X2 increases. The shape is positively skewed, but when v is large, it’s approximately normal.
[image: image with no caption]

A shorthand way of saying that you’re using the test statistic X2 with the χ2 distribution that has a particular value of v is
[image: image with no caption]



v represents degrees of freedom



You’ve seen how the shape of the χ2 distribution depends on the value of v, but how do we find what v is?
v is the number of degrees of freedom. It’s the number of independent variables used to calculate the test statistic X2, or the number of independent pieces of information. Let’s see what this means in practice.
Here’s another look at the table of observed and expected frequencies for the slot machines:
	x
	Observed frequency
	Expected frequency

	–2
	965
	977

	23
	10
	8

	48
	9
	8

	73
	9
	6

	98
	7
	1



The number of degrees of freedom is the number of expected frequencies we have to calculate, taking into account any restrictions we have upon us.
In order to calculate the test statistic X2, we had to calculate all of the expected frequencies. This meant that we had to calculate five expected frequencies. While calculating this, we had one thing we had to bear in mind: the total expected frequency and the total observed frequency had to add up to the same amount. In other words, we had one restriction on us in our calculations.
So what’s v?



To calculate v, we take the number of pieces of information we calculated, and subtract the number of restrictions. To figure out the test statistic X2, we had to calculate five separate pieces of information, with 1 restriction. This means that the number of degrees of freedom is given by
	v
	= 5 – 1

	 	= 4



Another way of looking at this is that we had to calculate four of the expected frequencies using the probability distribution. We could work out the final frequency by looking at what the total expected frequency should be.
In general,
v = (number of classes) – (number of restrictions)


What’s the significance?



So how can we use the χ2 distribution to say how significant the discrepancy is between the observed and expected frequencies? As with other hypothesis tests, it all depends on the level of significance.
When you conduct a test using the χ2 distribution, you conduct a one-tailed test using the upper tail of the distribution as your critical region. This way, you can specify the likelihood of your results coming from the distribution you expect by checking whether the test statistic lies in the critical region of the upper tail.
[image: image with no caption]

If you conduct a test at significance level α, then you write this as
[image: image with no caption]

So how do we find the critical region for the χ2 distribution? We can use χ2 probability tables.
How to use χ2 probability tables



To find the critical value, start off with the degrees of freedom, v, and the significance level, α. Use the first column to look up v, and the top row to look up α. The place where they intersect gives the value x, where P(χ2α(v) ≥ x) = α. In other words, it gives you the critical value.
As an example, if you wanted to find the critical value for testing at the 5% level with 8 degrees of freedom, you’d find 8 in the first column, 0.05 in the top row, and read off a value of 15.51. In other words, if our test statistic X2 was greater than 15.51, it would be in the critical region at the 5% level with 8 degrees of freedom.
[image: image with no caption]



Hypothesis testing with χ2



Here are the broad steps that are involved in hypothesis testing with the χ2 distribution.
[image: image with no caption]

Look familiar? Most of these steps are exactly the same as for other hypothesis tests. In other words, it’s exactly the same process as before.
There are no Dumb Questions
	Q:
	Q: So are X2 tests really just a special kind of hypothesis test?

	A:
	A: Yes, they are. You go through pretty much all the steps you had to go through before.

	Q:
	Q: Do I always use the upper tail for my test?

	A:
	A: Yes, if you’re conducting a hypothesis test, you always use the upper tail. This is because the higher the value of your X2 test statistic, the more your observed frequencies differ from the expected frequencies.

	Q:
	Q: I think I’ve heard the term degrees of freedom before. Have I?

	A:
	A: Yes, you have. Remember when we looked at how we can use the t-distribution to create confidence intervals? Well, the t-distribution uses degrees of freedom, too.

	Q:
	Q: I think I’ve seen degrees of freedom referred to as df rather than v. Is that wrong?

	A:
	A: Not at all. Different text books use different conventions, and we’re using v. At the end of the day, they have the same meaning.

	Q:
	Q: I want to look for information about the X2 distribution on the Internet. How do I find it? Do I need to type in Greek?

	A:
	A: You should be able to find any information you need by searching for the term “chi square.” The X2 distribution is also written “chi-squared.”






Exercise
It’s your job to see whether there’s sufficient evidence at the 5% level to say that the slot machines have been rigged. We’ll guide you through the steps.
	What’s the null hypothesis you’re going to test? What’s the alternate hypothesis?

	There are 4 degrees of freedom. What’s the region for the 5% level?

	What’s the test statistic?
Note
Hint: You calculated this earlier.


	Is your test statistic inside or outside the critical region?

	Will you accept or reject the null hypothesis?




Exercise Solution
It’s your job to see whether there’s sufficient evidence at the 5% level to say that the slot machines have been rigged. We’ll guide you through the steps.
	What’s the null hypothesis you’re going to test? What’s the alternate hypothesis?
H0: The slot machine winnings per game follow the described probability distribution.
	x
	–2
	23
	48
	73
	98

	P(X = x)
	0.977
	0.008
	0.008
	0.006
	0.001



H1: The slot machine winnings per game do not follow this probability distribution.

	There are 4 degrees of freedom. What’s the region for the 5% level?
From probability tables, χ25%(4) = 9.49. This means that the critical region is where X2 > 9.49.

	What’s the test statistic?
The test statistic is X2. You found this earlier; its value is 38.272.

	Is your test statistic inside or outside the critical region?
The value of X2 is 38.27, and as the critical region is X2 > 9.49, this means that X2 is inside the critical region.

	Will you accept or reject the null hypothesis?
The value of X2 is inside the critical region, so this means that we reject the null hypothesis. In other words, there is sufficient evidence to reject the hypothesis that the slot machine winnings follow the described probability distribution.





You’ve solved the slot machine mystery



Thanks to your careful use of the χ2 probability distribution, you’ve found out that there’s sufficient evidence that the slot machine isn’t following the probability distribution that the casino expects it to. Fat Dan is very grateful to you, as this means you’ve come up with evidence that the slot machine has been rigged in some way. He’s shut them down, so he doesn’t lose any more money.
[image: image with no caption]

Let’s summarize the steps you went through to discover this.
First of all, you took a set of observed frequencies for the slot machine and calculated what you expected the frequencies to be, assuming they followed a particular probability distribution. You then calculated the degrees of freedom and calculated the test statistic X2, which gave you an indication of the total discrepancy between the observed frequencies and those you expected.
After this, you used the χ2 probability tables to find the critical region of the distribution at the 5% level of significance. You checked this against your test statistic and found that there was sufficient evidence to say that the slot machine has been rigged to pay out more money.
[image: image with no caption]

This sort of hypothesis test is called a goodness of fit test. It tests whether observed frequencies actually fit in with an assumed probability distribution. You use this sort of test whenever you have a set of values that should fit a distribution, and you want to test whether the data actually does.
Long Exercise
Fat Dan thinks that the dice in the dice games are loaded. Take a look at the following observed frequencies for one six-sided die, and test whether there’s enough evidence to support the claim that the die isn’t fair at the 1% significance level. We’ll guide you through the steps.
Here are the observed frequencies:
	Value
	1
	2
	3
	4
	5
	6

	Frequency
	107
	198
	192
	125
	132
	248



Step 1: Decide on the hypothesis you’re going to test, and its alternative.
Step 2: Find the expected frequencies and the degrees of freedom.
Start off by completing the expected frequencies for the die. You’ll need to take into account how many times the die is thrown in total, and the probability of getting each value. X represents the value of one toss of the die.
	x
	Observed frequency
	Expected frequency

	1
	107
	 
	2
	198
	 
	3
	192
	 
	4
	125
	 
	5
	132
	 
	6
	248
	 


Once you’ve found the expected frequencies, what are the number of degrees of freedom?
Note
You find this the same way you found the degrees of freedom for the slot machines.

Step 3: Determine the critical region for your decision.
You’ll need to use the significance level and number of degrees of freedom
Step 4: Calculate the test statistic X2.
You can calculate this using your observed and expected frequencies from step 2.
Step 5: See whether the test statistic is within the critical region.
Step 6: Make your decision.

Long Exercise Solution
Fat Dan thinks that the dice in the dice games are loaded. Take a look at the following observed frequencies for one six-sided die, and test whether there’s enough evidence to support the claim that the die isn’t fair at the 1% significance level. We’ll guide you through the steps.
Here are the observed frequencies:
	Value
	1
	2
	3
	4
	5
	6

	Frequency
	107
	198
	192
	125
	132
	248



Step 1: Decide on the hypothesis you’re going to test, and its alternative.
To test whether the die is fair, we have to determine whether there’s sufficient evidence that it isn’t.
This gives you
	H0: The die is fair, and every value has an equal chance of being thrown. This means the probability of getting each value is 1/6.

	H1: The die isn’t fair.



Step 2: Find the expected frequencies and the degrees of freedom.
Start off by completing the expected frequencies for the die. You’ll need to take into account how many times the die is thrown in total, and the probability of getting each value. X represents the value of one toss of the die.
	x
	Observed frequency
	Expected frequency

	1
	107
	167

	2
	198
	167

	3
	192
	167

Note
The total expected frequency needs to match the total observed frequency. If you add the observed frequencies together, you get 1002.
The probability of getting each value is 1/6. This means the expected frequency of each value is 1002/6 = 167.


	4
	125
	167

	5
	132
	167

	6
	248
	167



Once you’ve found the expected frequencies, what are the number of degrees of freedom?
We had to find 6 expected frequencies, and their total had to equal 1002. In other words, we had to find 6 pieces of information with 1 restriction. This gives us
	v
	= 6 – 1

	 	= 5



Step 3: Determine the critical region for your decision.
You’ll need to use the significance level and number of degrees of freedom
From probability tables, χ21%(5) = 15.09. This means that the critical region is where X2 > 15.09.
Step 4: Calculate the test statistic X2.
You can calculate this using your observed and expected frequencies from step 2.
[image: image with no caption]

Step 5: See whether the test statistic is within the critical region.
The critical region is given by X2 > 15.09. As X2 = 88.24, the test statistic is within the critical region.
Step 6: Make your decision.
As your test statistic lies within the critical region, this means that there is sufficient evidence at the 1% level to reject the null hypothesis. In other words, you accept the alternate hypothesis that the die isn’t fair.

[image: image with no caption]

The χ2 goodness of fit test works for pretty much any probability distribution.
You can use the χ2 distribution to test the goodness of fit of any probability distribution, just as long as you have a set of observed frequencies, and you can work out what you expect the frequencies to be.
The hardest thing is working out what the degrees of freedom for v should be. Here are the degrees of freedom for some of the most common probability distributions you’ll want to use with the χ2 goodness of fit.
[image: image with no caption]


Fat Dan has another problem



So far you’ve investigated whether the slot machines seem to be rigged in some way, by using a goodness of fit test to see whether the observed frequencies you have correspond to the expected probability distribution. Fat Dan has other problems, though, and this time it’s his staff.
Fat Dan thinks he’s losing more money than he should from one of the croupiers on the blackjack tables. Can you determine whether there’s significant evidence to show whether or not Fat Dan’s right?
Here are the three croupiers who man the tables:
[image: image with no caption]

What we need is some way of testing whether the outcome of the game is dependent on which croupier is leading the game.
Brain Power
What do you need to know in order to test this hypothesis?


the χ2 distribution can test for independence



So far we’ve looked at the χ2 distribution in terms of performing goodness of fit tests. This isn’t the only use of the χ2 distribution. The χ2 distribution can also be used to perform tests of independence.
A χ2 test for independence is a test to see whether two factors are independent, or whether there seems to be some sort of association between them. This is just the situation we have with the croupiers. We want to test whether the croupier leading a game of blackjack has any impact on the outcome. In other words, we assume that the choice of croupier is independent of the outcome, unless there’s sufficient evidence against it.
You conduct a test for independence in the same way you conduct a goodness of fit test. You set up a hypothesis, use the observed and expected frequencies to calculate the X2 test statistic, and then see if it falls within the critical region.
[image: image with no caption]

We need to know what the expected frequencies are in order to calculate the test statistic X2.
This means that we need some way of calculating the expected frequencies from the observed frequencies. And it all comes down to probability...

You can find the expected frequencies using probability



There are a few steps you need to go through to find the expected frequencies.
To start off, calculate the total frequencies for the outcomes and the croupiers, and also the grand total. You can show the results in a table like this, called a contingency table.
	 	Croupier A
	Croupier B
	Croupier C
	Total

	Win
	43
	49
	22
	114

Note
Total number of wins


	Draw
	8
	2
	5
	15

	Lose
	47
	44
	30
	121

	Total
	98

Note
Total for croupier A

	95
	57
	250

Note
Grand total




Now we can use this information to find the expected number of wins for each croupier.
Let’s start by finding the expected frequency for the number of wins with croupier A.
First off, we can use these grand totals to find the probability of getting a particular outcome, or a particular croupier. As an example, to find the probability of winning, you divide the total number of wins by the grand total:
[image: image with no caption]

Similarly, you can find the probability of playing against croupier A by dividing the total for croupier A by the grand total.
[image: image with no caption]

Now if the croupier and the outcome of the game are independent, as we assume they are, this means that you can find the probability of getting a win with croupier A by multiplying together these two probabilities. In other words:
[image: image with no caption]

Brain Power
How can we use this to find the expected number of wins for croupier A?


So what are the frequencies?



So far, we’ve found that the probability of winning with croupier A, and we want to use this to find the expected frequency of wins. To do this, all we just need to multiply the probability of winning with croupier A by the grand total. This gives us
[image: image with no caption]

In other words, to find the expected frequency of wins with croupier A, multiply the total number of wins by the total number of games with croupier A, and divide by the grand total.
How do we find the frequencies in general?



You can generalize this so that you have a nice, easy result you can apply to every frequency you need to find. To find the expected frequency for a particular row and column combination, multiply the total for the row by the total for the column, and divide by the grand total.
[image: image with no caption]

Once you’ve figured out what all the expected frequencies are, you can use this to calculate the test statistic X2. It’s the same test statistic as before, so you need to calculate
[image: image with no caption]

The key is to ensure you include every observed frequency and every corresponding expected frequency.
Exercise
Here’s the table showing the observed frequencies for the croupiers. Your task is to figure out all the expected frequencies.
[image: image with no caption]


Exercise Solution
Here’s the table showing the observed frequencies for the croupiers. Your task is to figure out all the expected frequencies.
	 	Croupier A
	Croupier B
	Croupier C
	Total

	Win
	43
	49
	22
	114

	Draw

Note
Observed frequencies

	8
	2
	5
	15

	Lose
	47
	44
	30
	121

	Total
	98
	95
	57
	250



	 	Croupier A
	Croupier B
	Croupier C

	Win

Note
Expected frequencies

	(114×98)/250=44.688
	(114x95)/250=43.32
	(114x57)/250=25.992

	Draw
	(15×98)/250=5.88
	(15x95)/250=5.7
	(15x57)/250=3.42

	Lose
	(121×98)/250=47.432
	(121x95)/250=45.98
	(121x57)/250=27.588



Once you’ve found all the expected frequencies, calculate the test statistic X2. Use the table below to help you. The first column gives all the observed frequencies, the second column is for the corresponding expected frequencies, and if you add together all the numbers in the third column, it gives you your test statistic.
[image: image with no caption]




We still need to calculate degrees of freedom



Before we can use the χ2 distribution to find the significance of the observed frequencies, there’s just one more thing we need to find. We need to find v, the number of degrees of freedom.
You saw earlier that the number of degrees of freedom is the number of pieces of independent information we are free to choose, taking into account any restrictions. This means that we look at how many expected frequencies we have to calculate independently, and subtract the number of restrictions.
First of all, let’s look at the total number of expected frequencies we had to calculate. We had to figure out the expected frequencies for the three croupiers and the three possible outcomes. This means that we worked out 3 × 3 = 9 expected frequencies.
[image: image with no caption]

Now for each row and for each column, we only actually had to calculate two of the expected frequencies. We knew what the total frequency should be, so we could choose the third to make sure that the frequencies added up to the right result. In other words, we only actually had to calculate 4 of the expected frequencies; the other 5 had to fit in with the total frequencies we already knew about.
[image: image with no caption]

Since we had to calculate 4 expected frequencies, this makes the number of degrees of freedom. There were 4 pieces of independent information we had to calculate; once we’d done that, the rest were known automatically. In other words, v = 4.
Another way of looking at this is that we needed to find 9 values overall, and there were 5 values that we didn’t have to calculate independently. Using our formula from before, this gives us v = 9 – 5 = 4.
Long Exercise
Conduct a hypothesis test with a 1% significance level to see whether the outcome of the game is independent of the croupier manning the table. Here’s a reminder of the steps, but remember you’ve worked out some of these already.
	Decide on the hypothesis you’re going to test, and its alternative.

	Find the expected frequencies and the degrees of freedom.

	Determine the critical region for your decision.

	Calculate the test statistic X2.

	See whether the test statistic is within the critical region.

	Make your decision.




Note
We’ve left you lots of space for your calculations.

Long Exercise Solution
Conduct a hypothesis test with a 1% significance level to see whether the outcome of the game is independent of the croupier manning the table. Here’s a reminder of the steps, but remember you’ve worked out some of these already.
	Decide on the hypothesis you’re going to test, and its alternative.

	Find the expected frequencies and the degrees of freedom.

	Determine the critical region for your decision.

	Calculate the test statistic X2.

	See whether the test statistic is within the critical region.

	Make your decision.



Step 1:
We want to test whether the outcome of the game is independent of the croupier manning the table. This means we can use:
	H0: There is no relationship between the outcome of the game and the croupier manning the table.

	H1: There is a relationship between the outcome of the game and the croupier manning the table



Step 2:
We found the expected frequencies in the exercise back in Exercise Solution, and we’ve just seen that the number of degrees of freedom is 4.
Step 3:
From probability tables, χ21%(4) = 13.28. This means that the critical region is given by X2 > 13.28.
Step 4:
We also calculated the test statistic X2 using the expected frequencies back in Exercise Solution. We found that X2 = 5.004.
Step 5:
The critical region is given by X2 > 13.28, so this means that X2 is outside the critical region.
Step 6:
As X2 is outside the critical region, we accept the null hypothesis. There is insufficient evidence that there’s a relationship between game outcome and croupier.

There are no Dumb Questions
	Q:
	Q: I’m still not sure I understand how you found the degrees of freedom for the croupiers. Why are there four degrees of freedom?

	A:
	A: We found the degrees of freedom by looking at how many expected frequencies we had to calculate, and working out how many of these we could have calculated by just looking at the total observed frequencies for each row and column.
There are three croupiers and three outcomes. If you use a contingency table to calculate these, the row and column totals for the expected frequencies must match those of the observed frequencies. This means that once you’ve calculated the first 2 expected frequencies for any row or column, the final one is determined by the overall total. Therefore, you only need to calculate 2×2 expected frequencies from scratch. This gives you your four degrees of freedom.

	Q:
	Q: Are there any other uses of the X2 distribution besides testing goodness of fit and independence?

	A:
	A: These are the two main uses of the X2 distribution. The thing to remember is that you can use it to test the goodness of fit of virtually any probability distribution. As an example, you can use it to test whether observed frequencies fit a particular binomial distribution.

	Q:
	Q: Should I test at any particular level?

	A:
	A: It depends on your situation. Just as with other hypothesis tests, the smaller the level of significance, the stronger you need your evidence to be before you reject your null hypothesis.
Testing at the 5% and 1% level of significance is common.






[image: image with no caption]

Brain Power
Take a look at how we calculated the degrees of freedom for a 3x3 table. How do you think we could generalize this? See if you can work this out, then turn the page.


Generalizing the degrees of freedom



So far we’ve looked at the degrees of freedom for a 3×3 contingency table, but how do we generalize the result?
Imagine you’re comparing two variables, and you have h rows of one variable and k columns of another. You know what the row and column totals should be. Now imagine you want to find the number of degrees of freedom.
	 	Column 1
	...
	Column k-1
	Column k

	Row 1
	 	 	 	 
	...
	 	 	 	 
	Row h-1
	 	 	 	 
	Row h
	 	 	 	 


For each row, there are k columns. You know what the total of each row should be, so you only actually need to calculate the expected frequency of (k – 1) of the columns. You automatically know what the kth column is because you know the total frequency of the row.
[image: image with no caption]

It’s a similar process for the columns. Each column has h rows, and you know what the total of each column should be. This means that you have to calculate (h – 1) of the rows for each column. You automatically know what the value of the hth row is because you know the total frequency of the column.
[image: image with no caption]


And the formula is...



If we put this together, the total number of expected frequencies you have to calculate is (k – 1) × (h – 1). In other words, if you have a table with dimensions h by k, you can find the degrees of freedom by calculating
[image: image with no caption]

Sharpen your pencil
Fat Dan has hired two more croupiers. What are the degrees of freedom now? The outcomes of the game remain the same.

Sharpen your pencil Solution
Fat Dan has hired two more croupiers. What are the degrees of freedom now? The outcomes of the game remain the same.
As Fat Dan has hired 2 more croupiers, this means that we now have a 3x5 contingency table.
Note
A, B, and C are the original croupiers, and Fat Dan has hired two more.

	 	Croupier A
	Croupier B
	Croupier C
	Croupier D
	Croupier E

	Win
	 	 	 	 	 
	Draw
	 	 	 	 	 
	Lose
	 	 	 	 	 


The number of degrees of freedom is given by (h–1) x (k–1), where h is the number of rows, and k is the number of columns. This gives us
	v
	= 2 x 4

	 	= 8




Bullet Points
	The X2 distribution allows you to conduct goodness of fit tests and test independence between variables.

	It takes a test statistic
[image: image with no caption]

where O refers to observed frequencies, and E refers to expected frequencies.

	If we’re using test statistic X2 with the X2 distribution, we write
X2 ~ X2α(v)
where v is the number of degrees of freedom, and α is the level of significance.

	In a goodness of fit test, v is the number of classes minus the number of restrictions.

	In a test for independence for two variables, if your contingency table has h rows and k columns,
v = (h – 1) × (k – 1)





You’ve saved the casino



Thanks to your mastery of the χ2 distribution, you’ve managed to unearth which of the casino games look like they’ve been rigged. You discerned explainable discrepancies between what you got and what you expected, and you also detected suspicious activity at certain levels of significance.
Fat Dan is delighted with your efforts. Thanks to you, he knows which of his casino games need to be investigated, and the blackjack croupiers get to keep their jobs. Next time you’re in town, tell Fat Dan—he’ll supply you with extra chips, all on the house.
Well done!
[image: image with no caption]

Long Exercise
Fat Dan thinks that one or more of his croupiers are somehow influencing the results of the roulette wheel. Here’s data showing the observed frequency with which the ball lands in each color pocket for each of the croupiers. Conduct a test at the 5% level to see whether pocket color and croupier are independent, or whether there is sufficient evidence to show there might be something going on.
	 	Croupier A
	Croupier B
	Croupier C

	Red
	375
	367
	357

	Black
	379
	336
	362

	Green
	46
	37
	41



Step 1: Decide on the hypothesis you’re going to test, and its alternative.
Step 2: Find the expected frequencies and the degrees of freedom. Use the table of expected frequencies below.
	 	Croupier A

Note
Hint: Complete the row and column totals first these are the same as for the observed frequencies above.

	Croupier B
	Croupier C
	Total

	Red
	1099×800/2300=382.3
	1099×740/2300=353.6
	 	 
	Black
	1077×800/2300=374.6
	 	 	 
	Green
	124×800/2300=43.1
	 	 	 
	Total
	800
	 	 	 


Step 3: Determine the critical region for your decision.
Step 4: Calculate the test statistic X2. Use the table below to help you.
[image: image with no caption]

Step 5: See whether the test statistic is within the critical region.
Step 6: Make your decision.

Long Exercise Solution
Fat Dan thinks that one or more of his croupiers are somehow influencing the results of the roulette wheel. Here’s data showing the observed frequency with which the ball lands in each color pocket for each of the croupiers. Conduct a test at the 5% level to see whether pocket color and croupier are independent, or whether there is sufficient evidence to show there might be something going on.
	 	Croupier A
	Croupier B
	Croupier C

	Red
	375
	367
	357

	Black
	379
	336
	362

	Green
	46
	37
	41



Step 1: Decide on the hypothesis you’re going to test, and its alternative.
You want to test whether or not pocket color is independent of croupier. This gives
	H0: Roulette wheel pocket color and croupier are independent.

	H1: Pocket color and croupier are not independent.



Step 2: Find the expected frequencies and the degrees of freedom. Use the table of expected frequencies below.
You find the expected frequencies by multiplying each row and column total, and dividing by the grand total.
	 	Croupier A
	Croupier B
	Croupier C
	Total

	Red
	1099×800/2300=382.3
	1099×740/2300=353.6
	1099x760/2300=363.1
	1099

	Black
	1077×800/2300=374.6
	1077x740/2300=346.5
	1077x760/2300=355.9
	1077

	Green
	124×800/2300=43.1
	124x740/2300=39.9
	124x760/2300=41.0
	124

	Total
	800
	740
	760
	2300



There are 3 columns and 3 rows, and we find the number of degrees of freedom by multiplying together (number of rows – 1) and (number of columns – 1). This gives us
	v
	= 2x2

	 	= 4



Step 3: Determine the critical region for your decision.
From probability tables, χ25%(4) = 9.49. This means that the critical region is given by X2 > 9.49.
Step 4: Calculate the test statistic X2. Use the table below to help you.
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This means that the test statistic is given by X2 = 1.583.
Step 5: See whether the test statistic is within the critical region.
The critical region is given by X2 > 9.48. As X2 = 1.583, the test statistic is outside the critical region.
Step 6: Make your decision.
As your test statistic lies outside the critical region, this means that there is insufficient evidence at the 5% level to reject the null hypothesis. In other words, you accept the null hypothesis that pocket color and croupier are independent.


Chapter 15. Correlation and Regression: What’s My Line?



[image: image with no caption]

Have you ever wondered how two things are connected?
So far we’ve looked at statistics that tell you about just one variable—like men’s height, points scored by basketball players, or how long gumball flavor lasts—but there are other statistics that tell you about the connection between variables. Seeing how things are connected can give you a lot of information about the real world, information that you can use to your advantage. Stay with us while we show you the key to spotting connections: correlation and regression.
Never trust the weather



Concerts are best when they’re in the open air—at least that’s what these groovy guys think. They have a thriving business organizing open-air concerts, and ticket sales for the summer look promising.
Today’s concert looks like it will be one of their best ones ever. The band has just started rehearsing, but there’s a cloud on the horizon...
[image: image with no caption]
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Before too long the sky’s overcast, temperatures are dipping, and it looks like rain. Even worse, ticket sales are hit. The guys are in trouble, and they can’t afford for this to happen again.
What the guys want is to be able to predict what concert attendance will be given predicted hours of sunshine. That way, they’ll be able to gauge the impact an overcast day is likely to have on attendance. If it looks like attendance will fall below 3,500 people, the point where ticket sales won’t cover expenses, then they’ll cancel the concert
They need your help.

Let’s analyze sunshine and attendance



Here’s sample data showing the predicted hours of sunshine and concert attendance for different events. How can we use this to estimate ticket sales based on the predicted hours of sunshine for the day?
	Sunshine (hours)
	1.9
	2.5
	3.2
	3.8
	4.7
	5.5
	5.9
	7.2

	Concert attendance (100’s)
	22
	33
	30
	42
	38
	49
	42
	55



[image: image with no caption]

Most of the time, that’s exactly the sort of thing we’d need to do to predict likely outcomes.
The problem this time is, what would we find the mean and standard deviation of? Would we use the concert attendance as the basis for our calculations, or would we use the hours of sunshine? Neither one of them gives us all the information that we need. Instead of considering just one set of data, we need to look at both.
So far we’ve looked at independent random variables, but not ones that are dependent. We can assume that if the weather is poor, the probability of high attendance at an open air concert will be lower than if the weather is sunny. But how do we model this connection, and how do we use this to predict attendance based on hours of sunshine?
It all comes down to the type of data.
Brain Power
How would you go about modelling the connection between sets of data?


Exploring types of data



Up until now, the sort of data we’ve been dealing with has been univariate.
Univariate data concerns the frequency or probability of a single variable. As an example, univariate data could describe the winnings at a casino or the weights of brides in Statsville. In each case, just one thing is being described.
What univariate data can’t do is show you connections between sets of data. For example, if you had univariate data describing the attendance figures at an open air concert, it wouldn’t tell you anything about the predicted hours of sunshine on that day. It would just give you figures for concert attendance.
[image: image with no caption]

So what if we do need to know what the connection is between variables? While univariate data can’t give us this information, there’s another type of data that can—bivariate data.
All about bivariate data



Bivariate data gives you the value of two variables for each observation, not just one. As an example, it can give you both the predicted hours of sunshine and the concert attendance for a single event or observation, like this.
	Sunshine (hours)
	1.9
	2.5
	3.2
	3.8
	4.7

Note
Bivariate data gives you the value of two variables for each observation.

	5.5
	5.9
	7.2

	Concert attendance (100’s)
	22
	33
	30
	42
	38
	49
	42
	55



If one of the variables has been controlled in some way or is used to explain the other, it is called the independent or explanatory variable. The other variable is called the dependent or response variable. In our example, we want to use sunshine to predict attendance, so sunshine is the independent variable, and attendance is the dependent.


Visualizing bivariate data



Just as with univariate data, you can draw charts for bivariate data to help you see patterns. Instead of plotting a value against its frequency or probability, you plot one variable on the x-axis and the other variable against it on the y-axis. This helps you to visualize the connection between the two variables.
This sort of chart is called a scatter diagram or scatter plot, and drawing one of these is a lot like drawing any other sort of chart.
Start off by drawing two axes, one vertical and one horizontal. Use the x-axis for one variable and the y-axis for the other. The independent variable normally goes along the x-axis, leaving the dependent variable to go on the y-axis. Once you’ve drawn your axes, you then take the values for each observation and plot them on the scatter plot.
Here’s a scatter plot showing the number of hours of sunshine and concert attendance figures for particular events or observations. As the predicted number of hours sunshine is the independent variable, we’ve plotted it on the x-axis. The concert attendance is the dependent variable, so that’s on the y-axis.
	x (sunshine)

Note
Hours sunshine goes on the x-axis, attendance on the y-axis.

	1.9
	2.5
	3.2
	3.8
	4.7
	5.5
	5.9
	7.2

Note
Here’s the data.


	y (attendance)
	22
	33
	30
	42
	38
	49
	42
	55
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Can you see how the scatter diagram helps you visualize patterns in the data? Can you see how this might help us to define the connection between open air concert attendance and predicted number of hours sunshine for the day?
Sharpen your pencil
We know we haven’t shown you how to analyze bivariate data yet, but see how far you get in analyzing the scatter diagram for the concert organizers.
What sort of patterns do you see in the chart? How can you relate this to the underlying data? What do you expect open air concert attendance to be like if it’s sunny? What about if it’s overcast?
[image: image with no caption]


Five Minute Mystery
The Case of the High Sunscreen Sales
An intern at a sunscreen manufacturer has been given the task of looking at sunscreen sales in order to see how they can best market their particular brand.
He’s been given a pile of generated scatter diagrams that model sunscreen sales against various other factors. He’s been asked to pull out ones where there seems to be some relationship between the two factors on the diagram, as this will help the sales team.
The first diagram that the intern finds plots sunscreen sales for the day against pollen count. He’s surprised to see that when there’s a high pollen count, sales of sunscreen are significantly higher, and he decides to tell the sales team that they need to think about using pollen count in their advertising.
When the sales team hears his suggestion, they look at him blankly. What do you think the sales team should do?
Does a high pollen count make people buy sunscreen?

Sharpen your pencil Solution
We know we haven’t shown you how to analyze bivariate data yet, but see how you get on with analyzing the scatter diagram for the concert organizers.
What sort of patterns do you see in the chart? How can you relate this to the underlying data? What do you expect open air concert attendance to be like if it’s sunny? What about if it’s overcast?
[image: image with no caption]

First of all, the chart shows that the data points are clustered around a straight line on the chart, and this line slopes upwards. It looks like, if the predicted number of hours of sunshine in a day is relatively low, then the concert attendance is low too. If the number of hours sunshine is high, then we can expect concert attendance to be high too. This basically means that the sunnier the weather, the more people you can expect to go to the open air concert.
One thing that’s important to note is that we can only be confident about saying this within the range of the data. We have no data to say what the pattern is like if the number of hours of sunshine is below 2 hours or above 7.5 hours.


Scatter diagrams show you patterns



As you can see, scatter diagrams are useful because they show the actual pattern of the data. They enable you to more clearly visualize what connection there is between two variables, if indeed there’s any connection at all.
The scatter diagram for the concert data shows a distinct pattern—the data points are clustered along a straight line. We call this a correlation.
Linear Correlations Up Close
Scatter diagrams show the correlation between pairs of values.
Correlations are mathematical relationships between variables. You can identify correlations on a scatter diagram by the distinct patterns they form. The correlation is said to be linear if the scatter diagram shows the points lying in an approximately straight line.
Let’s take a look at a few common types of correlation between two variables:
[image: image with no caption]
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Positive linear correlation
Positive linear correlation is when low values on the x-axis correspond to low values on the y-axis, and higher values of x correspond to higher values of y. In other words, y tends to increase as x increases.
Negative linear correlation
Negative linear correlation is when low values on the x-axis correspond to high values on the y-axis, and higher values of x correspond to lower values of y. In other words, y tends to decrease as x increases.
No correlation
If the values of x and y form a random pattern, then we say there’s no correlation.


Correlation vs. causation



[image: image with no caption]

A correlation between two variables doesn’t necessarily mean that one caused the other or that they’re actually related in real life.
A correlation between two variables means that there’s some sort of mathematical relationship between the two. This means that when we plot the values on a chart, we can see a pattern and make predictions about what the missing values might be. What we don’t know is whether there’s an actual relationship between the two variables, and we certainly don’t know whether one caused the other, or if there’s some other factor at work.
As an example, suppose you gather data and find that over time, the number of coffee shops in a particular town increases, while the number of record shops decreases. While this may be true, we can’t say that there is a real-life relationship between the number of coffee shops and the number of record shops. In other words, we can’t say that the increase in coffee shops caused the decline in the record shops. What we can say is that as the number of coffee shops increases, the number of record shops decreases.
[image: image with no caption]

Five Minute Mystery Solved
Solved: The Case of the High Sunscreen Sales
Does a high pollen count make people buy sunscreen?
One of the sales team members walks over to the intern.
“Thanks for the idea,” she says, “but we’re not going to use it in our advertising. You see, the high pollen count doesn’t make people buy more sunscreen.”
The intern looks at her, confused. “But it’s all here on this scatter diagram. As pollen count increases, so do sunscreen sales.”
“That’s true,” says the salesperson, “but that doesn’t mean that the high pollen count has caused the high sales. The days when the pollen count is high are generally days when the weather is sunny, so people are going outside more. They’re buying more sunscreen because they’re spending the day outside.”

[image: image with no caption]

There are no Dumb Questions
	Q:
	Q: So are we saying that the predicted sunshine causes low ticket sales?

	A:
	A: The bivariate data shows that there is a mathematical relationship between the two variables, but we can’t use it to demonstrate cause and effect. It’s intuitively possible that more people will go to open air concerts when it’s sunny, but we can’t say for certain that sunshine causes this. We’d need to do more research, as there may be other factors.

	Q:
	Q: Other factors? Like what?

	A:
	A: One example would be the popularity of the artist performing. If a well-known artist is holding a concert, then fans may want to go to the concert no matter what the weather. Similarly, an unpopular artist is unlikely to have the same dedication from fans.

	Q:
	Q: Do scatter diagrams use populations or samples of data?

	A:
	A: They can use either. A lot of the time, you’ll actually be using samples, but the process of plotting a scatter diagram is the same irrespective of whether you have a sample or a population.

	Q:
	Q: If there’s a correlation between two variables, does it have to be linear?

	A:
	A: Correlation measures linear relationships, but not all relationships are linear. As an example, a strong relationship between two variables could be a distinctive curve, such as y = x2. In this chapter, we’re only going to be dealing with linear relationships, though.






[image: image with no caption]

We need to predict the concert attendance



So far we’ve looked at what bivariate data is, and how scatter diagrams can show whether there’s a mathematical relationship between the two variables. What we haven’t looked at yet is how we can use this to make predictions.
What we need to do next is see how we can use the data to make predictions for concert attendance, based on predicted hours of sunshine.
Brain Power
How do you think we could go about making predictions like this for bivariate data?



Predict values with a line of best fit



So far you’ve seen how scatter diagrams can help you see whether there’s a correlation between values, by showing you if there’s some sort of pattern. But how can you use this to predict concert attendance, based on the predicted amount of sunshine? How would you use your existing scatter diagram to predict the concert attendance if you know how many hours of sunshine are expected for the day?
One way of doing this is to draw a straight line through the points on the scatter diagram, making it fit the points as closely as possible. You won’t be able to get the straight line to go through every point, but if there’s a linear correlation, you should be able to make sure every point is reasonably close to the line you draw. Doing this means that you can read off an estimate for the concert attendance based on the predicted amount of sunshine.
[image: image with no caption]

The line that best fits the data points is called the line of best fit.
[image: image with no caption]

Drawing the line in this way is just a best guess.
The trouble with drawing a line in this way is that it’s an estimate, so any predictions you make on the basis of it can be suspect. You have no precise way of measuring whether it’s really the best fitting line. It’s subjective, and the quality of the line’s fit depends on your judgment.

Your best guess is still a guess



Imagine if you asked three different people to draw what each of them think is the line of best fit for the open air concert data. It’s quite likely that each person would come up with a slightly different line of best fit, like this:
[image: image with no caption]

All three lines could conceivably be a line of best fit for the data, but what we can’t tell is which one’s really best.
What we really need is some alternative to drawing the line of best fit by eye. Instead of guessing what the line should be, it will be more reliable if we had a mathematical or statistical way of using the data we have available to find the line that fits best.
We need to find the equation of the line



The equation for a straight line takes the form y = a + bx, where a is the point where the line crosses the y-axis, and b is the slope of the line. This means that we can write the line of best fit in the form y = a + bx.
In our case, we’re using x to represent the predicted number of hours of sunshine, and y to represent the corresponding open air concert figures. If we can use the concert attendance data to somehow find the most suitable values of a and b, we’ll have a reliable way to find the equation of the line, and a more reliable way of predicting concert attendance based on predicted hour of sunshine.
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We need to minimize the errors



Let’s take a look at what we need from the line of best fit, y = a + bx.
The best fitting line is the one that most accurately predicts the true values of all the points. This means that for each known value of x, we need each of the y variables in the data set to be as close as possible to what we’d estimate them to be using the line of best fit. In other words, given a certain number of hours sunshine, we want our estimates for open air concert attendance to be as close as possible to the actual values.
The line of best fit is the line y = a + bx that minimizes the distances between the actual observations of y and what we estimate those values of y to be for each corresponding value of x.
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Let’s represent each of the y values in our data set using yi, and its estimate using the line of best fit as [image: ]. This is the same notation that we used for point estimators in previous chapters, as the ^ symbol indicates estimates.
We want to minimize the total distance between each actual value of y and our estimate of it based on the line of best fit. In other words, we need to minimize the total differences between yi and [image: ]. We could try doing this by minimizing
[image: image with no caption]
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but the problem with this is that all of the distances will actually cancel each other out. We need to take a slightly different approach, and it’s one that we’ve seen before.

Introducing the sum of squared errors



Can you remember when we first derived the variance? We wanted to look at the total distance between sets of values and the mean, but the total distances cancelled each other out. To get around this, we added together all the distances squared instead to ensure that all values were positive.
We have a similar situation here. Instead of looking at the total distance between the actual and expected points, we need to add together the distances squared. That way, we make sure that all the values are positive.
The total sum of the distances squared is called the sum of squared errors, or SSE. It’s given by:
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In other words, we take each value of y, subtract the predicted value of y from the line of best fit, square it, and then add all the results together.
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The variance and SSE are calculated in similar ways.
The SSE isn’t the variance, but it does deal with the distance squared between two particular points. It gives the total of the distances squared between the actual value of y and what we predict the value of y to be, based on the line of best fit.
What we need to do now is use the data to find the values of a and b that minimize the SSE, based on the line y = a + bx.

Find the equation for the line of best fit



We’ve said that we want to minimize the sum of squared errors, [image: ], where y = a + bx. By doing this, we’ll be able to find optimal values for a and b, and that will give us the equation for the line of best fit.
Let’s start with b



The value of b for the line y = a + bx gives us the slope, or steepness, of the line. In other words, b is the slope for the line of best fit.
We’re not going to show you the proof for this, but the value of b that minimizes the SSE [image: ] is given by
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The calculation looks tricky at first, but it’s not that difficult with practice.
First of all, find x̄ and ȳ, the means of the x and y values for the data that you have. Once you’ve done that, calculate (x – x̄) multiplied by (y – ȳ) for every observation in your data set, and add the results together. Finally, divide the whole lot by Σ(x – x̄)2. This last part of the equation is very similar to how you calculate the variance of a sample. The only difference is that you don’t divide by (n – 1). You can also get software packages that work all of this out for you.
Let’s take a look at how you use this in practice.
Relax
If you need to calculate this in an exam, you will almost certainly be given the formula.
This means that you won’t have to memorize the formula, just know how to use it.



Finding the slope for the line of best fit



Let’s see if we can use this to find the slope of the line y = a + bx for the concert data. First of all, here’s a reminder of the data:
	x (sunshine)
	1.9
	2.5
	3.2
	3.8
	4.7
	5.5
	5.9
	7.2

	y (attendance)
	22
	33
	30
	42
	38
	49
	42
	55



Let’s start by finding the values of x̄ and ȳ, the sample means of the x and y values. We calculate these in exactly the same way as before, so
	x̄
	= (1.9 + 2.5 + 3.2 + 3.8 + 4.7 + 5.5 + 5.9 + 7.2)/8

	 	= 34.7/8

	 	= 4.3375



Note
Use the values of x to find x̄, and the values of y to find ȳ.

	ȳ
	= (22 + 33 + 30 + 42 + 38 + 49 + 42 + 55)/8

	 	= 311/8

	 	= 38.875



Now that we’ve found x̄ and ȳ, we can use them to help us find the value of b using the formula on the opposite page.
We use x̄ and ȳ to help us find b



The first part of the formula is Σ(x – x̄)(y – ȳ). To find this, we take the x and y values for each observation, subtract x̄ from the x value, subtract ȳ from the y value, and then multiply the two together. Once we’ve done this for every observation, we then add the whole lot up together.
[image: image with no caption]



Finding the slope for the line of best fit, part ii



Here’s a reminder of the data for concert attendance and predicted hours of sunshine:
[image: image with no caption]

[image: image with no caption]

We’re part of the way through calculating the value of b, where y = a + bx. We’ve found that x̄ = 4.3375, ȳ = 38.875, and Σ(x – x̄)(y – ȳ) = 122.53. The final thing we have left to find is Σ(x – x̄)2. Let’s give it a go
We find the value of b by dividing Σ(x – x̄)(y – ȳ) by Σ(x – x̄)2. This gives us
	b
	= 122.53/23.02

	 	= 5.32



Note
We’ve found b. This gives the slope for the line of best fit.

In other words, the line of best fit for the data is y = a + 5.32x. But what’s a?
There are no Dumb Questions
	Q:
	Q: It looks like the formulas you’ve given are for samples rather than populations. Is that right?

	A:
	A: That’s right. We’ve used samples rather than populations because the data we’ve been given is a sample. There’s nothing to stop you using a population if you have the data, just use μ instead of x̄.

	Q:
	Q: Is the value of b always positive?

	A:
	A: No, it isn’t. Whether b is positive or negative actually depends on the type of linear correlation. For positive linear correlation, b is positive. For negative linear correlation, b is negative.

	Q:
	Q: I’ve heard of the term gradient. What’s that?

	A:
	A: Gradient is another term for the slope of the line, b.

	Q:
	Q: What about if there’s no correlation? Can I still work out b?

	A:
	A: If there’s no correlation, you can still technically find a line of best fit, but it won’t be an effective model of the data, and you won’t be able to make accurate predictions using it.

	Q:
	Q: Is there an easy way of calculating b?

	A:
	A: Calculating b is tricky if you have lots of observations, but you can get software packages to calculate this for you.







We’ve found b, but what about a?



So far we’ve found what the optimal value of b is for the line of best fit y = a + bx. What we don’t know yet is the value of a.
[image: image with no caption]

The line needs to go through point (x̄, ȳ).
It’s good for the line of best fit to go through the the point (x̄, ȳ), the means of x and y. We can make sure this happens by substituting x̄ and ȳ into the equation for the line y = a + bx. This gives us
ȳ = a + bx̄
or
a = ȳ – bx̄
We’ve already found values for x̄, ȳ, and b. Substituting in these values gives us
[image: image with no caption]

Relax
If you’re taking a statistics exam, it’s likely you’ll be given this formula.
This means that you’re unlikely to have to memorize it, you just need to know how to use it.

This means that the line of best fit is given by
y = 15.80 + 5.32x
[image: image with no caption]

Least Squares Regression Up Close
The mathematical method we’ve been using to find the line of best fit is called least squares regression.
Least squares regression is a mathematical way of fitting a line of best fit to a set of bivariate data. It’s a way of fitting a line y = a + bx to a set of values so that the sum of squared errors is minimized—in other words, so that the distance between the actual values and their estimates are minimized. The sum of squared errors is given by
[image: image with no caption]

To perform least squares regression on a set of data, you need to find the values of a and b that best fit the data points to the line y = a + bx and minimizes the SSE. You can do this using:
[image: image with no caption]
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and
a = ȳ – bx̄
Once you’ve found the line of best fit, y = a + bx, you can use it to predict the value of y, given a value b. To do this, just substitute your x value into the equation y = a + bx.
The line y = a + bx is called the regression line.
Watch it!
When you’re predicting values of y for a particular value of x, be wary of predicting values that fall outside the area you have data points for.
Linear regression is just an estimate based on the information you have, and it shows the relationship between the data points you know about. This doesn’t mean that it applies well beyond the limits of the data


Sharpen your pencil
We’ve found an equation for the regression line, so now the concert organizers have a couple of questions for you. As a reminder, the regression line is given by
y = 15.80 + 5.32x
where x is the predicted hours of sunshine, and y is the concert attendance in 100’s.
The predicted amount of sunshine on the day of the next concert is 6 hours. What do you expect concert attendance to be?
If concert attendance looks like it’s dropping below 3,500, the concert organizers won’t make a profit and will have to cancel the concert. What’s the corresponding number of hours of predicted sunshine?

Sharpen your pencil Solution
We’ve found an equation for the regression line, so now the concert organizers have a couple of questions for you. As a reminder, the regression line is given by
y = 15.80 + 5.32x
where x is the predicted hours of sunshine, and y is the concert attendance in 100’s.
The predicted amount of sunshine on the day of the next concert is 6 hours. What do you expect concert attendance to be?
As x is the predicted number of hours of sunshine, this means that x = 6. We need to find the corresponding prediction for concert attendance, so this means we need to find y for this value of x.
	y
	= 15.80 + 5.32x

	 	= 15.80 + 5.32 x 6

	 	= 15.80 + 31.92

	 	= 47.72



As y is in 100s, this means that the expected concert attendance is 47.72 x 100 = 4772.
If concert attendance looks like it’s dropping below 3,500, the concert organizers won’t make a profit and will have to cancel the concert. What’s the corresponding number of hours of predicted sunshine?
This time, we want to find the value of x for a particular value of y.
The concert attendance is 3,500, which means that y = 35. This gives us
	y
	= 15.80 + 5.32x

	35
	= 15.80 + 5.32x

	35 – 15.80
	= 5.32x

	19.2
	= 5.32x

	x
	= 19.2/5.32

	 	= 3.61 (to 2 decimal places)



In other words, we’d predict concert attendance to be below 3,500 if the predicted hours of sunshine is below 3.61 hours.


You’ve made the connection



So far you’ve used linear regression to model the connection between predicted hours of sunshine and concert attendance. Once you know what the predicted amount of sunshine is, you can predict concert attendance using y = a + bx.
Being able to predict attendance means you’ll be able to really help the concert organizers know what they can expect ticket sales to be, and also what sort of profit they can reasonably expect to make from each event.
[image: image with no caption]

It’s the line of best fit, but we don’t know how accurate it is.
The line y = a + bx is the best line we could have come up with, but how accurately does it model the connection between the amount of sunshine and the concert attendance? There’s one thing left to consider, the strength of correlation of the regression line.
What would be really useful is if we could come up with some way of indicating how far the points are dispersed away from the line, as that will give an indication of how accurate we can expect our predictions to be based on what we already know.
Let’s look at a few examples.
Brain Power
Why do you think it’s important to know the strength of the correlation? What difference do you think this would make to the concert organizers?


Let’s look at some correlations



The line of best fit of a set of data is the best line we can come up with to model the mathematical relationship between two variables.
Even though it’s the line that fits the data best, it’s unlikely that the line will fit precisely through every single point. Let’s look at some different sets of data to see how closely the line fits the data.
Accurate linear correlation



For this set of data, the linear correlation is an accurate fit of the data. The regression line isn’t 100% perfect, but it’s very close. It’s likely that any predictions made on the basis of it will be accurate.
[image: image with no caption]


No linear correlation



For this set of data, there is no linear correlation. It’s possible to calculate a regression line using least squares regression, but any predictions made are unlikely to be accurate.
[image: image with no caption]

Can you see what the problem is?
Both sets of data have a regression line, but the actual fit of the data varies quite a lot. For the first set of data, the correlation is very tight, but for the second, the points are scattered too widely for the regression line to be useful.
Least squares estimates can be used to predict values, which means they would be helpful if there was some way of indicating how tightly the data points fit the line, and how accurate we can expect any predictions to be as a result.
There’s a way of calculating the fit of the line, called the correlation coefficient.


The correlation coefficient measures how well the line fits the data



The correlation coefficient is a number between –1 and 1 that describes the scatter of data points away from the line of best fit. It’s a way of gauging how well the regression line fits the data. It’s normally represented by the letter r.
If r is –1, the data is a perfect negative linear correlation, with all of the data point in a straight line. If r is 1, the data is a perfect positive linear correlation. If r is 0, then there is no correlation.
[image: image with no caption]

Usually r is somewhere between these values, as –1, 0, and 1 are all extreme.
If r is negative, then there’s a negative linear correlation between the two variables. The closer r gets to –1, the stronger the correlation, and the closer the points are to the line.
If r is positive, then there’s a positive linear correlation between the variables. The closer r gets to 1, the stronger the correlation.
In general, as r gets closer to 0, the linear correlation gets weaker. This means that the regression line won’t be able to predict y values as accurately as when r is close to 1 or –1. The pattern might be random, or the relationship between the variables might not be linear.
If we can calculate r for the concert data, we’ll have an idea of how accurately we can predict concert attendance based on the predicted hours of sunshine. So how do we calculate r? Turn the page and we’ll show you how.
[image: image with no caption]


There’s a formula for calculating the correlation coefficient, r



So how do we calculate the correlation coefficient, r?
We’re not going to show you the proof for this, but the correlation coefficient r is given by
[image: image with no caption]

where sx is the standard deviation of the x values in the sample, and sy is the standard deviation of the y values.
[image: image with no caption]

We’ve already done most of the hard work.
Since we’ve already calculated b, all we have left to find is sx and sy. What’s more, we’re already most of the way towards finding sx.
When we calculated b, we needed to find the value of Σ(x – x̄)2. If we divide this by n – 1, this actually gives us the sample variance of the x values. If we then take the square root, we’ll have sx. In other words,
[image: image with no caption]

The only remaining piece of the equation we have to find is sy, the standard deviation of the y values in the sample. We calculate this in a similar way to finding sx.
[image: image with no caption]

Let’s try finding what r is for the concert attendance data.

Find r for the concert data



Let’s use the formula to find the value of r for the concert data. First of all, here’s a reminder of the data:
	x (sunshine)
	1.9
	2.5
	3.2
	3.8
	4.7
	5.5
	5.9
	7.2

	y (attendance)
	22
	33
	30
	42
	38
	49
	42
	55



To find r, we need to know the values of b, sx, and sy so that we can use them in the formula on the opposite page. So far we’ve found that
b = 5.32
Note
This is the slope of the line we found earlier.

but what about sx and sy?
Let’s start with sx. We found earlier that Σ(x – x̄)2 = 23.02, and we know that the sample size is 8. This means that if we divide 23.02 by 7, we’ll have the sample variance of x. To find sx, we take the square root.
[image: image with no caption]

The only piece of the formula we have left to find is sy. We already know that ȳ = 38.875, as we found it earlier on, so this means that
[image: image with no caption]

We can now use this to find sy, by dividing by n – 1 and taking the square root.
All we need to do now is use b, sx, and sy to find the value of the correlation coefficient r.

Find r for the concert data, continued



Now that we’ve found that b = 5.32, sx = 1.81, and sy = 10.56, we can put them together to find r.
	r
	= bsx/sy

	 	= 5.32 x 1.81/10.56

	 	= 0.91 (to 2 decimal places)



[image: image with no caption]

As r is very close to 1, this means that there’s strong positive correlation between open air concert attendance and hours of predicted sunshine. In other words, based on the data that we have, we can expect the line of best fit, y = 15.80 + 5.32x, to give a reasonably good estimate of the expected concert attendance based on the predicted hours of sunshine.
There are no Dumb Questions
	Q:
	Q: I’ve seen other ways of calculating r. Are they wrong?

	A:
	A: There are several different forms of the equation for finding r, but underneath, they’re basically the same. We’ve used the simplest form of the equation so that it’s easier to see what you’ve already calculated through finding b.

	Q:
	Q: Are the results accurate with such a small sample?

	A:
	A: A larger sample would definitely be better, but we used a small sample just to make the calculations easier to follow.

	Q:
	Q: You haven’t proved or derived why you calculate the values of b and r in this way. Why not?

	A:
	A: Deriving the formula for b and r is quite complex and involved, so we’ve decided not to go through this in the book. The key thing is that you understand when and how to use them.

	Q:
	Q: What’s the expected concert attendance if the predicted hours of sunshine is 0?

	A:
	A: We can’t say for certain because this is quite a way outside the range of data we have. The line of best fit is a pretty good estimate for the range of data that we have, but we can’t say with any certainty what the concert attendance will be like outside this range. The data might follow a different pattern outside this range, so any estimate we gave would be unreliable.

	Q:
	Q: When we were looking at averages, we saw that univariate data can have outliers. What about bivariate data?

	A:
	A: Yes, bivariate data can have outliers too. Outliers are points that lie a long way from your regression line. If you have outliers, then this can mean that you have anomalies in your data set, or alternatively, that your regression line isn’t a good fit of the data.

	Q:
	Q: I’ve heard of influential observations. What are they?

	A:
	A: Influential observations are points that lie a long way horizontally from the rest of the data. Because of this, they have the effect of pulling the regression line towards them.

	Q:
	Q: So is an influential observation the same as an outlier?

	A:
	A: No. Outliers lie a long way from the line. Influential observations lie a long way horizontally from the data.







You’ve saved the day!



The concert organizers are amazed at the work you’ve done with their concert data. They now have a way of predicting what attendance will be like at their concerts based on the weather reports, which means they have a way of maximizing their profits.
[image: image with no caption]

Long Exercise
The evil Swindler has been collecting data on the effect radiation exposure has on Captain Amazing’s super powers. Here is the number of minutes of exposure to radiation, paired with the number of tons Captain Amazing is able to lift:
	Radiation exposure (minutes)
	4
	4.5
	5
	5.5
	6
	6.5
	7

	Weight (tons)
	12
	10
	8
	9.5
	8
	9
	6



Your job is to use least squares regression to find the line of best fit, and then find the correlation coefficient to describe the strength of the relationship between your line and the data. Sketch the scatter diagram too.
If Swindler exposes Captain Amazing to radiation for 5 minutes, what weight do you expect Captain Amazing to be able to lift?
Note
We’ve left you plenty of space for your calculations


Long Exercise Solution
The evil Swindler has been collecting data on the effect radiation exposure has on Captain Amazing’s super powers. Here is the number of minutes of exposure to radiation, paired with the number of tons Captain Amazing is able to lift:
	Radiation exposure (minutes)
	4
	4.5
	5
	5.5
	6
	6.5
	7

	Weight (tons)
	12
	10
	8
	9.5
	8
	9
	6



Your job is to use least squares regression to find the line of best fit, and then find the correlation coefficient to describe the strength of the relationship between your line and the data. Sketch the scatter diagram too.
If Swindler exposes Captain Amazing to radiation for 5 minutes, what weight do you expect Captain Amazing to be able to lift?
Let’s use x to represent minutes of radiation exposure and y to represent weight in tons. We need to find the regression line y = a + bx, so let’s start by calculating x̄ and ȳ.
	x̄
	= (4 + 4.5 + 5 + 5.5 + 6 + 6.5 + 7)/7

	 	= 38.5/7

	 	= 5.5

	ȳ
	= (12 + 10 + 8 + 9.5 + 8 + 9 + 6)/7

	 	= 62.5/7

	 	= 8.9 (to 2 decimal places)



Next, let’s calculate Σ(x – x̄)(y – ȳ) and Σ(x – x̄)2, and then b.
[image: image with no caption]

Now that we’ve found b, let’s use it to find a.
	a
	= ȳ – bx̄

	 	= 8.9 + 1.43 x 5.5

	 	= 8.9 + 7.86

	 	= 16.76



This means that the line of best fit is given by y = 16.76 –1.43x
The correlation coefficient, r, is given by r = bsx/sy where sx and sy are the standard deviations of the x and y variables. We’ve found b, so we need to find sx and sy.
[image: image with no caption]

Putting this together gives us
	r
	= bsx/sy

	 	= –1.43 x 1.08/1.9

	 	= –0.81 (to 2 decimal places)



If x = 5, then we find y by calculating
	y
	= 16.76 – 1.43x

	 	= 16.76 – 1.43 x 5

	 	= 9.61



[image: image with no caption]

In other words, after 5 minutes of exposure to radiation, we’d expect Captain Amazing to be able lift 9.61 tons.

Bullet Points
	Univariate data deals with just one variable. Bivariate data deals with two variables.

	A scatter diagram shows you patterns in bivariate data.

	Correlations are mathematical relationships between variables. It does not mean that one variable causes the other. A linear correlation is one that follows a straight line.

	Positive linear correlation is when low x values correspond to low y values, and high x values correspond to high y values. Negative linear correlation is when low x values correspond to high y values, and high x values correspond to low y values. If the values of x and y form a random pattern, then there’s no correlation.

	The line that best fits the data points is called the line of best fit.

	Linear regression is a mathematical way of finding the line of best fit, y = a + bx.

	The sum of squared errors, or SSE, is given by ∑(y – ŷ)2.

	The slope of the line y = a + bx is
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	The value of a is given by
a = ȳ – bx̄

	The correlation coefficient, r, is a number between –1 and 1 that describes the scatter of data away from the line of best fit. If r = –1, there is perfect negative linear correlation. If r = 1, there is perfect positive linear correlation. If r = 0, there is no correlation. You find r by calculating
[image: image with no caption]






Leaving town...



[image: image with no caption]


It’s been great having you here in Statsville!



We’re sad to see you leave, but there’s nothing like taking what you’ve learned and putting it to use. There are still a few more gems for you in the back of the book, some handy probability tables, and an index to read though, and then it’s time to take all these new ideas and put them into practice. We’re dying to hear how things go, so drop us a line at the Head First Labs web site, www.headfirstlabs.com, and let us know how Statistics is paying off for YOU!

Appendix A. Leftovers: The Top Ten Things (we didn’t cover)



[image: image with no caption]

Even after all that, there’s still a bit more.
There are just a few more things we think you need to know. We wouldn’t feel right about ignoring them, even though they only need a brief mention, and we really wanted to give you a book you’d be able to lift without extensive training at the local gym. So before you put the book down, take a read through these tidbits.
#1. Other ways of presenting data



We showed you a number of charts in the first chapter, but here are a couple more that might come in useful.
Dotplots



A dotplot shows your data on a chart by representing each value as a dot. You put each dot in a stacked column above the corresponding value on the horizontal axis like this:
[image: image with no caption]


Stemplots



A stemplot is used for quantitive data, usually when your data set is fairly small. Stemplots show each exact value in your data set in such a way that you can easily see the shape of your data. Here’s an example:
[image: image with no caption]

The entries on the left are called stems, and the entries on the right are called leaves. In this stemplot, the stem shows tens, and the leaves show units. To find each value in the raw data, you take each leaf and add it to its stem. As an example, take the line
10 | 6 7
This represents two numbers, 16 and 17. You get 16 by adding the leaf 6 to its stem 10. Similarly, you get value 17 by adding the leaf 7 to the stem 10.
There’s usually a key to help you interpret the stemplot correctly. In this case, the key is 10 | 6 = 16.


#2. Distribution anatomy



There are two rules that tell you where most of your data values lie in a probability distribution.
The empirical rule for normal distributions



The empirical rule applies to any set of data that follows a normal distribution. It states that almost all of the values lie within three standard deviations of the mean. In particular,
	About 68% of your values lie within 1 standard deviation of the mean.

	About 95% of your values lie within 2 standard deviations of the mean.

	About 99.7% of your values lie within 3 standard deviations of the mean.



[image: image with no caption]

Just knowing the number of standard deviations from the mean can give you a rough idea about the probability.

Chebyshev’s rule for any distribution



A similar rule applies to any set of data called Chebyshev’s rule, or Chebyshev’s inequality. It states that for any distribution
	At least 75% of your values lie within 2 standard deviations of the mean.

	At least 89% of your values lie within 3 standard deviations of the mean.

	At least 94% of your values lie within 4 standard deviations of the mean.



Chebychev’s rule isn’t as precise as the empirical rule, as it only gives you the minimum percentages, but it still gives you a rough idea of where values fall in the probability distribution. The advantage of Chebyshev’s rule is that it applies to any distribution, while the empirical rule just applies to the normal distribution.


#3. Experiments



Experiments are used to test cause and effect relationships between variables. As an example, an experiment could test the effect of different doses of SnoreCull on snorers.
[image: image with no caption]

In an experiment, indpendent variables or factors are manipulated so that we can see the effect on dependent variables. As an example, we might want to examine the effect that different doses of SnoreCull have on the number of hours spent snoring in a night. The doses of SnoreCull would be the independent variable, and the number of hours spent snoring would be the dependent variable.
The subjects that you use for your experiment are called experimental units—in this case, snorers.
So what makes for a good experiment?



There are three basic principles you need to bear in mind when you design an experiment: controls, randomization, and replication. Just as with sampling, a key aim is to minimize bias.
	You need to control the effects of external influences or natural variability.
When you conduct an experiment, you need to minimize effects that are not part of the experiment. To do this, the first thing is to have a control group, a neutral group that receives no treatments, or only neutral treatments. You can assess the effectiveness of the treatment by comparing the results of your treated groups with the results of your control group.
A placebo is a neutral treatment, one that has no effect on the dependent variable. Sometimes the subjects of your experiment can respond differently to having a neutral treatment as opposed to having no treatment at all, so giving a placebo to a group is a way of controlling this effect. If the group taking a placebo doesn’t know that it’s a placebo, then this is called blinding, and it’s called double blinding if even those administering the treatments don’t know.

	You need to assign subjects to treatments at random.
You’ll see more about this on the next page.

	You need to replicate treatments.
Each treatment should be given to many subjects. You need to use many snorers per treatment to gauge the effects, not just one snorer.



Another factor to be aware of is confounding. Confounding occurs when the controls in an experiment don’t eliminate other possible causes for the effect on the dependent variable. As an example, imagine if you gave doses to SnoreCull to men, but placebos to women. If you compared the results of the two groups, you wouldn’t be able to tell whether the effect on the men was because of the drug, or because one gender naturally snores more than another.


Designing your experiment



We said earlier that you need to randomly assign subjects to experiments. But what’s the best way of doing this?
Completely randomized design



One option is to use a completely randomized design. For this, you literally assign treatments to subjects at random. If we were to conduct an experiment testing the effect of doses of SnoreCull on snorers, we would randomly assign snorers to particular treatment groups. As an example, we could give half of the snorers a placebo and the other half a single dose of SnoreCull.
Completely randomized design is similar to simple random sampling. Instead of choosing a sample at random, you assign treatments at random.
	Placebo
	SnoreCull

	500
	500



Note
If there were 1,000 subjects, we could give half a placebo and the other half a dose of SnoreCull


Randomized block design



Another option is to use randomized block design. For this, you divide the subjects into similar groups, or blocks. As an example, you could split the snorers into males and females. Within each block, you assign treatments at random, so for each gender, you could give half the snorers a dose of SnoreCull and give the other half a placebo. The aim of this is to minimize confounding, as it reduces the effect of gender.
Randomized block design is similar to stratified random sampling. Instead of splitting your population into strata, you split your subjects into blocks.
	 	Placebo
	SnoreCull

	Male
	250
	250

	Female
	250
	250



Note
If there were 500 men and 500 women, we could give half of each gender a placebo and the other half a dose of SnoreCull


Matched pairs design



Matched pairs design is a special case of randomized block design. You can use it when there are only two treatment conditions and subjects can be grouped into like pairs. As an example, the SnoreCull experiment could have two treatment conditions, to give a placebo or to give a single dose, and snorers could be grouped into similar pairs according to gender and age. You then give one of each pair a placebo, and the other a dose of SnoreCull. If one pair consisted of two men aged 30, for instance, you would give one of the men a placebo and the other man a dose of SnoreCull.
	 	Placebo
	SnoreCull

	Male 30
	1
	1

	Male 30
	1
	1

	Female 30
	1
	1

	Female 30
	1
	1

	...
	...
	...



Note
You could also form matched pairs using gender and age to negate confounding due to these variables.



#4. Least square regression alternate notation



In Chapter 15 you saw how a least squares regression line takes the form y = a + bx, where
[image: image with no caption]

[image: image with no caption]

There’s another form of writing this that a lot of people find easier to remember, and that’s to rewrite it in terms of variances. If we use the notation
[image: image with no caption]

then you can rewrite the formula for the slope of a line as
[image: image with no caption]

You can do something similar with the correlation coefficient. Instead of writing
[image: image with no caption]

you can write the equation for the correlation coefficient as
[image: image with no caption]

sxy is called the covariance. Just as the variance of x describes how the x values vary, and the variance of y describes how the y values vary, the covariance of x and y is a measure of how x and y vary together.

#5. The coefficient of determination



The coefficient of determination is given by r2 or R2. It’s the percentage of variation in the y variable that’s explainable by the x variable. As an example, you can use it to say what percentage of the variation in open-air concert attendance is explainable by the number of hours of predicted sunshine.
[image: image with no caption]

If r2 = 0, then this means that you can’t predict the y value from the x value.
If r2 = 1, then you can predict the y value from the x value without any errors.
Usually r2 is between these two extremes. The closer the value of r2 is to 1, the more predictable the value of y is from x, and the closer to r2 it is, the less predictable the value of y is.
Calculating r2



There are two ways of calculating r2. The first way is to just square the correlation coefficient r.
[image: image with no caption]

Another way of calculating it is to add together the squared distances of the y values to their estimates, and then divide by the result of adding together squared distances of the y values to ȳ.
[image: image with no caption]



#6. Non-linear relationships



If two variables are related, their relationship isn’t necessarily linear. Here are some examples of scatter plots where there’s a clear mathematical relationship between x and y, but it’s non-linear:
[image: image with no caption]

Linear regression assumes that the relationship between two variables can be described by a straight line, so performing least squares regression on raw data like this won’t give you a good estimate for the equation of the line.
There is a way around this, however. You can sometimes transform x and y in such a way that the transformation is close to being linear. You can then perform linear regression on the transformation to find the values of a and b. The big trick is to try and transform your non-linear equation of the line so that it takes the form
y’ = a + bx’
where y’ and x’ are functions of x.
If your line of best fit isn’t linear, you can sometimes transform it to a linear form.


As an example, you might find that your line of best fit takes the form
y = 1/(a + bx)
This can be rewritten as
1/y = a + bx
Note
It’s now in the form y’ = a + bx, so we can use linear regression.

so that y’ = 1/y. In other words, you can perform least squares regression using the line y’ = a + bx, where y’ = 1/y. Once you’ve transformed your y values, you can use least squares regression to find the values of a and b, then substitute these back into your original equation.
Note
This is just a quick overview, so you know what’s possible.


#7. The confidence interval for the slope of a regression line



You’ve seen how you can find confidence intervals for μ and σ2. Well, you can also find one for the slope of the regression line y = a + bx.
The confidence interval for b takes the form
[image: image with no caption]

But what’s the margin of error?
The margin of error for b



The margin of error is given by
margin of error = t(v) × (standard deviation of b)
where v = n – 2, and n is the number of observations in your sample. To find the value of t(v), use t-distribution probability tables to look up v and your confidence level.
The standard deviation of the sampling distribution of b is given by
[image: image with no caption]

Relax
If you’re taking a statistics exam where you have to use sb, the formula will be given to you.
This means that you don’t have to memorize it; you just need to know how to apply it.

To calculate this, add together the differences squared between each actual y observation and what you estimate it to be from the regression line. Then divide by n – 2, and take the square root. Once you’ve done this, divide the whole lot by the square root of the total differences squared between each x observation and x̄.
This gives us a confidence interval of
[image: image with no caption]

Knowing the standard deviation of b has other uses too. As an example, you can also use it in hypothesis tests to test whether the slope of a regression line takes a particular value.


#8. Sampling distributions – the difference between two means



Sometimes it’s useful to know what the sampling distribution is like for the difference between the means of two normally distributed populations. You may want to use this to construct a confidence interval or conduct a hypothesis test. As an example, you may want to conduct a hypothesis test based on the means of two normally distributed populations being equal.
If X ~ N(μx, σx2) and Y ~ N(μy, σy2) where X and Y are independent, then the expectation and variance of the distribution X̄ – Ȳ are given by
[image: image with no caption]

If the population variances σx2 and σy2 are known, then X̄ – Ȳ is distributed normally. In other words
You can use this to find a confidence interval for X̄ – Ȳ. Confidence intervals take the form (statistic) ± (margin of error), so in this case, the confidence interval is given by
The value of c depends on the level of confidence you need for your confidence interval:
[image: image with no caption]

If σx2 and σy2 are unknown, then you will need to approximate them with sx2 and sy2. If the samples sizes are large, then you can still use the normal distribution. If the sample sizes are small, then you will need to use the t-distribution instead.

#9. Sampling distributions – the difference between two proportions



There’s also a sampling distribution for the difference between the proportions of two binomial populations. You can use this to construct a confidence interval or conduct a hypothesis test. As an example, you may want to conduct a hypothesis test based on the proportions of two populations being equal.
If X ~ B(nx, px) and Y ~ B(ny, py) where X and Y are independent, then the expectation and variance of the distribution Px – Py are given by
[image: image with no caption]

If np and nq are both greater than 5 for each population, then Px – Py can be approximated with a normal distribution. In other words
You can use this to find a confidence interval for Px – Py. Confidence intervals take the form (statistic) ± (margin of error), so in this case the confidence interval is given by
[image: image with no caption]

The value of c depends on the level of confidence you need for your confidence interval. They’re the same values of c as on the opposite page.
Relax
If you’re taking a statistics exam where you have to use the sampling distribution between two means or two proportions, the variance of the sampling distribution will be given to you.
This means that you don’t have to memorize them; you just need to know how to apply them.


#10. E(X) and Var(X) for continuous probability distributions



When we found the expectation and variance of discrete probability distributions, we used the equations
E(X) = ∑xP(X = x)
Var(X) = ∑x2P(X = x) – E2(X)
When your probability distribution is continuous, you find the expectation and variance using area.
As an example, suppose you have a continuous probability distribution where the probability density function is given by
	f(x) = 0.05
	0 ≤ x ≤ 20



[image: image with no caption]


Finding E(X)



To find the expectation, we’d need to find the area under the curve xf(x) for the range of the probability distribution. Here we need to find the area under the line 0.05x where x is between 0 and 20
Note
Multiply x by the original function to get xf(x).

[image: image with no caption]

Relax
You don’t often need to find the expectation and variance of a continuous random variable.
A lot of the time you’ll be working with distributions like the normal, and in this, case the expectation and variance are given to you.


Finding Var(X)



To find the variance, you need to find the area under the curve x2f(x) and subtract E2(X). In other words, we need to find the area under the curve 0.05x2 between 0 and 20 and subtract the square of E(X).
[image: image with no caption]

In general, you can find the expectation and variance of a continuous random variable using
[image: image with no caption]

over the entire range of x.
Vital Statistics: Uniform Distribution
If X follows a uniform distribution then
f(x) = 1/(b – a) where a > x > b
E(X) = (a + b)/2
Var(X) = (b – a)2/12


Appendix B. Statistics Tables: Looking Things Up



[image: image with no caption]

Where would you be without your trusty probability tables?
Understanding your probability distributions isn’t quite enough. For some of them, you need to be able to look up your probabilities in standard probability tables. In this appendix, you’ll find tables for the normal, t, and χ2 distributions, so you can look up probabilities to your heart’s content.
#1. Standard normal probabilities



This table gives you the probability of finding P(Z < z) where Z ~ N(0, 1). To find the P(Z < z), look up your value of z to 2 decimal places, then read off the probability.
[image: image with no caption]

	z

Note
Look up the value of z using the first column and first row...

	.00
	.01
	.02
	.03
	.04
	.05
	.06
	.07
	.08
	.09

	–3.4
	.0003
	.0003
	.0003
	.0003
	.0003
	.0003
	.0003

Note
...then read off the probability from the table.

	.0003
	.0003
	.0002

	–3.3
	.0005
	.0005
	.0005
	.0004
	.0004
	.0004
	.0004
	.0004
	.0004
	.0003

	–3.2
	.0007
	.0007
	.0006
	.0006
	.0006
	.0006
	.0006
	.0005
	.0005
	.0005

Note
These are the probabilities for P(Z > z) where z is negative.


	–3.1
	.0010
	.0009
	.0009
	.0009
	.0008
	.0008
	.0008
	.0008
	.0007
	.0007

	–3.0
	.0013
	.0013
	.0013
	.0012
	.0012
	.0011
	.0011
	.0011
	.0010
	.0010

	–2.9
	.0019
	.0018
	.0018
	.0017
	.0016
	.0016
	.0015
	.0015
	.0014
	.0014

	–2.8
	.0026
	.0025
	.0024
	.0023
	.0023
	.0022
	.0021
	.0021
	.0020
	.0019

	–2.7
	.0035
	.0034
	.0033
	.0032
	.0031
	.0030
	.0029
	.0028
	.0027
	.0026

	–2.6
	.0047
	.0045
	.0044
	.0043
	.0041
	.0040
	.0039
	.0038
	.0037
	.0036

	–2.5
	.0062
	.0060
	.0059
	.0057
	.0055
	.0054
	.0052
	.0051
	.0049
	.0048

	–2.4
	.0082
	.0080
	.0078
	.0075
	.0073
	.0071
	.0069
	.0068
	.0066
	.0064

	–2.3
	.0107
	.0104
	.0102
	.0099
	.0096
	.0094
	.0091
	.0089
	.0087
	.0084

	–2.2
	.0139
	.0136
	.0132
	.0129
	.0125
	.0122
	.0119
	.0116
	.0113
	.0110

	–2.1
	.0179
	.0174
	.0170
	.0166
	.0162
	.0158
	.0154
	.0150
	.0146
	.0143

	–2.0
	.0228
	.0222
	.0217
	.0212
	.0207
	.0202
	.0197
	.0192
	.0188
	.0183

	–1.9
	.0287
	.0281
	.0274
	.0268
	.0262
	.0256
	.0250
	.0244
	.0239
	.0233

	–1.8
	.0359
	.0351
	.0344
	.0336
	.0329
	.0322
	.0314
	.0307
	.0301
	.0294

	–1.7
	.0446
	.0436
	.0427
	.0418
	.0409
	.0401
	.0392
	.0384
	.0375
	.0367

	–1.6
	.0548
	.0537
	.0526
	.0516
	.0505
	.0495
	.0485
	.0475
	.0465
	.0455

	–1.5
	.0668
	.0655
	.0643
	.0630
	.0618
	.0606
	.0594
	.0582
	.0571
	.0559

	–1.4
	.0808
	.0793
	.0778
	.0764
	.0749
	.0735
	.0721
	.0708
	.0694
	.0681

	–1.3
	.0968
	.0951
	.0934
	.0918
	.0901
	.0885
	.0869
	.0853
	.0838
	.0823

	–1.2
	.1151
	.1131
	.1112
	.1093
	.1075
	.1056
	.1038
	.1020
	.1003
	.0985

	–1.1
	.1357
	.1335
	.1314
	.1292
	.1271
	.1251
	.1230
	.1210
	.1190
	.1170

	–1.0
	.1587
	.1562
	.1539
	.1515
	.1492
	.1469
	.1446
	.1423
	.1401
	.1379

	–0.9
	.1841
	.1814
	.1788
	.1762
	.1736
	.1711
	.1685
	.1660
	.1635
	.1611

	–0.8
	.2119
	.2090
	.2061
	.2033
	.2005
	.1977
	.1949
	.1922
	.1894
	.1867

	–0.7
	.2420
	.2389
	.2358
	.2327
	.2296
	.2266
	.2236
	.2206
	.2177
	.2148

	–0.6
	.2743
	.2709
	.2676
	.2643
	.2611
	.2578
	.2546
	.2514
	.2483
	.2451

	–0.5
	.3085
	.3050
	.3015
	.2981
	.2946
	.2912
	.2877
	.2843
	.2810
	.2776

	–0.4
	.3446
	.3409
	.3372
	.3336
	.3300
	.3264
	.3228
	.3192
	.3156
	.3121

	–0.3
	.3821
	.3783
	.3745
	.3707
	.3669
	.3632
	.3594
	.3557
	.3520
	.3483

	–0.2
	.4207
	.4168
	.4129
	.4090
	.4052
	.4013
	.3974
	.3936
	.3897
	.3859

	–0.1
	.4602
	.4562
	.4522
	.4483
	.4443
	.4404
	.4364
	.4325
	.4286
	.4247

	–0.0
	.5000
	.4960
	.4920
	.4880
	.4840
	.4801
	.4761
	.4721
	.4681
	.4641



[image: image with no caption]

	z
	.00
	.01
	.02

Note
These are the probabilities for P(Z < z) where z is positive.

	.03
	.04
	.05
	.06
	.07
	.08
	.09

	0.0
	.5000
	.5040
	.5080
	.5120
	.5160
	.5199
	.5239
	.5279
	.5319
	.5359

	0.1
	.5398
	.5438
	.5478
	.5517
	.5557
	.5596
	.5636
	.5675
	.5714
	.5753

	0.2
	.5793
	.5832
	.5871
	.5910
	.5948
	.5987
	.6026
	.6064
	.6103
	.6141

	0.3
	.6179
	.6217
	.6255
	.6293
	.6331
	.6368
	.6406
	.6443
	.6480
	.6517

	0.4
	.6554
	.6591
	.6628
	.6664
	.6700
	.6736
	.6772
	.6808
	.6844
	.6879

	0.5
	.6915
	.6950
	.6985
	.7019
	.7054
	.7088
	.7123
	.7157
	.7190
	.7224

	0.6
	.7257
	.7291
	.7324
	.7357
	.7389
	.7422
	.7454
	.7486
	.7517
	.7549

	0.7
	.7580
	.7611
	.7642
	.7673
	.7704
	.7734
	.7764
	.7794
	.7823
	.7852

	0.8
	.7881
	.7910
	.7939
	.7967
	.7995
	.8023
	.8051
	.8078
	.8106
	.8133

	0.9
	.8159
	.8186
	.8212
	.8238
	.8264
	.8289
	.8315
	.8340
	.8365
	.8389

	1.0
	.8413
	.8438
	.8461
	.8485
	.8508
	.8531
	.8554
	.8577
	.8599
	.8621

	1.1
	.8643
	.8665
	.8686
	.8708
	.8729
	.8749
	.8770
	.8790
	.8810
	.8830

	1.2
	.8849
	.8869
	.8888
	.8907
	.8925
	.8944
	.8962
	.8980
	.8997
	.9015

	1.3
	.9032
	.9049
	.9066
	.9082
	.9099
	.9115
	.9131
	.9147
	.9162
	.9177

	1.4
	.9192
	.9207
	.9222
	.9236
	.9251
	.9265
	.9279
	.9292
	.9306
	.9319

	1.5
	.9332
	.9345
	.9357
	.9370
	.9382
	.9394
	.9406
	.9418
	.9429
	.9441

	1.6
	.9452
	.9463
	.9474
	.9484
	.9495
	.9505
	.9515
	.9525
	.9535
	.9545

	1.7
	.9554
	.9564
	.9573
	.9582
	.9591
	.9599
	.9608
	.9616
	.9625
	.9633

	1.8
	.9641
	.9649
	.9656
	.9664
	.9671
	.9678
	.9686
	.9693
	.9699
	.9706

	1.9
	.9713
	.9719
	.9726
	.9732
	.9738
	.9744
	.9750
	.9756
	.9761
	.9767

	2.0
	.9772
	.9778
	.9783
	.9788
	.9793
	.9798
	.9803
	.9808
	.9812
	.9817

	2.1
	.9821
	.9826
	.9830
	.9834
	.9838
	.9842
	.9846
	.9850
	.9854
	.9857

	2.2
	.9861
	.9864
	.9868
	.9871
	.9875
	.9878
	.9881
	.9884
	.9887
	.9890

	2.3
	.9893
	.9896
	.9898
	.9901
	.9904
	.9906
	.9909
	.9911
	.9913
	.9916

	2.4
	.9918
	.9920
	.9922
	.9925
	.9927
	.9929
	.9931
	.9932
	.9934
	.9936

	2.5
	.9938
	.9940
	.9941
	.9943
	.9945
	.9946
	.9948
	.9949
	.9951
	.9952

	2.6
	.9953
	.9955
	.9956
	.9957
	.9959
	.9960
	.9961
	.9962
	.9963
	.9964

	2.7
	.9965
	.9966
	.9967
	.9968
	.9969
	.9970
	.9971
	.9972
	.9973
	.9974

	2.8
	.9974
	.9975
	.9976
	.9977
	.9977
	.9978
	.9979
	.9979
	.9980
	.9981

	2.9
	.9981
	.9982
	.9982
	.9983
	.9984
	.9984
	.9985
	.9985
	.9986
	.9986

	3.0
	.9987
	.9987
	.9987
	.9988
	.9988
	.9989
	.9989
	.9989
	.9990
	.9990

	3.1
	.9990
	.9991
	.9991
	.9991
	.9992
	.9992
	.9992
	.9992
	.9993
	.9993

	3.2
	.9993
	.9993
	.9994
	.9994
	.9994
	.9994
	.9994
	.9995
	.9995
	.9995

	3.3
	.9995
	.9995
	.9995
	.9996
	.9996
	.9996
	.9996
	.9996
	.9996
	.9997

	3.4
	.9997
	.9997
	.9997
	.9997
	.9997
	.9997
	.9997
	.9997
	.9997
	.9998




#2. t-distribution critical values



This table gives you the values of t where P(T > t) = p. T follows a t-distribution with v degrees of freedom. Look up the values of v and p and look up t.
[image: image with no caption]

	t

Note
Look up v in the first column...

	Tail probability p

	v
	.25
	.20
	.15
	.10
	.05
	.025
	.02
	.01

Note
...look up p in the first row...

	.005
	.0025
	.001
	.0005

	1
	1.000
	1.376
	1.963
	3.078
	6.314
	12.71
	15.89
	31.82
	63.66
	127.3
	318.3
	636.6

	2
	.816
	1.061
	1.386
	1.886
	2.920
	4.303
	4.849
	6.965
	9.925
	14.09
	22.33
	31.60

	3
	.765
	.978
	1.250
	1.638
	2.353
	3.182
	3.482
	4.541
	5.841
	7.453
	10.21
	12.92

	4
	.741
	.941
	1.190
	1.533
	2.132
	2.776
	2.999
	3.747
	4.604
	5.598
	7.173
	8.610

	5
	.727
	.920
	1.156
	1.476
	2.015
	2.571
	2.757
	3.365
	4.032
	4.773
	5.893
	6.869

	6
	.718
	.906
	1.134
	1.440
	1.943
	2.447
	2.612
	3.143
	3.707
	4.317
	5.208
	5.959

	7
	.711
	.896
	1.119
	1.415
	1.895
	2.365
	2.517
	2.998
	3.499
	4.029
	4.785
	5.408

	8
	.706
	.889
	1.108
	1.397
	1.860
	2.306
	2.449
	2.896
	3.355
	3.833
	4.501
	5.041

Note
...then read off the value of t from the table.


	9
	.703
	.883
	1.100
	1.383
	1.833
	2.262
	2.398
	2.821
	3.250
	3.690
	4.297
	4.781

	10
	.700
	.879
	1.093
	1.372
	1.812
	2.228
	2.359
	2.764
	3.169
	3.581
	4.144
	4.587

	11
	.697
	.876
	1.088
	1.363
	1.796
	2.201
	2.328
	2.718
	3.106
	3.497
	4.025
	4.437

	12
	.695
	.873
	1.083
	1.356
	1.782
	2.179
	2.303
	2.681
	3.055
	3.428
	3.930
	4.318

	13
	.694
	.870
	1.079
	1.350
	1.771
	2.160
	2.282
	2.650
	3.012
	3.372
	3.852
	4.221

	14
	.692
	.868
	1.076
	1.345
	1.761
	2.145
	2.264
	2.624
	2.977
	3.326
	3.787
	4.140

	15
	.691
	.866
	1.074
	1.341
	1.753
	2.131
	2.249
	2.602
	2.947
	3.286
	3.733
	4.073

	16
	.690
	.865
	1.071
	1.337
	1.746
	2.120
	2.235
	2.583
	2.921
	3.252
	3.686
	4.015

	17
	.689
	.863
	1.069
	1.333
	1.740
	2.110
	2.224
	2.567
	2.898
	3.222
	3.646
	3.965

	18
	.688
	.862
	1.067
	1.330
	1.734
	2.101
	2.214
	2.552
	2.878
	3.197
	3.611
	3.922

	19
	.688
	.861
	1.066
	1.328
	1.729
	2.093
	2.205
	2.539
	2.861
	3.174
	3.579
	3.883

	20
	.687
	.860
	1.064
	1.325
	1.725
	2.086
	2.197
	2.528
	2.845
	3.153
	3.552
	3.850

	21
	.686
	.859
	1.063
	1.323
	1.721
	2.080
	2.189
	2.518
	2.831
	3.135
	3.527
	3.819

	22
	.686
	.858
	1.061
	1.321
	1.717
	2.074
	2.183
	2.508
	2.819
	3.119
	3.505
	3.792

	23
	.685
	.858
	1.060
	1.319
	1.714
	2.069
	2.177
	2.500
	2.807
	3.104
	3.485
	3.768

	24
	.685
	.857
	1.059
	1.318
	1.711
	2.064
	2.172
	2.492
	2.797
	3.091
	3.467
	3.745

	25
	.684
	.856
	1.058
	1.316
	1.708
	2.060
	2.167
	2.485
	2.787
	3.078
	3.450
	3.725

	26
	.684
	.856
	1.058
	1.315
	1.706
	2.056
	2.162
	2.479
	2.779
	3.067
	3.435
	3.707

	27
	.684
	.855
	1.057
	1.314
	1.703
	2.052
	2.158
	2.473
	2.771
	3.057
	3.421
	3.690

	28
	.683
	.855
	1.056
	1.313
	1.701
	2.048
	2.154
	2.467
	2.763
	3.047
	3.408
	3.674

	29
	.683
	.854
	1.055
	1.311
	1.699
	2.045
	2.150
	2.462
	2.756
	3.038
	3.396
	3.659

	30
	.683
	.854
	1.055
	1.310
	1.697
	2.042
	2.147
	2.457
	2.750
	3.030
	3.385
	3.646

	40
	.681
	.851
	1.050
	1.303
	1.684
	2.021
	2.123
	2.423
	2.704
	2.971
	3.307
	3.551

	50
	.679
	.849
	1.047
	1.299
	1.676
	2.009
	2.109
	2.403
	2.678
	2.937
	3.261
	3.496

	60
	.679
	.848
	1.045
	1.296
	1.671
	2.000
	2.099
	2.390
	2.660
	2.915
	3.232
	3.460

	80
	.678
	.846
	1.043
	1.292
	1.664
	1.990
	2.088
	2.374
	2.639
	2.887
	3.195
	3.416

	100
	.677
	.845
	1.042
	1.290
	1.660
	1.984
	2.081
	2.364
	2.626
	2.871
	3.174
	3.390

	1000
	.675
	.842
	1.037
	1.282
	1.646
	1.962
	2.056
	2.330
	2.581
	2.813
	3.098
	3.300

	∞
	.674
	.841
	1.036
	1.282
	1.645
	1.960
	2.054
	2.326
	2.576
	2.807
	3.091
	3.291

	 	50%
	60%
	70%
	80%
	90%
	95%
	96%
	98%
	99%
	99.5%
	99.8%
	99.9%

	 	Confidence level C




#3. X2 critical values



This table gives you the value of x where P(X ≤ x) = α. X has a χ2 distribution with v degrees of freedom. Look up the values of v and α, and read off x.
[image: image with no caption]

	Note
Look up the value of v in the first column...

	Tail probability α

	v
	.25
	.20
	.15
	.10
	.05
	.025
	.02

Note
...look up the value of α in the first row...

	.01
	.005
	.0025
	.001

	1
	1.32
	1.64
	2.07
	2.71
	3.84
	5.02
	5.41
	6.63
	7.88
	9.14
	10.83

	2
	2.77
	3.22
	3.79
	4.61
	5.99
	7.38
	7.82
	9.21
	10.60
	11.98
	13.82

	3
	4.11
	4.64
	5.32
	6.25
	7.81
	9.35
	9.84
	11.34
	12.84
	14.32
	16.27

	4
	5.39
	5.99
	6.74
	7.78
	9.49
	11.14
	11.67
	13.28
	14.86
	16.42
	18.47

	5
	6.63
	7.29
	8.12
	9.24
	11.07
	12.83
	13.39
	15.09
	16.75
	18.39
	20.51

	6
	7.84
	8.56
	9.45
	10.64
	12.59
	14.45
	15.03
	16.81
	18.55
	20.25
	22.46

Note
...then read off the value of x from the table.


	7
	9.04
	9.80
	10.75
	12.02
	14.07
	16.01
	16.62
	18.48
	20.28
	22.04
	24.32

	8
	10.22
	11.03
	12.03
	13.36
	15.51
	17.53
	18.17
	20.09
	21.95
	23.77
	26.12

	9
	11.39
	12.24
	13.29
	14.68
	16.92
	19.02
	19.68
	21.67
	23.59
	25.46
	27.88

	10
	12.55
	13.44
	14.53
	15.99
	18.31
	20.48
	21.16
	23.21
	25.19
	27.11
	29.59

	11
	13.70
	14.63
	15.77
	17.28
	19.68
	21.92
	22.62
	24.72
	26.76
	28.73
	31.26

	12
	14.85
	15.81
	16.99
	18.55
	21.03
	23.34
	24.05
	26.22
	28.30
	30.32
	32.91

	13
	15.98
	16.98
	18.20
	19.81
	22.36
	24.74
	25.47
	27.69
	29.82
	31.88
	34.53

	14
	17.12
	18.15
	19.41
	21.06
	23.68
	26.12
	26.87
	29.14
	31.32
	33.43
	36.12

	15
	18.25
	19.31
	20.60
	22.31
	25.00
	27.49
	28.26
	30.58
	32.80
	34.95
	37.70

	16
	19.37
	20.47
	21.79
	23.54
	26.30
	28.85
	29.63
	32.00
	34.27
	36.46
	39.25

	17
	20.49
	21.61
	22.98
	24.77
	27.59
	30.19
	31.00
	33.41
	35.72
	37.95
	40.79

	18
	21.60
	22.76
	24.16
	25.99
	28.87
	31.53
	32.35
	34.81
	37.16
	39.42
	42.31

	19
	22.72
	23.90
	25.33
	27.20
	30.14
	32.85
	33.69
	36.19
	38.58
	40.88
	43.82

	20
	23.83
	25.04
	26.50
	28.41
	31.41
	34.17
	35.02
	37.57
	40.00
	42.34
	45.31

	21
	24.93
	26.17
	27.66
	29.62
	32.67
	35.48
	36.34
	38.93
	41.40
	43.78
	46.80

	22
	26.04
	27.30
	28.82
	30.81
	33.92
	36.78
	37.66
	40.29
	42.80
	45.20
	48.27

	23
	27.14
	28.43
	29.98
	32.01
	35.17
	38.08
	38.97
	41.64
	44.18
	46.62
	49.73

	24
	28.24
	29.55
	31.13
	33.20
	36.42
	39.36
	40.27
	42.98
	45.56
	48.03
	51.18

	25
	29.34
	30.68
	32.28
	34.38
	37.65
	40.65
	41.57
	44.31
	46.93
	49.44
	52.62

	26
	30.43
	31.79
	33.43
	35.56
	38.89
	41.92
	42.86
	45.64
	48.29
	50.83
	54.05

	27
	31.53
	32.91
	34.57
	36.74
	40.11
	43.19
	44.14
	46.96
	49.64
	52.22
	55.48

	28
	32.62
	34.03
	35.71
	37.92
	41.34
	44.46
	45.42
	48.28
	50.99
	53.59
	56.89

	29
	33.71
	35.14
	36.85
	39.09
	42.56
	45.72
	46.69
	49.59
	52.34
	54.97
	58.30

	30
	34.80
	36.25
	37.99
	40.26
	43.77
	46.98
	47.96
	50.89
	53.67
	56.33
	59.70

	40
	45.62
	47.27
	49.24
	51.81
	55.76
	59.34
	60.44
	63.69
	66.77
	69.70
	73.40

	50
	56.33
	58.16
	60.35
	63.17
	67.50
	71.42
	72.61
	76.15
	79.49
	82.66
	86.66

	60
	66.98
	68.97
	71.34
	74.40
	79.08
	83.30
	84.58
	88.38
	91.95
	95.34
	99.61

	80
	88.13
	90.41
	93.11
	96.58
	101.9
	106.6
	108.1
	112.3
	116.3
	120.1
	124.8

	100
	109.1
	111.7
	114.7
	118.5
	124.3
	129.6
	131.1
	135.8
	140.2
	144.3
	149.4
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A note on the digital index
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		finding, Trees also help you calculate conditional probabilities
	
	P(A ∩ B) versus P(A | B), Trees also help you calculate conditional probabilities
	
	P(Black ∩ Even), We can find P(Black l Even) using the probabilities we already have
		P(Even), We can find P(Black l Even) using the probabilities we already have
	




	1/p, expectation, Expectation is 1/p
	
	λ
		when large, When to approximate the binomial distribution with the normal
	
	when small, When to approximate the binomial distribution with the normal
	


	λ distribution (see Poisson distribution)
	
	μ (mu), Back to the mean, Point estimators can approximate population parameters
		confidence intervals, Start by finding Z
	


	v (nu), Two main uses of the χ2 distribution
		degrees of freedom, v represents degrees of freedom
	


	Σ (sigma), Dealing with unknowns
		mean, Dealing with unknowns
	


	σ (sigma), ...but standard deviation is a more intuitive measure
	
	χ2 (chi square), Hypothesis testing with χ2
	
	χ2 (chi square) distribution, The χ2 Distribution: There’s Something Going On...
		cheat sheet, You’ve solved the slot machine mystery
	
	contingency table, You can find the expected frequencies using probability
	
	defined, The χ2 test assesses difference
	
	degrees of freedom, v represents degrees of freedom, Hypothesis testing with χ2, We still need to calculate degrees of freedom
		calculating, We still need to calculate degrees of freedom
	
	generalizing, Generalizing the degrees of freedom
	


	expected frequencies, You can find the expected frequencies using probability
	
	goodness of fit, Two main uses of the χ2 distribution, You’ve solved the slot machine mystery, You’ve solved the slot machine mystery
	
	independence, Two main uses of the χ2 distribution, the χ2 distribution can test for independence
	
	main uses, Two main uses of the χ2 distribution
	
	significance, What’s the significance?
	
	v (nu), Two main uses of the χ2 distribution
	


	χ2 (chi square) hypothesis testing steps, Hypothesis testing with χ2
	
	χ2 (chi square) probability tables, What’s the significance?
	
	χ2 (chi square) test, The χ2 test assesses difference
	
	x̄ (x bar), Point estimators can approximate population parameters, The sampling distribution of the mean
		distribution of, What about the the variance of X̄?
	




A
	accurate linear correlation, Let’s look at some correlations
	
	alternate hypothesis, So what’s the alternative?, Let’s conduct another hypothesis test
	
	average, Welcome to the Health Club
		mean (see mean)
	
	median (see median)
	
	mode (see mode)
	
	types of, What went wrong with the mean and median?
	


	average distance, Calculating average distances
		interquartile range, Calculating average distances
	




B
	bar charts, Bar charts can allow for more accuracy, To make a histogram, start by finding bar widths
		frequency scales, Using frequency scales
	
	percentage scales, It’s a matter of scale
	
	scales, To make a histogram, start by finding bar widths
	
	segmented bar chart, Dealing with multiple sets of data
	
	split-category bar chart, Dealing with multiple sets of data
	


	Bayes’ Theorem, Introducing Bayes’ Theorem, Introducing Bayes’ Theorem
	
	bias, Define your sampling frame, ...or even systematic sampling, ...or even systematic sampling
		in sampling, Sometimes samples can be biased, ...or even systematic sampling
		sources, Sources of bias
	




	bimodal, Introducing the mode
	
	binomial distribution, You’ve mastered the geometric distribution, Anyone for popcorn?, Should we play, or walk away?, Finding the mean and variance, Step 2: Choose the test statistic
		approximating, When to approximate the binomial distribution with the normal, Apply a continuity correction before calculating the approximation, When to approximate the binomial distribution with the normal
	
	approximating with normal distribution, Normal distribution to the rescue
	
	approximating with Poisson distribution, The Poisson in disguise
	
	central limit theorem, Using the central limit theorem
	
	discrete, The binomial is discrete, but the normal is continuous
	
	expectation and variance, What’s the expectation and variance?, Binomial expectation and variance
	
	finding mean and variance, When to approximate the binomial distribution with the normal
	
	guide, Binomial expectation and variance
	
	versus normal distribution, Finding the mean and variance, The binomial is discrete, but the normal is continuous
	


	Binomial Distribution Up Close, Let’s generalize the probability further
	
	binomial probabilities, Should we play, or walk away?
	
	bivariate data, Exploring types of data, Correlation vs. causation, You’ve saved the day!
		visualizing, Visualizing bivariate data
	


	blinding, #3. Experiments
	
	box and whisker diagrams, Box and whisker plots let you visualize ranges
	
	box plot, Box and whisker plots let you visualize ranges
	
	Bullet Points
		bias, ...or even systematic sampling
	
	binomial distribution, Anyone for popcorn?
	
	bivariate data, You’ve saved the day!
	
	box and whisker diagram, Box and whisker plots let you visualize ranges
	
	cluster sampling, ...or even systematic sampling
	
	continuity correction, Apply a continuity correction before calculating the approximation
	
	continuous data, ... then find probability by finding the area
	
	continuous probability distributions, ... then find probability by finding the area
	
	correlation coefficient, You’ve saved the day!
	
	critical region, So what did we just do?
	
	cumulative frequency, Choosing the right chart
	
	discrete data, ... then find probability by finding the area
	
	expectation and variance of X, Finding probabilities
	
	expectation of random variable X, Variance
	
	expectations, General formulas for linear transforms, Subtracting aX and bY
	
	frequency density, Step 3: Draw your chart—a histogram
	
	geometric distribution, Anyone for popcorn?
	
	histograms, Step 3: Draw your chart—a histogram
	
	hypothesis tests, So what did we just do?
		Type I error, But it doesn’t stop there
	
	Type II error, But it doesn’t stop there
	


	independent observations, Expectation and variance for independent observations
	
	independent observations of X, Subtracting aX and bY
	
	independent random variables, Subtracting aX and bY
	
	interpercentile range, Box and whisker plots let you visualize ranges
	
	interquartile range, Finding the position of the upper quartile
	
	kth percentile, Box and whisker plots let you visualize ranges
	
	line of best fit, You’ve saved the day!
	
	linear regression, You’ve saved the day!
	
	linear transforms, General formulas for linear transforms, Variance, Subtracting aX and bY
	
	negative linear correlation, You’ve saved the day!
	
	normal distribution, And they all lived happily ever after
		approximating, Apply a continuity correction before calculating the approximation
	


	normal probabilities, And they all lived happily ever after
	
	one-tailed tests, So what did we just do?
	
	p-value, So what did we just do?
	
	percentiles, Box and whisker plots let you visualize ranges
	
	point estimator, Point estimators can approximate population parameters
	
	Poisson distribution, Anyone for popcorn?, So how large is large enough?
	
	population, ...or even systematic sampling
	
	positive linear correlation, You’ve saved the day!
	
	probability distributions, General formulas for linear transforms, Variance
	
	quartiles, Finding the position of the upper quartile
	
	range, Finding the position of the upper quartile
	
	sample, ...or even systematic sampling
	
	sampling distribution of means, Finding probabilities
	
	sampling distribution of proportions, Ps—continuity correction required
	
	scatter diagrams, You’ve saved the day!
	
	significance level, So what did we just do?
	
	simple random sampling, ...or even systematic sampling
	
	standard deviation, So what does this tell us about the players?, General formulas for linear transforms
		σ, Variance
	


	standard error of proportion, Ps—continuity correction required
	
	standard error of the mean, Finding probabilities
	
	standard scores, So what does this tell us about the players?
	
	stratified sampling, ...or even systematic sampling
	
	sum of squared errors, You’ve saved the day!
	
	systematic sampling, ...or even systematic sampling
	
	test statistic, So what did we just do?
	
	two-tailed tests, So what did we just do?
	
	univariate data, You’ve saved the day!
	
	upper and lower bounds, Finding the position of the upper quartile
	
	variance of random variable X, Variance
	
	variances, So what does this tell us about the players?, General formulas for linear transforms, Subtracting aX and bY
	
	z-scores, So what does this tell us about the players?
	
	χ2 distribution, And the formula is...
		goodness of fit test, And the formula is...
	
	test for independence, And the formula is...
	






C
	categorical data, Categories vs. numbers, Introducing the mode
		mean, Finding the median
	
	median, Finding the median
	


	categories versus numbers, Categories vs. numbers
	
	causation versus correlation, Correlation vs. causation
	
	census, Test a gumball sample, not the whole gumball population
	
	central limit theorem, If n is large, X̄ can still be approximated by the normal distribution, Finding probabilities
		binomial distribution, Using the central limit theorem
	
	Poisson distribution, Using the central limit theorem
	


	central tendency, Measuring Central Tendency: The Middle Way
	
	charts and graphs, A tale of two charts
		bar chart scales, To make a histogram, start by finding bar widths
	
	bar charts, Bar charts can allow for more accuracy, To make a histogram, start by finding bar widths
	
	choosing right one, Choosing the right chart
	
	comparing, A tale of two charts
	
	cumulative frequency, Drawing the cumulative frequency graph, Choosing the right chart
	
	failure, Chart failure
	
	frequency, The humble pie chart, To make a histogram, start by finding bar widths
	
	frequency scales, Using frequency scales
	
	histograms (see histograms)
	
	horizontal bar charts, Horizontal bar charts, To make a histogram, start by finding bar widths
	
	line charts, Choosing the right chart, Choosing the right chart
	
	multiple sets of data, Dealing with multiple sets of data, To make a histogram, start by finding bar widths
	
	numerical data, To make a histogram, start by finding bar widths
	
	percentage sales, It’s a matter of scale
	
	pie charts, The humble pie chart, Chart failure, To make a histogram, start by finding bar widths
	
	proportions, Chart failure
	
	scales, It’s a matter of scale
	
	segmented bar chart, Dealing with multiple sets of data
	
	software, A tale of two charts
	
	split-category bar chart, Dealing with multiple sets of data
	
	vertical bar charts, Bar charts can allow for more accuracy, To make a histogram, start by finding bar widths
	


	Chebyshev’s inequality, #2. Distribution anatomy
	
	chi square (χ2), Hypothesis testing with χ2
	
	chi square (χ2) distribution, The χ2 Distribution: There’s Something Going On...
		cheat sheet, You’ve solved the slot machine mystery
	
	contingency table, You can find the expected frequencies using probability
	
	defined, The χ2 test assesses difference
	
	degrees of freedom, v represents degrees of freedom, Hypothesis testing with χ2, We still need to calculate degrees of freedom
		calculating, We still need to calculate degrees of freedom
	
	generalizing, Generalizing the degrees of freedom
	


	expected frequencies, You can find the expected frequencies using probability
	
	goodness of fit, Two main uses of the χ2 distribution, You’ve solved the slot machine mystery, You’ve solved the slot machine mystery
	
	independence, Two main uses of the χ2 distribution, the χ2 distribution can test for independence
	
	main uses, Two main uses of the χ2 distribution
	
	significance, What’s the significance?
	
	v (nu), Two main uses of the χ2 distribution
	


	chi square (χ2) hypothesis testing steps, Hypothesis testing with χ2
	
	chi square (χ2) probability tables, What’s the significance?
	
	chi square (χ2) test, The χ2 test assesses difference
	
	cluster sampling, ...or we can use cluster sampling..., ...or even systematic sampling, ...or even systematic sampling
	
	clustered sampling, ...or even systematic sampling
	
	coefficient of determination, #5. The coefficient of determination
	
	combinations (see permutations and combinations)
	
	combined weight
		continuous, It’s still just weight
	
	distributed, How’s the combined weight distributed?
	
	distributed normally, It’s still just weight
	


	complementary event, You can visualize probabilities with a Venn diagram
	
	completely randomized design (experiments), Designing your experiment
	
	conditional probabilities, Find conditional probabilities
		Bayes’ Theorem, Introducing Bayes’ Theorem
	
	P(A ∩ B) versus P(A | B), Trees also help you calculate conditional probabilities
	
	P(Black | Even), Step 3: Finding P(Black l Even)
	
	probability tree, You can visualize conditional probabilities with a probability tree
	


	confidence intervals, Constructing Confidence Intervals: Guessing with Confidence, So what did we just do?
		cheat sheet, Handy shortcuts for confidence intervals
	
	confidence level changes, The t-distribution vs. the normal distribution
	
	four steps for finding, Four steps for finding confidence intervals
		Step 1: Choose your population statistic, Step 1: Choose your population statistic, Just one more problem...
	
	Step 2: Find its sampling distribution, Step 1: Choose your population statistic, Step 2: Find its sampling distribution
	
	Step 3: Decide on the level of confidence, Point estimators to the rescue, Find the standard score for the t-distribution
	
	Step 4: Find the confidence limits, Step 4: Find the confidence limits, Step 4: Find the confidence limits
	


	introducing, Introducing confidence intervals
	
	point estimators, Point estimators to the rescue
	
	selecting appropriate confidence level, How to select an appropriate confidence level
	
	size of sample changes, The t-distribution vs. the normal distribution
	
	slope of regression line, #7. The confidence interval for the slope of a regression line
	
	summary, Let’s summarize the steps
	
	t-distributions, Step 2: Find its sampling distribution
		probability tables, Step 4: Find the confidence limits
	
	shortcuts, The t-distribution vs. the normal distribution
	
	small sample, X̄ follows the t-distribution when the sample is small
	
	standard score, Find the standard score for the t-distribution
	


	versus confidence level, What’s the interval in general?
	


	confidence level versus confidence interval, What’s the interval in general?
	
	confidence limits, Step 4: Find the confidence limits, Finally, find the value of X̄, Step 4: Find the confidence limits
	
	confounding, #3. Experiments
	
	contingency table, You can find the expected frequencies using probability
	
	continuity correction, The binomial is discrete, but the normal is continuous, So how large is large enough?
	
	Continuity Corrections Up Close, Apply a continuity correction before calculating the approximation
	
	continuous data, ... but not all numeric data is discrete, ... then find probability by finding the area, It’s still just weight
		frequency, What’s the delay?
	
	probability distribution, We need a probability distribution for continuous data
	
	range of values, ... then find probability by finding the area
	
	versus discrete data, It’s still just weight
	


	continuous probabilities, ... then find probability by finding the area
	
	continuous probability distributions, ... then find probability by finding the area
		E(X) and Var(X), #10. E(X) and Var(X) for continuous probability distributions
	


	continuous random variables, Probability = area
	
	continuous scale versus discrete probability
		distribution, The binomial is discrete, but the normal is continuous
	


	control group, #3. Experiments
	
	controls, #3. Experiments
	
	correlation and regression, Correlation and Regression: What’s My Line?
		accurate linear correlation, Let’s look at some correlations
	
	bivariate data, Exploring types of data, Correlation vs. causation, You’ve saved the day!
		visualizing, Visualizing bivariate data
	


	correlation coefficient, Let’s look at some correlations, You’ve saved the day!
	
	correlation versus causation, Correlation vs. causation
	
	dependent variable, Exploring types of data
	
	explanatory variable, Exploring types of data
	
	independent variable, Exploring types of data
	
	least squares regression, We’ve found b, but what about a?
	
	line of best fit, Predict values with a line of best fit, Finding the slope for the line of best fit, part ii, You’ve saved the day!
		finding equation, Find the equation for the line of best fit
	
	finding slope, Finding the slope for the line of best fit
	
	sum of squared errors, We need to minimize the errors
	


	linear regression, We’ve found b, but what about a?, You’ve saved the day!
	
	negative linear correlation, Scatter diagrams show you patterns, The correlation coefficient measures how well the line fits the data, You’ve saved the day!
	
	no correlation, Scatter diagrams show you patterns, The correlation coefficient measures how well the line fits the data
	
	no linear correlation, Let’s look at some correlations
	
	outliers, Find r for the concert data, continued
	
	perfect negative linear correlation, The correlation coefficient measures how well the line fits the data
	
	perfect positive linear correlation, The correlation coefficient measures how well the line fits the data
	
	positive linear correlation, Scatter diagrams show you patterns, The correlation coefficient measures how well the line fits the data, You’ve saved the day!
	
	regression line, We’ve found b, but what about a?
	
	response variable, Exploring types of data
	
	scatter diagrams, Visualizing bivariate data, Visualizing bivariate data, Correlation vs. causation, Predict values with a line of best fit, You’ve saved the day!
	
	scatter plots, Visualizing bivariate data
	
	sum of squared errors, You’ve saved the day!
	
	univariate data, Exploring types of data, You’ve saved the day!
	


	correlation coefficient, The correlation coefficient measures how well the line fits the data, You’ve saved the day!
		formula, There’s a formula for calculating the correlation coefficient, r
	
	least square regression, #4. Least square regression alternate notation
	


	critical region, Step 2: Choose your test statistic, So what did we just do?, Step 3: Find the critical region
	
	Critical Regions Up Close, So what significance level should we use?
	
	critical value, Step 3: Determine the critical region
	
	cumulative frequency, Introducing cumulative frequency, Choosing the right chart
		graph, Drawing the cumulative frequency graph
	




D
	data
		categorical and numerical data, Categories vs. numbers
	
	categorical data, Categories vs. numbers
	
	grouped, Dealing with grouped data
	
	multiple sets of data, Dealing with multiple sets of data
	
	numerical data, Categories vs. numbers
	
	qualitative data, Categories vs. numbers
	


	deciles, We’re not just limited to quartiles
	
	degrees of freedom, v represents degrees of freedom, Hypothesis testing with χ2, We still need to calculate degrees of freedom
		calculating, We still need to calculate degrees of freedom
	
	generalizing, Generalizing the degrees of freedom
	
	number of, X̄ follows the t-distribution when the sample is small
	


	dependent events, If events affect each other, they are dependent, More on calculating probability for independent events
	
	dependent variables (experiments), Exploring types of data, #3. Experiments
	
	discrete data, We need a probability distribution for continuous data, ... then find probability by finding the area, Finding probabilities
		versus continuous data, Discrete data takes exact values..., It’s still just weight
	


	discrete probability distributions, Using Discrete Probability Distributions: Manage Your Expectations
		expectation, Expectation gives you a prediction of the results...
		linear transforms, Subtracting aX and bY
	


	expectations, General formulas for linear transforms
	
	independent observations, Variance, Variance
	
	linear relationship between E(X) and E(Y), There’s a linear relationship between E(X) and E(Y)
	
	linear transforms, General formulas for linear transforms, Variance
		expectation and variance, Subtracting aX and bY
	


	linear transforms versus playing multiple games, General formulas for linear transforms
	
	observation, Every pull of the lever is an independent observation
	
	observation shortcuts, Observation shortcuts
	
	Pool Puzzle, Fat Dan changed his prices
	
	random variables
		adding, Add E(X) and E(Y) to get E(X + Y)...
	
	independent, Subtracting aX and bY
	
	subtracting, ... and subtract E(X) and E(Y) to get E(X – Y)
	


	shortcut or formula, Subtracting aX and bY
	
	variance, ... and variance tells you about the spread of the results, General formulas for linear transforms
		linear transforms, Subtracting aX and bY
	


	versus continuous scale, The binomial is discrete, but the normal is continuous
	


	discrete random variables, We can compose a probability distribution for the slot machine
	
	distribution
		anatomy, #2. Distribution anatomy
	
	mean, Everybody was Kung Fu fighting
	
	of X + Y, Finding probabilities
	


	dotplots, #1. Other ways of presenting data
	
	double blinding, #3. Experiments
	
	drawing lots, How to choose a simple random sample, ...or even systematic sampling
	


E
	E(X) and Var(X) for continuous probability distributions, #10. E(X) and Var(X) for continuous probability distributions
	
	empirical rule for normal distribution, #2. Distribution anatomy
	
	estimating populations and samples, Estimating Populations and Samples: Making Predictions
		central limit theorem, If n is large, X̄ can still be approximated by the normal distribution, Finding probabilities
		binomial distribution, Using the central limit theorem
	
	Poisson distribution, Using the central limit theorem
	


	distribution of Ps, Find the distribution of Ps
	
	expectation of Ps, So what’s the expectation of Ps?
	
	formulas, Which formula’s which?
	
	point estimators, Let’s start by estimating the population mean, Which formula’s which?
		for population variance, Predicting population proportion
	
	sampling distributions, Finding probabilities
	


	population mean, Let’s start by estimating the population mean, Point estimators can approximate population parameters
	
	population parameters, Point estimators can approximate population parameters
	
	population proportion, It’s a question of proportion
	
	population variance, Let’s estimate the population variance
	
	probabilities for a sample, So how does this relate to sampling?
	
	proportions, sampling distribution of, The sampling distribution of proportions
	
	sample mean, Point estimators can approximate population parameters, Point estimators can approximate population parameters
	
	sample variance, We need a different point estimator than sample variance, Which formula’s which?
	
	sampling distribution, Ps—continuity correction required
		continuity correction, Ps—continuity correction required
	
	of proportions, The sampling distribution of proportions
	


	sampling distribution of means, We need probabilities for the sample mean
		distribution of x, So how is X̄ distributed?
	
	expectation for X, Find the expectation for X̄
	
	variance of X, What about the the variance of X̄?
	


	standard error, Finding probabilities
		of mean, What about the the variance of X̄?
	
	of proportion, Ps—continuity correction required
	


	variance of Ps, And what’s the variance of Ps?
	
	x bar, Point estimators can approximate population parameters
	
	μ, Point estimators can approximate population parameters
	


	events, What are the chances?
		complementary, You can visualize probabilities with a Venn diagram
	
	dependent, If events affect each other, they are dependent
	
	exclusive, Exclusive events and intersecting events
		versus exhaustive, Some more notation
	


	independent, If events do not affect each other, they are independent
		versus dependent, More on calculating probability for independent events
	


	intersecting, Exclusive events and intersecting events
	
	mutually exclusive, Exclusive events and intersecting events, Some more notation
	


	exclusive events, Exclusive events and intersecting events, Some more notation
	
	exhaustive, Some more notation
	
	exhaustive events, Some more notation
	
	expectations, Expectation gives you a prediction of the results..., General formulas for linear transforms, General formulas for linear transforms, How’s the combined weight distributed?
		1/p, Expectation is 1/p
	
	binomial distribution, What’s the expectation and variance?
	
	geometric distribution, The pattern of expectations for the geometric distribution
	
	independent observations, Expectation and variance for independent observations
	
	linear transforms, Subtracting aX and bY
	
	Poisson distribution, Expectation and variance for the Poisson distribution
	
	two games, Every pull of the lever is an independent observation
	


	experimental units, #3. Experiments
	
	experiments, #3. Experiments
		designing, Designing your experiment
	


	explanatory variable, Exploring types of data
	


F
	factorials, Calculate the number of arrangements, Going round in circles
	
	Fireside Chats, Dependent and Independent discuss their differences, More on calculating probability for independent events
	
	Five Minute Mystery
		Case of the Broken Cookies, Combine Poisson variables
		Solved, The Poisson in disguise
	


	Case of the High Sunscreen Sales, Visualizing bivariate data
		Solved, Correlation vs. causation
	


	Case of the Lost Coffee Sales, When sampling goes wrong
		Solved, Sources of bias
	


	Case of the Missing Parameters, Julie’s probability is in the table
		Solved, Julie’s probability is in the table
	


	Case of the Moving Expectation, Let’s calculate the slot machine’s variance
		Solved, General formulas for linear transforms
	


	The Case of the Ambiguous Average, The mean has its own symbol
		Solved, Congratulations!
	


	The Case of the Two Classes, More on calculating probability for independent events
		Solved, More on calculating probability for independent events
	




	formulas for arrangements, Going round in circles
	
	frequencies, The humble pie chart, To make a histogram, start by finding bar widths, Frequency Magnets, Introducing the mode
		comparing, Dealing with multiple sets of data
	
	continuous data, What’s the delay?
	
	cumulative frequency, Introducing cumulative frequency, Choosing the right chart
	
	highest frequency group of values, The mean has its own symbol
	
	histograms, Manic Mango needs another chart
	
	percentages with no frequencies, It’s a matter of scale
	


	frequency density, Step 2: Find the bar heights, Frequency Magnets
	
	Frequency Density Up Close, Step 3: Draw your chart—a histogram
	
	frequency scales, Using frequency scales
	


G
	Gaussian distribution, Julie’s probability is in the table
	
	geometric distribution, The probability distribution can be represented algebraically, Let’s generalize the probability further, Binomial expectation and variance, Anyone for popcorn?
		guide, Finding the variance for our distribution
	
	inequalities, The probability distribution can be represented algebraically
	
	pattern of expectations, The pattern of expectations for the geometric distribution
	
	variance, Expectation is 1/p
	


	Geometric Distribution Up Close, The probability distribution can be represented algebraically
	
	goodness of fit, Two main uses of the χ2 distribution
		test, You’ve solved the slot machine mystery
	


	graphs (see charts and graphs)
	
	grouped data, Dealing with grouped data
	


H
	height probabilities, Searching for a soul sole mate
	
	histograms, Dealing with grouped data
		frequency, Manic Mango needs another chart, Manic Mango needs another chart
	
	intervals, To make a histogram, start by finding bar widths
	
	making, To make a histogram, start by finding bar widths
	
	making area proportional to frequency, Make the area of histogram bars proportional to frequency
	
	mean, Everybody was Kung Fu fighting
	
	unequal intervals, Manic Mango needs another chart
	
	when not to use, Histograms can’t do everything
	


	horizontal bar charts, Horizontal bar charts, To make a histogram, start by finding bar widths
	
	horse racing, It’s a three-horse race
	
	hypothesis tests, Using Hypothesis Tests: Look At The Evidence
		alternate hypothesis, So what’s the alternative?, Let’s conduct another hypothesis test
	
	critical region, Step 2: Choose your test statistic, So what did we just do?, Step 3: Find the critical region
	
	critical value, Step 3: Determine the critical region
	
	null hypothesis, Step 1: Decide on the hypothesis, Let’s conduct another hypothesis test
	
	one-tailed tests, So what significance level should we use?, So what did we just do?
	
	p-value, So what did we just do?
	
	power of a hypothesis test, Introducing power
	
	process, Resolving the conflict from 50,000 feet
		overview, The six steps for hypothesis testing
	
	Step 1: Decide on the hypothesis, Step 1: Decide on the hypothesis, Let’s conduct another hypothesis test
	
	Step 2: Choose the test statistic, Step 2: Choose your test statistic, Step 2: Choose the test statistic
	
	Step 3: Determine the critical region, Step 3: Determine the critical region, Step 3: Find the critical region
	
	Step 4: Find the p-value, Step 4: Find the p-value
	
	Step 5: Is the sample result in the critical region?, Step 5: Is the sample result in the critical region?
	
	Step 6: Make your decision, Step 5: Is the sample result in the critical region?
	


	significance level, To find the critical region, first decide on the significance level, So what did we just do?, So what did we just do?
	
	statistically significant, SnoreCull failed the test
	
	test statistic, Step 2: Choose your test statistic, So what did we just do?, Step 2: Choose the test statistic, Use the normal to approximate the binomial in our test statistic
	
	two-tailed tests, So what significance level should we use?, So what did we just do?
	
	Type I error, Mistakes can happen, But it doesn’t stop there
	
	Type II error, Mistakes can happen, But it doesn’t stop there
	




I
	incorrect sampling unit, Sources of bias
	
	independence, Two main uses of the χ2 distribution
	
	independent events, If events do not affect each other, they are independent, More on calculating probability for independent events
		versus mutually exclusive, More on calculating probability for independent events
	


	independent observations, Variance, ...and independent observations describe how many values you have, The sampling distribution of the mean
		expectation, Expectation and variance for independent observations
	
	of X, Subtracting aX and bY
	
	variance, Expectation and variance for independent observations
	
	versus linear transforms, Linear transforms describe underlying changes in values...
	


	independent random variables, Add E(X) and E(Y) to get E(X + Y)..., How’s the combined weight distributed?
	
	indpendent variables, Exploring types of data, #3. Experiments
	
	information
		versus data, A tale of two charts
	
	visualizing (see visualizing information)
	


	interpercentile range, We’re not just limited to quartiles, Box and whisker plots let you visualize ranges
	
	interquartile range, Quartiles come to the rescue, Finding the position of the upper quartile
		average distance, Calculating average distances
	
	versus the median, Finding the position of the upper quartile
	


	intersecting events, Exclusive events and intersecting events
	
	intersection, Some more notation
	


K
	kth percentile, So what are percentiles?, Box and whisker plots let you visualize ranges
	


L
	Law of Total Probability, Use the Law of Total Probability to find P(B), Introducing Bayes’ Theorem
	
	least squares regression, We’ve found b, but what about a?, #4. Least square regression alternate notation
	
	Least Squares Regression Up Close, We’ve found b, but what about a?
	
	leaves, #1. Other ways of presenting data
	
	left-skewed data, Finding the median, Finding the median
	
	letters, using to represent numbers, Mean math
	
	line charts, Choosing the right chart, Choosing the right chart
	
	Line Charts Up Close, Choosing the right chart
	
	line of best fit, Predict values with a line of best fit, Find the equation for the line of best fit, You’ve saved the day!
		finding equation, Find the equation for the line of best fit
	
	finding slope, Finding the slope for the line of best fit
	
	minimizing errors, We need to minimize the errors
	
	non-linear, #6. Non-linear relationships
	
	sum of squared errors, We need to minimize the errors
	


	linear correlations, Scatter diagrams show you patterns, Let’s look at some correlations
	
	Linear Correlations Up Close, Scatter diagrams show you patterns
	
	linear regression, We’ve found b, but what about a?, You’ve saved the day!, #6. Non-linear relationships
	
	linear relationship between E(X) and E(Y), There’s a linear relationship between E(X) and E(Y)
	
	linear transforms, General formulas for linear transforms, General formulas for linear transforms, Variance
		distribution, Linear transforms describe underlying changes in values...
	
	expectation and variance, Subtracting aX and bY
	
	versus independent observations, Linear transforms describe underlying changes in values...
	
	versus playing multiple games, General formulas for linear transforms
	


	lower bounds, Use the range to differentiate between data sets, Finding the position of the upper quartile
		basketball scores, Measuring the range
	


	lower quartile, Quartiles come to the rescue
		finding, Quartile anatomy
	




M
	matched pairs design (experiments), Designing your experiment
	
	mean, A common measure of average is the mean
		basketball scores, Measuring the range
	
	binomial distribution, When to approximate the binomial distribution with the normal
	
	calculating, Back to the mean
	
	calculating when to use, Congratulations!
	
	categorical data, Finding the median
	
	distributions, Everybody was Kung Fu fighting
	
	frequencies, The mean has its own symbol
	
	frequency density, Frequency Magnets
	
	histograms, Everybody was Kung Fu fighting
	
	of two middle numbers, Finding the median
	
	outliers, Our data has outliers
	
	positive and negative distances, Calculating average distances
	
	problems with, Business is booming
	
	skewed data, Finding the median, Finding the median
	
	standard deviations from, So what does this tell us about the players?
	
	using letters to represent numbers, Mean math
	
	versus median, Finding the median
	
	X + Y, How’s the combined weight distributed?
	
	Σ (sigma), Dealing with unknowns
	
	μ (mu), Back to the mean
	


	measuring probability, What are the chances?
	
	median, Finding the median
		calculating when to use, Congratulations!
	
	categorical data, Finding the median
	
	frequency density, Frequency Magnets
	
	in three steps, Finding the median
	
	middle quartile, Quartiles come to the rescue
	
	problems with, Business is booming
	
	skewed data, Finding the median
	
	versus mean, Finding the median
	
	versus the interquartile range, Finding the position of the upper quartile
	


	middle quartile, Quartiles come to the rescue
	
	modal class, Introducing the mode
	
	mode, Introducing the mode
		calculating when to use, Congratulations!
	
	categorical data, Introducing the mode
	
	three steps for finding, It even works with categorical data
	


	mu (see μ (mu))
	
	multiple sets of data, Dealing with multiple sets of data, To make a histogram, start by finding bar widths
	
	mutually exclusive events, Exclusive events and intersecting events, Some more notation
	


N
	n!, Going round in circles
	
	negative linear correlation, Scatter diagrams show you patterns, The correlation coefficient measures how well the line fits the data, You’ve saved the day!
	
	no correlation, Scatter diagrams show you patterns, The correlation coefficient measures how well the line fits the data
	
	No Dumb Questions
		adding probabilities, You can also add probabilities
	
	alternate hypothesis, The alternate hypothesis for SnoreCull
	
	approximating binomial distribution, Apply a continuity correction before calculating the approximation
	
	arranging objects in circle, Going round in circles
	
	average distance
		interquartile range, Calculating average distances
	


	Bayes’ Theorem, Introducing Bayes’ Theorem
	
	bias, Sources of bias, ...or even systematic sampling
	
	binomial distribution, Binomial expectation and variance, So how large is large enough?
	
	bivariate data, Correlation vs. causation
	
	box and whisker diagram, Box and whisker plots let you visualize ranges
	
	breaking data into more than four pieces, Finding the position of the upper quartile
	
	central limit theorem, Finding probabilities
	
	charts, A tale of two charts
	
	clustered sampling, ...or even systematic sampling
	
	confidence interval versus confidence level, What’s the interval in general?
	
	confidence intervals, Four steps for finding confidence intervals, The t-distribution vs. the normal distribution, So what did we just do?
	
	continuity corrections, Apply a continuity correction before calculating the approximation, So how large is large enough?
	
	continuous data, Finding probabilities
	
	continuous distributions, Julie’s probability is in the table
	
	correlation coefficient, Find r for the concert data, continued
	
	cumulative frequency, Drawing the cumulative frequency graph
	
	degrees of freedom, Hypothesis testing with χ2, We still need to calculate degrees of freedom
	
	discrete data, Finding probabilities
	
	discrete random variable, We can compose a probability distribution for the slot machine
	
	distribution of X + Y, Finding probabilities
	
	drawing lots, ...or even systematic sampling
	
	E(X1 + X2) and E(2X), Variance
	
	expectation, Let’s calculate the slot machine’s variance, General formulas for linear transforms
	
	factorials, Going round in circles
	
	frequency density, Step 3: Draw your chart—a histogram
	
	Gaussian distribution, Julie’s probability is in the table
	
	geometric distribution, The probability distribution can be represented algebraically, Finding the variance for our distribution, Binomial expectation and variance
	
	histograms, To make a histogram, start by finding bar widths, Step 3: Draw your chart—a histogram
	
	how data is spread out, Finding the position of the upper quartile
	
	hypothesis tests, The alternate hypothesis for SnoreCull, Mistakes can happen
	
	independent events, More on calculating probability for independent events
	
	independent observations, Expectation and variance for independent observations
	
	independent versus mutually exclusive, More on calculating probability for independent events
	
	information versus data, A tale of two charts
	
	interquartile range, Finding the position of the upper quartile
	
	limit on intersecting events, Some more notation
	
	line charts, Choosing the right chart
	
	line of best fit, Finding the slope for the line of best fit, part ii
	
	linear transforms, General formulas for linear transforms, Expectation and variance for independent observations
	
	mean or median with categorical data, Finding the median
	
	mean with skewed data, Finding the median
	
	median, Julie’s probability is in the table
		versus mean, Finding the median
	
	versus the interquartile range, Finding the position of the upper quartile
	


	n!, Going round in circles
	
	normal distribution
		accuracy of, Apply a continuity correction before calculating the approximation
	
	approximating binomial or Poisson distribution, So how large is large enough?
	


	normal probability tables, Julie’s probability is in the table
	
	null hypothesis, The alternate hypothesis for SnoreCull
	
	outliers, Find r for the concert data, continued
	
	P(Black | Even), Introducing Bayes’ Theorem
	
	permutations and combinations, Examining combinations
		arranging by type, Generalize a formula for arranging duplicates
	


	point estimators, Point estimators can approximate population parameters, Which formula’s which?
		and sampling distributions, Finding probabilities
	


	Poisson distributions, What does the Poisson distribution look like?, Combine Poisson variables, So how large is large enough?
		approximating binomial distribution, The Poisson in disguise, Apply a continuity correction before calculating the approximation
	


	population mean, Point estimators can approximate population parameters
	
	positive and negative distances, Calculating average distances
	
	probabilities written as fractions, decimals, or percentages, Complementary events
	
	probability, Complementary events
		best method, You can also add probabilities
	


	probability density function, ... then find probability by finding the area
	
	probability distributions, We can compose a probability distribution for the slot machine
		letters p and q, Finding the variance for our distribution
	
	quiz show, You’ve mastered the geometric distribution
	


	probability for standardized range, Now find Z for the specific value you want to find probability for
	
	probability of range, Julie’s probability is in the table
	
	probability tables, Julie’s probability is in the table, Finding probabilities
	
	probability trees, Trees also help you calculate conditional probabilities, Introducing Bayes’ Theorem
	
	proportion versus probability, Predicting population proportion
	
	questionnaires, Sources of bias
	
	random variables, Subtracting aX and bY
	
	right- and left-skewed data, Finding the median
	
	roulette wheel, More on calculating probability for independent events
	
	sample mean, Point estimators can approximate population parameters
	
	sample variance, Which formula’s which?
	
	sampling bias, ...or even systematic sampling
	
	sampling distribution, Ps—continuity correction required
	
	sampling frame, Sources of bias
	
	scatter diagrams, Correlation vs. causation
	
	set theory, Complementary events
	
	shortcuts, Finding probabilities
	
	significance level, So what did we just do?
	
	significance tests, Mistakes can happen
	
	slot machines, Let’s calculate the slot machine’s variance
	
	standard deviation, A quicker calculation for variance, So what does this tell us about the players?, Let’s calculate the slot machine’s variance
	
	standard error, Finding probabilities
		of proportion, Ps—continuity correction required
	


	standard scores, So what does this tell us about the players?, Now find Z for the specific value you want to find probability for, Julie’s probability is in the table
		outliers, So what does this tell us about the players?
	


	statistical sampling
		bias, Sources of bias
	
	clustered sampling, ...or even systematic sampling
	
	drawing lots, ...or even systematic sampling
	
	increasing sample size, ...or even systematic sampling
	
	simple random sampling, ...or even systematic sampling
	
	stratified sampling, ...or even systematic sampling
	


	stratified sampling, ...or even systematic sampling
	
	systematic sampling, ...or even systematic sampling
	
	t-distributions, The t-distribution vs. the normal distribution
	
	target population, Sources of bias
	
	Type I error, Find P(Type II error)
	
	Type II error, Find P(Type II error)
	
	variance, So what does this tell us about the players?, Let’s calculate the slot machine’s variance
	
	variance equations, A quicker calculation for variance
	
	variances, General formulas for linear transforms
	
	Venn diagrams, Complementary events, Trees also help you calculate conditional probabilities, More on calculating probability for independent events
	
	χ2 (chi square) distribution, We still need to calculate degrees of freedom
	
	χ2 (chi square) tests, Hypothesis testing with χ2
	


	no linear correlation, Let’s look at some correlations
	
	non-linear relationships, #6. Non-linear relationships
	
	normal approximation, Revisiting the normal approximation
	
	normal distribution, Using the Normal Distribution: Being Normal, Using the Normal Distribution ii: Beyond Normal
		accuracy of, Apply a continuity correction before calculating the approximation
	
	approximating binomial distribution, Normal distribution to the rescue
	
	approximating binomial or Poisson distribution, So how large is large enough?
	
	approximating binomial probabilities, Apply a continuity correction before calculating the approximation
	
	approximating continuity correction, Apply a continuity correction before calculating the approximation
	
	binomial distribution, Should we play, or walk away?, When to approximate the binomial distribution with the normal, Finding the mean and variance
		approximating, Apply a continuity correction before calculating the approximation, When to approximate the binomial distribution with the normal
	


	continuous, The binomial is discrete, but the normal is continuous
	
	continuous data, ... then find probability by finding the area, It’s still just weight
	
	continuous distributions, Julie’s probability is in the table
	
	continuous probability distributions, ... then find probability by finding the area
	
	defined, Male modelling
	
	discrete data, ... then find probability by finding the area
	
	discrete data versus continuous data, Discrete data takes exact values...
	
	empirical rule, #2. Distribution anatomy
	
	finding between probabilities, Apply a continuity correction before calculating the approximation
	
	finding ≤ probabilities, Apply a continuity correction before calculating the approximation
	
	finding ≥ probabilities, Apply a continuity correction before calculating the approximation
	
	frequency and continuous data, What’s the delay?
	
	Gaussian distribution, Julie’s probability is in the table
	
	height probabilities, Searching for a soul sole mate
	
	in place of binomial distribution, When to approximate the binomial distribution with the normal
	
	median, Julie’s probability is in the table
	
	normal probability tables, Julie’s probability is in the table
	
	Poisson distribution, Normal distribution to the rescue, All aboard the Love Train
	
	Pool Puzzle, Apply a continuity correction before calculating the approximation
	
	probability = area, Probability = area
	
	probability density function, Probability density functions can be used for continuous data, ... then find probability by finding the area
	
	probability for standardized range, Now find Z for the specific value you want to find probability for
	
	probability of range, Julie’s probability is in the table
	
	probability tables, Step 3: Look up the probability in your handy table
	
	standard score, To standardize, first move the mean..., Julie’s probability is in the table
	
	table, So how large is large enough?
	
	transforming, To standardize, first move the mean...
	
	versus binomial distribution, Finding the mean and variance, The binomial is discrete, but the normal is continuous
	
	versus t-distributions, The t-distribution vs. the normal distribution
	


	Normal Distribution Exposed, Apply a continuity correction before calculating the approximation
	
	normal probabilities, And they all lived happily ever after
		calculating, The normal distribution is an “ideal” model for continuous data
		determining distribution, Step 1: Determine your distribution
	
	standardizing normal variables, Step 2: Standardize to N(0, 1)
	


	tables, Step 3: Look up the probability in your handy table, Julie’s probability is in the table, #1. Standard normal probabilities
	


	nu (see v (nu))
	
	null hypothesis, Step 1: Decide on the hypothesis, The alternate hypothesis for SnoreCull, Let’s conduct another hypothesis test
	
	numbers, using letters to represent, Mean math
	
	numerical data, Categories vs. numbers, To make a histogram, start by finding bar widths
	


O
	observations, Every pull of the lever is an independent observation
		independent, Variance
	
	shortcuts, Observation shortcuts
	


	one-tailed tests, So what significance level should we use?, So what did we just do?
	
	outliers, Our data has outliers, The problem with outliers, The interquartile range excludes outliers, Find r for the concert data, continued
		interquartile range, The interquartile range excludes outliers
	
	standard scores, So what does this tell us about the players?
	




P
	p-value, Step 4: Find the p-value, So what did we just do?
	
	percentage sales, It’s a matter of scale
	
	percentages with no frequencies, It’s a matter of scale
	
	percentiles, We’re not just limited to quartiles, Box and whisker plots let you visualize ranges
		kth percentile, So what are percentiles?, Box and whisker plots let you visualize ranges
	


	perfect negative linear correlation, The correlation coefficient measures how well the line fits the data
	
	perfect positive linear correlation, The correlation coefficient measures how well the line fits the data
	
	permutations and combinations, Permutations and Combinations: Making Arrangements
		arrangements, Calculate the number of arrangements
	
	arranging by type, Arranging by individuals is different than arranging by type
	
	arranging duplicates, Generalize a formula for arranging duplicates
	
	arranging objects in circle, Going round in circles
	
	combinations, What if horse order doesn’t matter, Generalizing the probability for three questions
	
	examining combinations, What if horse order doesn’t matter
	
	examining permutations, How many ways can we fill the top three positions?
	
	factorial, Calculate the number of arrangements
	
	formulas for arrangements, Going round in circles
	
	permutations versus combinations, Examining combinations
	
	three-horse race, It’s a three-horse race
	


	pie charts, The humble pie chart, Chart failure, To make a histogram, start by finding bar widths
	
	placebo, #3. Experiments
	
	point estimators, Let’s start by estimating the population mean, Which formula’s which?, Point estimators to the rescue, You’ve found the confidence intervals!
		and sampling distributions, Finding probabilities
	
	for population variance, Predicting population proportion
	
	problem with, The problem with precision
	


	Poisson distribution, The Statsville Cinema has a problem, Anyone for popcorn?, Normal distribution to the rescue, All aboard the Love Train, When to approximate the binomial distribution with the normal, So how large is large enough?
		approximating binomial distribution, Apply a continuity correction before calculating the approximation
	
	approximating the binomial distribution, The Poisson in disguise
	
	central limit theorem, Using the central limit theorem
	
	expectation and variance, Expectation and variance for the Poisson distribution
	
	guide, Anyone for popcorn?
	
	when λ is large, When to approximate the binomial distribution with the normal
	
	when λ is small, When to approximate the binomial distribution with the normal
	
	X + Y, So what’s the probability distribution?
	


	Poisson Distribution Up Close, So how do we find probabilities?
	
	Poisson variables, combining, Combine Poisson variables
	
	Pool Puzzle
		binomial distribution, Let’s look at one trial
	
	confidence intervals, Rewrite the inequality in terms of μ
	
	continuity correction, Apply a continuity correction before calculating the approximation
	
	discrete probability distributions, Fat Dan changed his prices
	


	population, Test a gumball sample, not the whole gumball population, ...or even systematic sampling
		(see also estimating populations and samples)
	
	chart, How sampling works
	
	mean, Point estimators can approximate population parameters
	
	proportion, It’s a question of proportion, Predicting population proportion
	
	variance, Let’s estimate the population variance
	
	versus samples, Test a gumball sample, not the whole gumball population
	


	positive and negative distances, Calculating average distances
	
	positive linear correlation, Scatter diagrams show you patterns, The correlation coefficient measures how well the line fits the data, You’ve saved the day!
	
	possibility space, Find roulette probabilities
	
	precision, problem with, The problem with precision
	
	probability, Calculating Probabilities: Taking Chances
		= area, Probability = area
	
	adding, Let’s bet on an even more likely event, You can also add probabilities
	
	Bayes’ Theorem, Introducing Bayes’ Theorem, Introducing Bayes’ Theorem
	
	best method, You can also add probabilities
	
	conditional, Find conditional probabilities
		probability tree, You can visualize conditional probabilities with a probability tree
	


	events (see events)
	
	for a sample, So how does this relate to sampling?
	
	how probability relates to roulette, What are the chances?
	
	intersection, Some more notation, Some more notation
	
	Law of Total Probability, Use the Law of Total Probability to find P(B), Introducing Bayes’ Theorem
	
	measuring, What are the chances?
	
	of getting a black or even, Time for another bet
	
	proportion, Predicting population proportion
	
	range of values, We need a probability distribution for continuous data
	
	union, Some more notation, Some more notation
	
	Venn diagram, You can visualize probabilities with a Venn diagram, Some more notation
	
	written as fractions, decimals, or percentages, Complementary events
	


	probability density, ... then find probability by finding the area
		function, Probability density functions can be used for continuous data
	
	never equaling 0, The normal distribution is an “ideal” model for continuous data
	


	probability distributions, General formulas for linear transforms, Variance, All aboard the Love Train
		4X, Linear transforms describe underlying changes in values...
	
	binomial (see binomial distribution)
	
	continuous data, We need a probability distribution for continuous data
	
	geometric (see geometric distribution)
	
	large number of possibilities, We need to find Chad’s probability distribution, The probability distribution can be represented algebraically
	
	letters p and q, Finding the variance for our distribution
	
	new price and payouts, Fat Dan changed his prices
	
	normal (see normal distribution)
	
	of X + Y, Finding probabilities
	
	patterns, There’s a pattern to this probability distribution
	
	Poisson (see Poisson distribution)
	
	random variable X, Let’s calculate the slot machine’s variance
	
	standard deviation, Let’s calculate the slot machine’s variance
	


	Probability Distributions Up Close, We can compose a probability distribution for the slot machine
	
	probability tables, Step 3: Look up the probability in your handy table, Julie’s probability is in the table, Finding probabilities, Step 4: Find the confidence limits, Statistics Tables: Looking Things Up
		standard normal probabilities, #1. Standard normal probabilities
	
	t-distribution critical values, #2. t-distribution critical values
	
	χ2 (chi square) critical values, #3. X2 critical values
	


	Probability Tables Up Close, Julie’s probability is in the table
	
	probability trees, You can visualize conditional probabilities with a probability tree, Trees also help you calculate conditional probabilities, It’s time for one last bet
		hints, Trees also help you calculate conditional probabilities
	


	proportions, Chart failure
		probability, Predicting population proportion
	
	sampling distribution of, The sampling distribution of proportions
		distribution of Ps, Find the distribution of Ps
	
	expectation of Ps, So what’s the expectation of Ps?
	
	variance of Ps, And what’s the variance of Ps?
	


	standard error of, And what’s the variance of Ps?
	




Q
	qualitative data, Categories vs. numbers
	
	quartiles, Quartiles come to the rescue
		interquartile range, Quartiles come to the rescue
	
	lower, Quartiles come to the rescue, Quartile anatomy
	
	middle, Quartiles come to the rescue
	
	upper, Quartiles come to the rescue, Quartile anatomy
	


	questionnaires, bias, Sources of bias
	


R
	random number generators, How to choose a simple random sample
	
	random variables, We can compose a probability distribution for the slot machine
		adding, Add E(X) and E(Y) to get E(X + Y)...
	
	continuous, Probability = area
	
	independent, Subtracting aX and bY
	
	subtracting, ... and subtract E(X) and E(Y) to get E(X – Y)
	


	randomization, #3. Experiments
	
	randomized block design (experiments), Designing your experiment
	
	range, Use the range to differentiate between data sets, Finding the position of the upper quartile, We need a probability distribution for continuous data, ... then find probability by finding the area
		basketball scores, Measuring the range
	
	calculating, Use the range to differentiate between data sets
	
	lower bound, Use the range to differentiate between data sets
	
	outliers, The problem with outliers
	
	problems with, The problem with outliers
	
	quartiles, Quartiles come to the rescue
	
	upper bound, Use the range to differentiate between data sets
	


	regression (see correlation and regression)
	
	replication, #3. Experiments
	
	response variable, Exploring types of data
	
	right-skewed data, Finding the median, Finding the median
	
	roulette, Roll up for roulette!
		black and even pockets, Conditions apply
	
	board, Roll up for roulette!
	
	how probability relates to, What are the chances?
	
	independent events, More on calculating probability for independent events
	
	measuring probability, What are the chances?
	
	P(Black | Even), We can find P(Black l Even) using the probabilities we already have
	
	P(Even), Step 2: Finding P(Even)
	
	possibility space, Find roulette probabilities
	
	probabilities, Find roulette probabilities
	
	probability of ball landing on 7, What are the chances?
	
	sample space, Find roulette probabilities
	




S
	samples, Test a gumball sample, not the whole gumball population, ...or even systematic sampling
		(see also estimating populations and samples)
	
	biased, Sometimes samples can be biased
	
	designing, How to design a sample
	
	mean, Point estimators can approximate population parameters, Point estimators can approximate population parameters
	
	space, Find roulette probabilities
	
	survey, Test a gumball sample, not the whole gumball population, ...or even systematic sampling
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	incorrect sampling unit, Sources of bias
	
	increasing sample size, ...or even systematic sampling
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	subtracting random variables, ... and subtract E(X) and E(Y) to get E(X – Y)
	
	X1 + X2 and 2X, Observation shortcuts
	


	Who Wants To Win A Swivel Chair, You’ve mastered the geometric distribution, Expectation and variance for independent observations
		expectation and variance, Binomial expectation and variance
	
	generalizing probability for three questions, Generalizing the probability for three questions
	
	generalizing the probability, Let’s generalize the probability further
	
	probability of getting exactly three questions right, Binomial expectation and variance
	
	probability of getting exactly two questions right, Binomial expectation and variance
	
	probability of getting no questions right, Binomial expectation and variance
	
	probability of getting two or three questions right, Binomial expectation and variance
	
	should you play or walk away, Should you play, or walk away?
	


	width of data, Measuring the range
	


X
	X + Y Distribution Up Close, How’s the combined weight distributed?
	
	X - Y Distribution Up Close, How’s the combined weight distributed?
	


Z
	z-scores, What if we need a baseline for comparison?
		calculating, Use standard scores to compare values across data sets
	
	interpreting, Interpreting standard scores
	






About the Author
Dawn Griffiths started life as a mathematician at a top UK university. She was awarded a First-Class Honours degree in Mathematics, and was offered a university scholarship to undertake a PhD studying particularly rare breeds of differential equations. She moved away from academia when she realized that people would stop talking to her at parties, and went on to pursue a career in software development instead. She currently combines IT consultancy with writing and mathematics.

When Dawn's not working on Head First books, you'll find her honing her Tai Chi skills, making bobbin lace or cooking nice meals. She hasn't yet mastered the art of doing all three at the same time.

She also enjoys traveling, and spending time with her lovely husband, David.


Head First Statistics

Dawn Griffiths


Editor
Brett McLaughlin

Editor
Sanders Kleinfeld

Copyright © 2009 Dawn Griffiths

Head First Statistics
by Dawn Griffiths


All rights reserved.


O’Reilly Media books may be purchased for educational, business, or sales promotional use. Online editions are also available for most titles (safari.oreilly.com). For more information, contact our corporate/institutional sales department: (800) 998-9938 or corporate@oreilly.com.


	Series Creators:
	Kathy Sierra, Bert Bates

	Series Editor:
	Brett D. McLaughlin

	Editor:
	Sanders Kleinfeld

	Design Editor:
	Louise Barr

	Cover Designers:
	Louise Barr, Steve Fehler

	Production Editor:
	Brittany Smith

	Indexer:
	Julie Hawks

	Page Viewers:
	David Griffiths, Mum and Dad



Printing History:
August 2008: First Edition.
[image: image with no caption]



The O’Reilly logo is a registered trademark of O’Reilly Media, Inc. The Head First series designations, Head First Statistics, and related trade dress are trademarks of O’Reilly Media, Inc.
Many of the designations used by manufacturers and sellers to distinguish their products are claimed as trademarks. Where those designations appear in this book, and O’Reilly Media, Inc., was aware of a trademark claim, the designations have been printed in caps or initial caps.


While every precaution has been taken in the preparation of this book, the publisher and the authors assume no responsibility for errors or omissions, or for damages resulting from the use of the information contained herein.
No snorers were harmed in the making of this book, although a horse lost its toupee at one point and suffered a minor indignity in front of the other horses. Also a snowboarder picked up a few bruises along the way, but nothing serious.


[M]


O’Reilly Media
1005 Gravenstein Highway North
Sebastopol, CA 95472 


2013-03-30T20:48:28-07:00



OEBPS/httpatomoreillycomsourceoreillyimages1487020.png.jpg
P(Even given Black)

18

0:556 o il places)





OEBPS/httpatomoreillycomsourceoreillyimages1487024.png.jpg
Because we've trying to find the
probability of A given B, were only
intevested in the set of events
where B oteurs.

SR

P(B) 7

\

PANB





OEBPS/httpatomoreillycomsourceoreillyimages1488306.png.jpg
= E(x-x)y-y)
E(x - %)





OEBPS/httpatomoreillycomsourceoreillyimages1487022.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487638.png.jpg
Hello, and welcome back to Who Wants
To Win A Swivel Chair, Statsville's favorite
quiz show. Weve got some more fiendishly
difficult questions on tonight's show.






OEBPS/httpatomoreillycomsourceoreillyimages1487586.png.jpg
The first thing he said fo me
was how much he liked my shoes.
We're clearly made for each other.

We've not entively sure
5~ whekher she's veferring to

her date or her shoes, but
at least she's happy





OEBPS/httpatomoreillycomsourceoreillyimages1487636.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487632.png.jpg
Fach adults weight is 3"
ent dosevvation of %

ndegend:





OEBPS/httpatomoreillycomsourceoreillyimages1487708.png.jpg
Stay nice and relaxed,
and this wor't hurt a bit.





OEBPS/httpatomoreillycomsourceoreillyimages1487016.png.jpg
But we've

already dore this;
i's just the probability of
getting black and even.






OEBPS/httpatomoreillycomsourceoreillyimages1488312.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487232.png.jpg
Cheeky Sherbet Ruby Toupee Frisky Funboy





OEBPS/httpatomoreillycomsourceoreillyimages1488316.png.jpg
X
X % x
X A T

X x %

* X X

M x X & X
* x X X
e >






OEBPS/httpatomoreillycomsourceoreillyimages1487018.png.jpg
Black

i

|\

Even

12

s
e ean

| aeea—e o 103
e otet s Wtk

We alvea
read
h ¥ knoy
e potkel s ge

We vant

The prababiity

Lhak, the potket s evem

gven Bt

Black

s blatk

10 ok ok

AT

) Even





OEBPS/httpatomoreillycomsourceoreillyimages1486504.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487706.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486730.png.jpg
1 1122222 3(3)31 31 32 32 32 32 33 33

1§ we add another 2-year—old
4o the class, the median becomes
3 But what sbout the adults?

33





OEBPS/httpatomoreillycomsourceoreillyimages1488012.png.jpg
For a tonfidence level of P50, the

rababity here s OF






OEBPS/httpatomoreillycomsourceoreillyimages1486726.png.jpg
frequency

Age of Little Duckling classmates

One yen? o
data here

Y

Another grou?
of data heve

The mean and

median are here.
2 3 /\/ 31 32 &

4 3 34 age





OEBPS/httpatomoreillycomsourceoreillyimages1488006.png.jpg
ol sy
nding 3 onbidence inteval for

This is the same formala a5 for _2T=X- pE findng 3 1 dossion £ X

Z—ubtratt. the mean and dide i e shandar

by the standard devighion shin t—The






OEBPS/httpatomoreillycomsourceoreillyimages1487474.png.jpg
Hello? T thought we.
were going to find
some probabilities.
How does this help?






OEBPS/httpatomoreillycomsourceoreillyimages1486722.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487246.png.jpg
the! Trisky Funhoy Cheeky Sherbet Ruby Toupee
Other

For both of these, Frisky Funboy @
@ has Ruby Toupee on his vight, sngd

heeky Sherbet Cheeky Sherbet on bis |eft TFrisky Funhoy
Cl





OEBPS/httpatomoreillycomsourceoreillyimages1488002.png.jpg
Small values of
v always make.
my tail look big.

The exact shape of the t=
dishribubion depends on the size

L of the sample and the value of V
o The bwo are velated






OEBPS/httpatomoreillycomsourceoreillyimages1487476.png.jpg
x)

P> el
( 4o the avea hee

>0
3





OEBPS/httpatomoreillycomsourceoreillyimages1487648.png.jpg
You're saying the normal
distribution can approximate.
the binomial? T thought the
Poisson did that. What gives?






OEBPS/httpatomoreillycomsourceoreillyimages1488004.png.jpg
Hv) means we've using the t-distributior

T is bhe st stabici. Youll s how __ T ~ ebrine
et o e Yo o =y T~ (V) & i v degrees of Freedom v





OEBPS/httpatomoreillycomsourceoreillyimages1488298.png.jpg
T'm sure we'd be able
to find a if we knew
one of the points it
should go through.






OEBPS/httpatomoreillycomsourceoreillyimages1486720.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488300.png.jpg
B0l 2 decimal places)






OEBPS/httpatomoreillycomsourceoreillyimages1486990.png.jpg
The intevsection
[ heeisANB

oty






OEBPS/httpatomoreillycomsourceoreillyimages1487238.png.jpg
3 ways

| o

rly one horse ¢an
tvoss the Liish line
Fiest, but it can be
any of the three

horses.






OEBPS/httpatomoreillycomsourceoreillyimages1487472.png.jpg
Tx)

1)

Thislne

the amourt

The prob

-

s the

by s constart
nd then it drop

probabiity density
o6 Eime lie vaits

1o 0 bet:

Frequency

Funttion for
Tor hev dates
{he First 20

ause she leaves

These ave the
same basie shape

e

e

T ——





OEBPS/httpatomoreillycomsourceoreillyimages1487608.png.jpg
X~Np,0’) and  Y~Nfp,0)





OEBPS/httpatomoreillycomsourceoreillyimages1487234.png.jpg
Yes, you can expect to win
$168 on this bet, but the house
is still going fo win 5/6 times
You play. Do you feel lucky?>






OEBPS/httpatomoreillycomsourceoreillyimages1488302.png.jpg
<

attendance (100's)

EY

a0

30
¥ = 15.80 + 5.32x

2

(I R R A |
sunshine (hours) X





OEBPS/httpatomoreillycomsourceoreillyimages1487236.png.jpg
A three-horse race? How
likely is that? Most races will
have far more horses taking part.






OEBPS/httpatomoreillycomsourceoreillyimages1488304.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487640.png.jpg
We've got some more great questions lined
up for you today, so let’s get on with the show. In
this round T'm going o ask you forty questions, and you
need to get thirty or more right to get through to the
next round. Or you can walk away and take a consolation
prize. For each question there are four possible answers.
The title of this round is "Even More About Me."
Good luck!






OEBPS/httpatomoreillycomsourceoreillyimages1487606.png.jpg
That means that if we
know the distribution of X
andY, we can figure out the
distribution of X + Y too.





OEBPS/httpatomoreillycomsourceoreillyimages1486774.png.jpg
Here's the outlier
on the thart.

N

1 2 3 4 5 10





OEBPS/httpatomoreillycomsourceoreillyimages1487484.png.jpg
0.05





OEBPS/httpatomoreillycomsourceoreillyimages1487282.png.jpg
This is the total
namber of objecks \’“P
= n!

is is the romber of —_—
Ty:;t.o:; ot o Bl A (n-r)






OEBPS/httpatomoreillycomsourceoreillyimages1487968.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487974.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487658.png.jpg
np
We can use the noemal distribution d
approximate bimowial probabilities when v
L/ e ave both gveater than These
Talues of m gy and g gue s 3 ricer smooth
hare hat's pretty dose & the normal-






OEBPS/httpatomoreillycomsourceoreillyimages1487818.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487820.png.jpg
“This is awesome!
We have a lot of
impressive statistics
we can use in our

advertising






OEBPS/httpatomoreillycomsourceoreillyimages1486936.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486940.png.jpg
i ething 3
There's ane 3y oiaavomb

e
ity = number of ways of winning <~ 7 ], and there 2"

number of possible outcomes





OEBPS/httpatomoreillycomsourceoreillyimages1487650.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487478.png.jpg
L

. e avea vepresents ot
b must be e

N probabiiy o
= bl





OEBPS/httpatomoreillycomsourceoreillyimages1487280.png.jpg
This is the same
answer ve got
earlier






OEBPS/httpatomoreillycomsourceoreillyimages1487298.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487822.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486944.png.jpg
or j A
I BN
Therds a 31 herer
37

The ackual size of the civtle isnt important
o docw't indicate the reldtive probabiliby
8 an cvent octurving The key thing

is whi
it includes and extludes:

/_ fheve ave 31 other

possile everts’ the
potkets hat arent
Tark of cvert A






OEBPS/httpatomoreillycomsourceoreillyimages1486942.png.jpg
Probabili
et ¢t = P(A) = n(a)

n(s)._ ™ umber of
=" possible ovteome®





OEBPS/httpatomoreillycomsourceoreillyimages1487964.png.jpg
L
196 < = < 106
05





OEBPS/httpatomoreillycomsourceoreillyimages1487302.png.jpg
=)l





OEBPS/httpatomoreillycomsourceoreillyimages1487656.png.jpg
o 1 2 3 4 5 6 7 8 95 10
Out of all these distributions, this s the one that can best be
approsimated by the rornal distrbation When n = 20 and p = 0%,
‘the shape of the distribution i very sinilar to that of the normal.

01234567891011121314151617181920






OEBPS/httpatomoreillycomsourceoreillyimages1487966.png.jpg
X-u
i e Yo th llhand —3 186 <=

. <% e o oo
side of the ineayality

You the vighthand side

<196
1.96 x <X-u S s
i X< tu

This is what you 3¢t 1 you
R-o38 < <X 058 & g b s of e
ineualidy together g3in





OEBPS/httpatomoreillycomsourceoreillyimages1487420.png.jpg
e

P(X

The shape of the P

U deends

o diskributior

sson

s on the value of A





OEBPS/httpatomoreillycomsourceoreillyimages1487112.png.jpg
It's great that we know our chances
of winning al these different bets, but
dor't we need to know more than just

probability to make smart bets?





OEBPS/httpatomoreillycomsourceoreillyimages1487978.png.jpg
That's fantastic news! That
means T can update the fine
print on our advertisements.
That should hardle any lawsuits






OEBPS/httpatomoreillycomsourceoreillyimages1487986.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487110.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486794.png.jpg
@OGOGOC]

I.ower Lower Medlan Upper Upper
bound  quartile quartile bound





OEBPS/httpatomoreillycomsourceoreillyimages1486804.png.jpg
ey

I L P is the value W of the

* iy through your data





OEBPS/httpatomoreillycomsourceoreillyimages1486792.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486640.png.jpg
Number of Players Under a Particular Age
10000

7500

5000

2500

00
0 10 20 30 40 50 60 70 80 % 100

Hours





OEBPS/httpatomoreillycomsourceoreillyimages1487654.png.jpg
1 2 = -

s
g disbribkion s syemebricah bt W
it o pick ot 2 amooth bell-shaped
e 15 sl that ving the rormal
ertiubion o appromate the world be






OEBPS/httpatomoreillycomsourceoreillyimages1487288.png.jpg
20! 6,840

.

1.140





OEBPS/httpatomoreillycomsourceoreillyimages1487972.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486988.png.jpg
Black Even Black Even

10 + 10 - 10

V\"\\:__ The intersection bere \

was intluded twice
P(Black N Even)

=0.263

only reed

v::‘ ,,E‘ hese, 50
\eXs bbratt
" % them





OEBPS/httpatomoreillycomsourceoreillyimages1487970.png.jpg
X-u
<196
05 o This gives

This gues you the left — 196«

hand side of the ineauality You the vight hand side

1,96 < <196
05 05
196x 05 1&1 X-u< 196 x05
098 +u<X X< 098 +u
n< X+098 X-098 <p

X-098<u<X+098





OEBPS/httpatomoreillycomsourceoreillyimages1486488.png.jpg
Your braip thinks
THis s mpor-{ant.





OEBPS/httpatomoreillycomsourceoreillyimages1487284.png.jpg
T never said anything about the
horse order. Just guess which
horses are in the top three and
Tl make it worth your while...






OEBPS/httpatomoreillycomsourceoreillyimages1486986.png.jpg
Black Even

P(Blac P(Even)

10 10






OEBPS/httpatomoreillycomsourceoreillyimages1486984.png.jpg
T guess this means
we're sharing

o
Black © Even

Some of the potkets
“ive both black and even





OEBPS/httpatomoreillycomsourceoreillyimages1486790.png.jpg
Outlers ave ahiays extreme high
or low values, and the intevaartil

/\ vange Mﬁe oy

Jv\






OEBPS/httpatomoreillycomsourceoreillyimages1487652.png
03 e

p=05
021

01234567891011121314151617181920





OEBPS/httpatomoreillycomsourceoreillyimages1487882.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487958.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488408.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487886.png.jpg
e
< ok 5u..\\;a\\s
(Zg) X ma w\‘zt
EX)=p x,

Var(X) = 0F  e——-
EX) =

Var(X) = a2

The mumber of gurballs
i cath patket. follows
Ehe same distribution





OEBPS/httpatomoreillycomsourceoreillyimages1487956.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487182.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487180.png.jpg
X = (original win) - (original cost)

e The orignal game cost i

= (original win) -

This gves us the winnings of the
& .,.\5‘3;: game in berms of X

(original win) =

We can substitute in
our expression for the
original innings. = x e

5 (original win) - (new cost)

TN S0 = 5K + 3 There's 2 definit
velationship between X and Y.





OEBPS/httpatomoreillycomsourceoreillyimages1487440.png.jpg
PIX=5%)= ¢’ \"
o
e 7 Eh
sl
% % 9145625
120
=¢*" 20838
.0b7

"






OEBPS/httpatomoreillycomsourceoreillyimages1487438.png.jpg
Expectation —> A o be like np

’\%/—/% np whelike NP

Variante —> A whelikc npq





OEBPS/httpatomoreillycomsourceoreillyimages1487534.png.jpg
u=o

N(71, 20.25) B bk we /\\
These areas are the samz,
e e of 2yet, >3 J[E \ NGO,

=~ it by caltulating th
;ﬁ z:::vﬁ:x s %
,,:'-‘,.."2_..—::5—
S /

T eh.s 4o this ——)





OEBPS/httpatomoreillycomsourceoreillyimages1486752.png.jpg
All Stars

coach

All three players have
the same average score
for shooting, but T need some.

way of choosing between them.
“Think you can help?

Al thvee players had

Lhe same VX%
Stove in the bridls
o how should the
oath detide which
1o 7tk






OEBPS/httpatomoreillycomsourceoreillyimages1487554.png.jpg
You ean find
Lables in the
batk of the

Here's the
vow for

—15x, &

where x is

some. number.

rormal probabiity

Here's the column for

3Ppendin at the Ob, the setond detimal
book Plae for =
Y Y
T [ w [ o [ o [ o [ o [ o [y o [ = [ =
BT I I I I I ) o007 | o003 | oone
53 | o005 | o005 | oo0s | ooos | ooos | ooor | odfa | oous | oous | oo
33 | o007 | o007 | o005 | oo0s | oo0s | oaos | odps | oous | oous | oous
1| oo | ooor | oo | ooos | ocoe | oooe | ocfe | oooe | ooor | 007
30 | oo | oo [ oo | ooz | oo | oon | ofi [ oon [ oo [ oow
=29 | oow | oo | oo | oo | oo | oo | ofs | oos | oo | oo
20 | oo | oozs | ooes | oo | ooss | ooz | o | ooer [ oom | oow
<27 | ooss | ooas | oous | oouz | oosr | ooo0 | o | ooze | oo | oome
=26 | oo | oos | coss | oos | oour | ooso | offs | oove | oowr | oo
ooez | oos0 | ooss | oosr | ooss | wose | oz | oosr | cors | ous
ooez | oos0 | oore | oors | oo | oo | s | ooss | coss | ous
0| oioe | ooz | oo | oore | oore | o1 | ooes | oowr | wome
o7 | oms | oz | o | oms | o | ofs | one | om | ono
oy | o | oo | oes | oz | oe | ofe | om0 | o | o
waze | vz | oo | ome | oeor | oaor | ofr | ows | oes | o
o207 | omm | owe | oass | oaer | oass | oo | oser | oz | oom
o5 | ow | woas | ows | ouv | ooee | ofs | oowr | ooor | omwe
oass | oas | owr | oure | oar | cao | ofe | osed | owrs | oo
Gsis | o5 | osas | osie | osos | ows s 1y ouss
o5 o | o | oser
S oo | o | ore | oee | o | o os | oo | oem
o9se | ors1 | ova4 | one | ovor | osss | cwss | omsa | ome | oer
wsi | o | w2 | s | vors | aose | v | 20 | oo | omes
w57 | aoas | o | awvz | awn | oz | amo | ame | awe | awo

This is wheve
15 and O
meet. [£ ges
the value of
PZ <.





OEBPS/httpatomoreillycomsourceoreillyimages1487722.png.jpg
ReThs sample...





OEBPS/httpatomoreillycomsourceoreillyimages1488248.png.jpg
Attendance is
on bhe y-axis

attendance (100’s)

., Coneert Attendance and Sunshine
X
X

X %

A These ave all the data ponts

50

W

30

2

o 1 2 3 4 s & 7

4 1 Surshine i on the x-ais

sunshine (hours)





OEBPS/httpatomoreillycomsourceoreillyimages1487726.png.jpg
frequency

Representative Sample
c Sample and
Population have a
N similar shape






OEBPS/httpatomoreillycomsourceoreillyimages1487770.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486758.png.jpg
Points scored per game

10 |1

30

Frequency

3 |1






OEBPS/httpatomoreillycomsourceoreillyimages1487766.png.jpg
So are you saying that
the mean of the sample
exactly matches the mean
of the population?





OEBPS/httpatomoreillycomsourceoreillyimages1488250.png.jpg
attendance (100's)

T s s 7 8

sunshine (hours)





OEBPS/httpatomoreillycomsourceoreillyimages1487952.png.jpg
and b so that this
o prababiiy of O

Ve war to chaese 3
avea vepreserts

These two aveas need +o add up to 3
obability of 0.05, so that's 0025

Cor eath +ail.





OEBPS/httpatomoreillycomsourceoreillyimages1487768.png.jpg
———

& to estimate the_=)
Point estimators us <
ﬂw‘:MA s use Population parameters.





OEBPS/httpatomoreillycomsourceoreillyimages1487068.png.jpg
With substitug
PA | B)=PANE) this Fm‘uhw"’

o)

ula.

On page 127, we found PIA 1 B) = P(A) x P(B | A). And on the
previous page, we discovered P(B) = P(A) x P(B | A) + PA) x P(B |
A)

If we substitute these into the formula, we get:
PA | B)= P(A) x P(B | A) o
P(A) x P(B | A) + P(A") x P(B | A) ‘o2






OEBPS/httpatomoreillycomsourceoreillyimages1487066.png.jpg
P(A)

P(A)

P@ \A)

To find P(B), add the

PB‘\A —B!
probabilities of these

Drmhes together

PE \ A)

PE® \AT —g





OEBPS/httpatomoreillycomsourceoreillyimages1487880.png.jpg
Continuity correction = £1

n





OEBPS/httpatomoreillycomsourceoreillyimages1488404.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487114.png.jpg
Georse

05 Diner
Fred
- Diner
05
Ron a% Halian
1
—————————————— [talian
05 Diner
os
Italian

05 Mk





OEBPS/httpatomoreillycomsourceoreillyimages1487888.png.jpg
This s the mean of the samtles

7 Bach X s an indeperdent. / oo wean runber oF quoals i
& duseviation of X 50 cath e packets
ackek has the same X =
. et op ok ex,
Lox- the mumber of quballe W
E(X,) = 4 E00)E
Var(X,) = o? L) = W

Var(X )






OEBPS/httpatomoreillycomsourceoreillyimages1488406.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487104.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487118.png.jpg
$1 for each game
$ ¢ g=tn
$ Sﬁ 3 (any order) = $15

B55-i
@O@- 15






OEBPS/httpatomoreillycomsourceoreillyimages1487954.png.jpg
So does that mean we use
the normal distribution to
find the confidence interval
for u?





OEBPS/httpatomoreillycomsourceoreillyimages1487436.png.jpg
Why should T care? Why
would T want o do that?






OEBPS/httpatomoreillycomsourceoreillyimages1488192.png
= (016167 + (198-16T/167 + (926177167 + (25-1617/167 + U32-16TF/167 + (248-16T/16]
= (-b0P/I6T + GIF/I6] + (15F/161 + (4LV/167 + (-357/16] + (@Y /167

= (3600 + 9| + 625 + IT64 + 1225 + b5b1)/167

= 14T36/167

=824





OEBPS/httpatomoreillycomsourceoreillyimages1486628.png.jpg
No. Levels Completed per Game

2
5
8 . Represents 10 games
g
g
& Each level is a whole
H umber, so the bar
Lo level 3 goes from
251035





OEBPS/httpatomoreillycomsourceoreillyimages1487528.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488094.png.jpg
Decide on the
hypothesis you're going
to tost

Choose your test
statistic

Determine the critical
region for your decision
d the p-value of the
tost statistic

See whether the
sample result is within

the critical rogion






OEBPS/httpatomoreillycomsourceoreillyimages1486626.png.jpg
No. Levels Completed per Game

Frequency Density

1 Ao Level
~05 40 05 vepresents 0 levels, as all
values within this vange vourd fo 1.





OEBPS/httpatomoreillycomsourceoreillyimages1486766.png.jpg
Both data sets above have the same
range, but the values are distributed
dif ferently. T wonder if the range really gives
us the full story about measuring spread?






OEBPS/httpatomoreillycomsourceoreillyimages1487552.png.jpg
Here's the
vow for

2= 32y 7

where x is

some number.

Here's the olumn for
O, the setond detimdl
place for =

o | o
‘0003 _| oooz

000t | o003

0005

o007y ~a7

=30 | oo | oo | oo | ooz | ooz | oon | oon | eon | ooio | w00
=25 | oow | oo | oo | oo | oo | oo | oos | oois | oo | oo
28 | ovzs | o025 | oz« | oozs | oozs | oozz | oo | oomr | oo20 | 0w
27 | ooss | ooaa | ooss | oosz | oom | oos | ooz | oues | oo | ovae
26 | ooz | ooss | ooas | oo | ooar | ooio | 00w | oowe | oo | oose
25 | oos2 | oo | ooss | oo | ooss | oose | oose | oosi | oos | ooas
24 | oosz | ooso | oors | oors | oora | oon | oes | oose | oose | ooea

This is where
32 and 01
meet. [ gives
the value of

P(Z < 2.






OEBPS/httpatomoreillycomsourceoreillyimages1487442.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488198.png.jpg
These are the
outeomes you get foy

cach of the games. )

Croupler A [ Croupier B_| Croupier C y
secve
Win |43 49 2 These are the 0:7:
Draw |8 2 5 vl for 32
the trovpiers:
Lose |47 I 30






OEBPS/httpatomoreillycomsourceoreillyimages1486672.png.jpg
W is 2 itk vaY OF
“and s0 on” I okher

d
o ey on 2808 75

The
sayin

words,

Sum
X, +x,
LA F X, E X, F X,





OEBPS/httpatomoreillycomsourceoreillyimages1488196.png.jpg
s the
cturences éyz o
ol

P is the probability of suece:
55, or

the proportion
Population. of sutcesses in the

Binomial

Distribution | Condition v 4
T

You know what p s V=n-

You don't know what p is, and
you have to estimate t fom
ihe observed frequencies

Poisson

You know what A s

You don't know what A is,and |v=n-2
you have to estimate it fom
the observed frequencies

Normal

o kowwhatpandorare (V=1

You don't know what  and
are, and you have to estimate
them from the observed
| frequencies

nis the
fotal mumber
of cbserved
Frequenties





OEBPS/httpatomoreillycomsourceoreillyimages1487530.png.jpg
“gauash” the distribution

oy diding by e
standard dumt\y
M






OEBPS/httpatomoreillycomsourceoreillyimages1487532.png.jpg
P . [m mean of X
X is the variable

whebyng bo fnd Z = XK = M
probabilties for "o

Ii I;c;bndavd deviation





OEBPS/httpatomoreillycomsourceoreillyimages1487938.png.jpg
Qather than ge 3 precie estimate for
"ue con say that the

L the popslation mein
B e wean bk e 2 and b






OEBPS/httpatomoreillycomsourceoreillyimages1486898.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487688.png.jpg
= 0.b5





OEBPS/httpatomoreillycomsourceoreillyimages1486906.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486902.png.jpg
.
Y (x-H)
Y





OEBPS/httpatomoreillycomsourceoreillyimages1487190.png.jpg
x - =

PX= 05 [od
2x = =
P@X=2x) |09 |01

S

The amounts here 3¢

ltilied by 2 The

ebabiibes sy the 27
as before

Now pays
double!






OEBPS/httpatomoreillycomsourceoreillyimages1487250.png.jpg
That's easy. There are 6 arimals, so
there are 61 ways of ordering them.





OEBPS/httpatomoreillycomsourceoreillyimages1487088.png
Well, you make ro
difference to me either. T
dor't care whether you're.
there or not. T guess this

means we're independent

You think T care about
your outcomes? They're
irrelevant o me. I just carry
on like youre rot there






OEBPS/httpatomoreillycomsourceoreillyimages1487188.png.jpg
So do linear transforms give me a quick way
of calculating the expectation and variance
when T want to play multiple games?






OEBPS/httpatomoreillycomsourceoreillyimages1487262.png.jpg
of

There are n oby
n objects in total
s wheve & av ke the rumber

—~
s jven by v/

1§ you have n
aevangements

L of the dbjetts are alike. > k!





OEBPS/httpatomoreillycomsourceoreillyimages1487696.png.jpg
40 times a year?! If the ride
breaks down on someone’s
wedding day, they!l suel






OEBPS/httpatomoreillycomsourceoreillyimages1486900.png.jpg
16 3 vaue i within | standard
deviakion of the mean Ws

ihin £his ave3, heve—
e eal pavk of the dat3






OEBPS/httpatomoreillycomsourceoreillyimages1488114.png.jpg
So you still don't
believe me? Thirk you
can have another shot
at me? Bring it orl






OEBPS/httpatomoreillycomsourceoreillyimages1488176.png.jpg
& has this sort of shape if V
is areater than . The lavaer

[  betomes, the more normal
the o distribution aets.
——






OEBPS/httpatomoreillycomsourceoreillyimages1487512.png.jpg
mal distribution applies ¥

1§ the ot
o sce if you can find what

Jour b
jon ave

T won and standavd deia®
You'll need these ‘e bore you can find
oo peababilites You dio vecd 4
YPW ook what avea you reed find.

© Grab your distribution and range

Den't worvy sbost £his for nowi
ou how o do B

g
© Standardize it N

Once you'
o te tra

Protabit. s wing hand
ity tables. Jop g
Job demel ~ _\(

© Look up the probabilities





OEBPS/httpatomoreillycomsourceoreillyimages1488226.png.jpg
Column 1

You need o caleslate

the Frequenties o
Ehese hel rows

Row h

§— You con Figure aut vow b

using the Column total,





OEBPS/httpatomoreillycomsourceoreillyimages1487760.png.jpg
. mean, men! They're all
the same. Once youve met
one, youve met them alll





OEBPS/httpatomoreillycomsourceoreillyimages1488180.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488054.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488236.png
Observed | Expected | (0 - E)*

E
375 3823 (375-382.3)7/382.3 = 53.29/382.3 = 0139
379 3745 (379-374,6)11374.6 = 19.36/374.6 = 0.005
% 431 (46431)/43.1 = 8.41/431 = 0195
367 3536 (367-353,6)7/353.6 = 179.56/353.6 = 0.508
33 3465 (33b-3465)/3465 = 110.25/34b5 = 0318
37 39 (31-39.95/399 = 8417399 = 02l
357 3631 (351-3631/3631 = 31.21/363] = 0102
362 3559 (362.-395.9)*/355.9 = 31.21/3%59 = 0105
4 4lo (41-417/41 = o/4 = 0
20 = 2300 | £E = 2300 Z“’ ) = 1503






OEBPS/httpatomoreillycomsourceoreillyimages1486896.png.jpg
Player 1

These ¢ the
andard 20

for the kwo
payers
z
2 =025
4 .5
185 difbieut 4o Bt ve ean 4
compare these two Compare them with
data sets diveetly oo

Super—generic data
distribution Z






OEBPS/httpatomoreillycomsourceoreillyimages1487120.png.jpg
‘The amount of money
you can win looks tempting, but
Td like to know the probabilify of
getting any of these combinations
before playing.






OEBPS/httpatomoreillycomsourceoreillyimages1487900.png.jpg
1§ the population mean is 10 gumballs
per packet, you can expect the sample
l/ Tean & be 0 gumball per packet oo






OEBPS/httpatomoreillycomsourceoreillyimages1487960.png.jpg
=~
p( 196« 2= < 196 ) = 0.95
05





OEBPS/httpatomoreillycomsourceoreillyimages1487122.png.jpg
Lemon

0.2

The probability of 2 cherry
appearing in this window is
0%






OEBPS/httpatomoreillycomsourceoreillyimages1487194.png.jpg
We have the same
expectation and

variance, but we're
separate events.





OEBPS/httpatomoreillycomsourceoreillyimages1487962.png.jpg
But don't we need a
confidence interval
for w2 How do find it?






OEBPS/httpatomoreillycomsourceoreillyimages1487186.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488190.png.jpg
Your sk statistie Fellin the cvitical vegion
o you coud vejeck the vll bpothess






OEBPS/httpatomoreillycomsourceoreillyimages1488230.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488222.png.jpg
T wonder what happers
if you have a different size
contingency table? How

doyou find the rumber of
degrees of freedom then?






OEBPS/httpatomoreillycomsourceoreillyimages1488118.png.jpg
Are you kidding me?
If we have fo calculate
probabilities using the
binomial distribution, we'll
be here forever.






OEBPS/httpatomoreillycomsourceoreillyimages1488256.png.jpg
This ¢hart shows -
( vandom patterm s
there's o tovvelation

X X
X






OEBPS/httpatomoreillycomsourceoreillyimages1486756.png.jpg
Points scored per game | 7

[s 1o ]n

Frequency [1

[2 ] 2






OEBPS/httpatomoreillycomsourceoreillyimages1487510.png.jpg
£
/%\ The shaded area gives the
/. A probability bebween that X is
N\ bebween 3 and b






OEBPS/httpatomoreillycomsourceoreillyimages1486750.png.jpg
Dor't worry about the dinner,
Mother. When you have an oven
with a lower standard deviation,
youll never burn arythirg again.






OEBPS/httpatomoreillycomsourceoreillyimages1488252.png.jpg
attendance (100's)

s s 7 8

sunshine (hours)





OEBPS/httpatomoreillycomsourceoreillyimages1488122.png.jpg
Here we've standardizing
N0, 9

z=x-90 Z=N@©, 1)

X is the mumber of patients
eured, in our ¢35e GO,





OEBPS/httpatomoreillycomsourceoreillyimages1488188.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488194.png.jpg
So can you use the %* goodness
of fit test with any underlying
probability distribution?






OEBPS/httpatomoreillycomsourceoreillyimages1487890.png.jpg
Sample mean X

Samples of X

Sample mean X

Eath sample contairs
 patkeks, st ke
the previous one

Sample mean X

This is he mean rumber
of qunball per packet i
Bhiseanrle





OEBPS/httpatomoreillycomsourceoreillyimages1487514.png.jpg
X ~ N(71, 20.25)
This is £he graph of ’

X~ NC1l, 20.25).





OEBPS/httpatomoreillycomsourceoreillyimages1487762.png.jpg
T don't care how long flavor lasts in the sample.
Wht I do care about is flavor duration in the
population. That way, T can say how much longer our
gumballs last than the competing brand.

/7 Mishey Gumball’s pugilistic CEQ





OEBPS/httpatomoreillycomsourceoreillyimages1487176.png.jpg
Do you mean to fell me we have fo
run through complicated calculations
each fime Fat Dan changes his prices?





OEBPS/httpatomoreillycomsourceoreillyimages1486882.png.jpg
standard deviation = [ S((LIx) = (1)’
=3P G-y
=10 [S-p?

= 1| imes original standavd d






OEBPS/httpatomoreillycomsourceoreillyimages1487704.png.jpg
=515 - 40
632
=182 (4o 2 detimal places)





OEBPS/httpatomoreillycomsourceoreillyimages1486506.png.jpg
Q%agen your pencil





OEBPS/httpatomoreillycomsourceoreillyimages1486878.png
Player 3

Score |3 6 0 i 13 0
Frequency | 2 1 3 1 1 1
Vriante = 23 4 8 + 2T +3007 4 I+ 14300
[
= 843498430041+ 194900 |
m
= %927
Standard Deviation =V&9.27 = 7.02






OEBPS/httpatomoreillycomsourceoreillyimages1487046.png.jpg
But that's a similar problem fo the
one we had before. Do you mean we have
to draw another probability free and work
out awhole new sef of probabilities? Carft
we use the one we had before?





OEBPS/httpatomoreillycomsourceoreillyimages1487694.png
1.What is his favorite film

A: The Day of The Jackal (@ s: 1he 1talian Job

@ c: Lovrence of Arabia (@ o: 711 the President's Men

2.What is the favorite film of his cat

A: A Fish Called Wanda (@ ©: Curse of the Were-Rabbit

3.0n average, how much does he spend on suits each month

A: $1,000 @ =200

D: $4,000

How often does he have his hair cu

| EET N, ez
@ c: 1< times a month (@ o: Four times a month

What is his favorite web site

www fatdanscasino.com (@ 5: v oregs-iistnet

@ c: vvvyou-cubenet (@ o: vvvstarbuzzcoffee.com






OEBPS/httpatomoreillycomsourceoreillyimages1487050.png.jpg
P(Black | Even) = P(Black 1 Even)

P(Even)





OEBPS/httpatomoreillycomsourceoreillyimages1487174.png.jpg
If we knew what the expectation
and variance were, we'd have an idea
of how much we could win long-term.





OEBPS/httpatomoreillycomsourceoreillyimages1488208.png.jpg
xTotal Wins x  Total A

GrapeFotal — Grand Total

Total Wins x Total A

Expected frequency

Grand-1otal

Coand Tl





OEBPS/httpatomoreillycomsourceoreillyimages1488204.png.jpg
P(A) = Total A

Grand Total





OEBPS/httpatomoreillycomsourceoreillyimages1488206.png.jpg
E Back in chapter T, we sa%
P(Win and A) = Total Wins x  Total A / fhat for independent events
Total Wins « _ TotalA L& p(rB) =P * P(B).

Grand Total Grand Total





OEBPS/httpatomoreillycomsourceoreillyimages1486842.png.jpg
Remember that p

Average (distance’ = (1 to !
ge (distance)” = (1 10 p? + 2 0 ) + O 0 )"

P This dime we'e
adding topether three

L/ positive runmbers

SRS

=944+
3

= 12.67 {to 2 decimal places)






OEBPS/httpatomoreillycomsourceoreillyimages1488216.png
Observed | Expected | (0 - E)
E
43 44688 (43-44.688)1/44.688 = 2.85/44.688 = 0.064
8 588 (6-5.88)7/5.88 = 4.4944/5.88 = 0.764
47 47432 (4747 432)7147 432 = 0.187/47 432 = 0.004
49 4332 (49-43327/4330 = 5468/4332 = 0131
2 51 (2-5717/51 = 13.69/5.1 = 2402
m 4598 (44-45.98)"/45.98 = 3.9204/45.98 = 0.085
2 25991 (22-259907/1599L = 15Pb/ 15991 = 0413
5 342 (5-342)/342 = 2L4964/342 = 0130
30 27568 (30-271580)/21588 = 5817/21568 = 0.2
£0 =250 |ZE =150 Z Y - 5004

~

This s your best statistic






OEBPS/httpatomoreillycomsourceoreillyimages1488240.png.jpg





OEBPS/ad_files/strata_ebook_ad.jpg
Change the world with data.
We'll show you how.
strataconf.com

OREILLY"

Strata

CONFERENCE
Data Makes a Difference

Sep 25-27, 2013
Boston, MA

% CONFERENCE

i

L Bl| HApboorP

" . l #WORLD
i Oct 28 - 30, 2013

New York, NY

B P,

CONFERENCE
Making Data Work

Nov 11-13, 2013
London, England
A

O'REILLY

Spreading the knowledge of innovators.






OEBPS/httpatomoreillycomsourceoreillyimages1486664.png.jpg
What's wrorg with just calling
it the average? It's what I'm
used o,





OEBPS/httpatomoreillycomsourceoreillyimages1486518.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486876.png
Player 2 | Score £ 8 9 10 11 12 13

Frequency |1 1 2 2 2 1 1
Variante = T+ @+ 204 4 2000 + 207+ 12415
Io
= 49+ b4 41624200 + 242 + 144 + 169
_ oo
)
=3
Standavd Deviation n






OEBPS/httpatomoreillycomsourceoreillyimages1486816.png.jpg
Range

Inerquarile vange

"
Player F {
~

Lover baund 2 N e quartle A
Lower! o
wortge  Medin ound

>

2 28 30 2

0 2 4 6 8 10 12 14 16 18 20 22 24
Score





OEBPS/httpatomoreillycomsourceoreillyimages1486500.png.jpg
T wonder how
1 can trick my brain
into remembering
this stuff...





OEBPS/httpatomoreillycomsourceoreillyimages1487270.png.jpg
Number of arvangements = b/&— | group ot camels + 5 hovses + 2 zebras
[umber ments =

B2I G We breat the 3 howses as being alkes and the 2
2ebras. We don't need to divide by 51 for the 5

=70 ;

T tamcls e counting them as | object

b
=To

7
s





OEBPS/httpatomoreillycomsourceoreillyimages1487264.png.jpg
There are n obj
n objects in botal
a:ilmg n objects wheve § ok one

~n! The rumber of vays of arri
another tyre

& bype are alie, and s0 ave k

g of ane bype of ebject are alie, 77
) "1 <o ave k of another ype





OEBPS/httpatomoreillycomsourceoreillyimages1487192.png.jpg
f’l Fyolse —~— Tris s e
oth games - iice The w,“b\;
W vepresents w 2 y probaliies are &
(o) [Pov=wy Jost 10 =} y-i0
of two games 7 018 Joot Lnrele
P o
A when you by

ek -1 in one game
nd 5 in the other.





OEBPS/httpatomoreillycomsourceoreillyimages1486912.png.jpg
Let's hear it for the.
standard deviation,
our new team mascot!






OEBPS/httpatomoreillycomsourceoreillyimages1486502.png.jpg
1

Draeeete 822
Lave

can o™
g

s a





OEBPS/httpatomoreillycomsourceoreillyimages1487702.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487692.png.jpg
Sorry to see you go. It's been great
having you back as a contestant on the show,
but we've just had an urgent email from
someone called Dexter...






OEBPS/httpatomoreillycomsourceoreillyimages1488296.png.jpg
y (attendance) [22 [33 [30 [42 [38 [49 [42 [ss

x (sunshine)  [19 |25 azlaelu 55 |59 |7z|

-9 m? the
e aales |t's 3 bit ke inding
{he variance of a samtles

,/ it dniding by !

5.5 -4.3375)" +

We find Z(x

x =%
ABT5 + (18375 + (L1373 + (0.5

? + (286257

Note, ve don't use 02 (10 2 decimal places)
or § in this part prd

the eauation,





OEBPS/httpatomoreillycomsourceoreillyimages1487278.png.jpg
3xaxD) I we mltiply it by [T/, this
e il sl gve us the same ansver.

(17x16%..x3%x2x1)

20 x 19% 18 =20 x 19 x 18 x (17 x 16 x ...

& This is the same expression
weikben in evms of factorials.






OEBPS/httpatomoreillycomsourceoreillyimages1487266.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488242.png.jpg
Sweet! But s that
arain cloud T see

Feel that funky
rhythm, baby.





OEBPS/httpatomoreillycomsourceoreillyimages1488238.png.jpg
The more I use 1!
sandpaper, the less
chance there is of him
noticing my stubble.






OEBPS/httpatomoreillycomsourceoreillyimages1487480.png.jpg
Hx)

s avea musk be €

alto !





OEBPS/httpatomoreillycomsourceoreillyimages1487942.png.jpg
But what about > Why
don't we substitute ina
value for 12





OEBPS/httpatomoreillycomsourceoreillyimages1487482.png.jpg
f(x)

0.05






OEBPS/httpatomoreillycomsourceoreillyimages1486840.png.jpg
We need away of making all the
numbers positive. Maybe it work if
we square the distances first. Then
each rumber is bound fo be positive.





OEBPS/httpatomoreillycomsourceoreillyimages1487774.png.jpg
It occurs to me that we have a
symbol for the population mean and
one for its point estimator. I there
a symbol for the sample mean too?





OEBPS/httpatomoreillycomsourceoreillyimages1486498.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487444.png.jpg
E(X)=A Var(X) = A





OEBPS/httpatomoreillycomsourceoreillyimages1487550.png.jpg
Z ~N(0,1)

\

PZ <2 i this aves here. —y






OEBPS/httpatomoreillycomsourceoreillyimages1486630.png.jpg
Td really like fo be able fo see at a glance how many
people play for less than a certain number of hours.
Like, instead of seeing how many people play for
between 3 and 5 hours, could we have a graph that
shows how mary people play for up to 5 hours?





OEBPS/httpatomoreillycomsourceoreillyimages1488244.png.jpg
That's easy. We can find the mean
and standard deviation and look af he
distribution. That will tell us everything,





OEBPS/httpatomoreillycomsourceoreillyimages1486634.png.jpg
>
g
H
g
3
g
[
E
k]
3
E
3
o
hays st
Aw:l Lhe eumvlative

ooty 18 O

22500
20000
17500
15000
12500
10000
7500
5000
2500
00

st your k70

Running Total of Hours Played

15
Hours

20

25

3 cumolative
18,00





OEBPS/httpatomoreillycomsourceoreillyimages1488202.png.jpg
P(Win) = Total Wins

Grand Total





OEBPS/httpatomoreillycomsourceoreillyimages1488096.png.jpg
This is the The p-value is 0.056, so it's
eritical Fegion, \[ Just outside the exitical vegion

e

59 959%,





OEBPS/httpatomoreillycomsourceoreillyimages1487526.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486668.png
Specific ages of class attendees

19 20 20 20 21 —_— X, X, X, X, X,

"

Eath % veprese”
"1 the class 293¢5

eral ages of class attendees

s one






OEBPS/httpatomoreillycomsourceoreillyimages1487772.png.jpg
See this hat T'm wearing?
Tt means T'm a point estimator.
If you don't have the exact

value of the mean, then T'm the
next best thing.

T'm the population
mean, the real thing.

The point estimator for the
Population mean looks like the mean
itself, except i's topped with 3 A





OEBPS/httpatomoreillycomsourceoreillyimages1488246.png.jpg
Frequency

Open Air Concert Attendance

l[ Univaviate data for contert
abkendance tells you nothind

\a\wu\em hours of sunshine.
>

Attendance





OEBPS/httpatomoreillycomsourceoreillyimages1487710.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487274.png.jpg
There are 20 horses, so this
means there ave 20 vaYs

Tlig bhe fivst poston 1T 75
of Filling the setond, ard 18 vays
of filling the thivd.

! HHLE
T,





OEBPS/httpatomoreillycomsourceoreillyimages1487172.png.jpg
Inskead of payint ing 11 P.wcm me,
{he price has now gore uf &0 ?

The prizes are

em the wgna\ 1

$2 for each game
¢ ¢ ¢=4100

$ $ 3 (any order) = $75
8-t
OO0






OEBPS/httpatomoreillycomsourceoreillyimages1487268.png.jpg
Number of arvangements = 0] & There ave [0 animals
3lpl5) &—— We treat the 3 horses as being alike, and the 2
- 2¢bras, and also the 5 tamels
= 13,626,800
bx2x120
= 3,628,800
1440
—-167





OEBPS/httpatomoreillycomsourceoreillyimages1487646.png.jpg
Wouldn't it be dreamy if there was a

way of making other distributions as easy
10 work with as the normal? But T know it's
Just a fantasy






OEBPS/httpatomoreillycomsourceoreillyimages1487700.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487054.png.jpg
These ko partioes &
P(Black | Even) = P(Black N Even) o

P(Even)

» far we've only Tooked at the first part of the formula,
Black N Even), and youve seen that you can calculate

this using

P(Black ) Even) = P(Black) x P(Even | Black)

This gives us
P(Black | Even) = P(Black) x P(Even | Black)

P(Even)

So how do we find the next part of the formula, P(E

30 we can substitute P(Black) x P(Even | Black)
£or P(Black N Even) in our original formula.





OEBPS/httpatomoreillycomsourceoreillyimages1487698.png.jpg
Working out that probability
is gonna be tricky and time-

consuming. T wonder if we can take
ashorteut like we did with the
binomial.






OEBPS/httpatomoreillycomsourceoreillyimages1487048.png.jpg
818 Odd

Black
10118 Even
1018 odd
Red
818 Even

112 0

Green

)

119 00





OEBPS/httpatomoreillycomsourceoreillyimages1488098.png
fou

Decide on the
hypothesis you're going
to tost

Choose your test
statistic

Dotermine the critical
region for your decision

d the p-value of the
tost statistic

‘See whether the
sample result is within
tho critical region

e —






OEBPS/httpatomoreillycomsourceoreillyimages1488100.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488200.png.jpg
Now hold it right there! T think
Yourre missing something. How can we
work out the expected frequencies?
All we have to go on is the observed
frequencies the actual game outcomes.





OEBPS/httpatomoreillycomsourceoreillyimages1487546.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487538.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487540.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486666.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487788.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487548.png.jpg
So we've found our
distribution, standardized it,
and found Z. Now can we find
the probability of my blind date
being taller than me?






OEBPS/httpatomoreillycomsourceoreillyimages1487776.png.jpg
Add tosether the numbers
' the sample, and divide by

AR EX
ow may there ave

Zis the m
the sample
n





OEBPS/httpatomoreillycomsourceoreillyimages1488258.png.jpg
So if there's a correlation,
does that mean one of the
variables caused the value
of the other?






OEBPS/httpatomoreillycomsourceoreillyimages1488382.png.jpg
jistribution with

You use the 4-di
% freedom

Al

(b-t(v)s, b+tv)s,)
. .2






OEBPS/httpatomoreillycomsourceoreillyimages1486556.png
7o Players Satistied per Genre

T Percent sotsted

Sports

Strategy
Action
Shooter
Other

o Here ave the pevcentages

010 20 30 40 50 60 70 80 90 100
o, Satisfied





OEBPS/httpatomoreillycomsourceoreillyimages1488386.png
This is your tontidente

% -§ £ e\War(X - )< el fr 77

Vour level of
Level of confidence | Value of ¢ o dente e Y
90% 164 Jour value o €
95% 1.9
99% 258






OEBPS/httpatomoreillycomsourceoreillyimages1486708.png.jpg
100 102

P 1™ 20 220 20 a9 2

Here's the number in the
dale T hie e e aadian 10





OEBPS/httpatomoreillycomsourceoreillyimages1487448.png.jpg
PX=0)=¢"xI°

"
-

I
o
o
Y





OEBPS/httpatomoreillycomsourceoreillyimages1486566.png
Genre

Sports

Strategy

Action

Shooter

Other

Sales per Genre

——‘
[E—

j—
—p
B

0 5000 10000 15000 20000 25000 30000
Sales






OEBPS/httpatomoreillycomsourceoreillyimages1486866.png.jpg
2x-p) (x- W)






OEBPS/httpatomoreillycomsourceoreillyimages1486868.png.jpg
You didn't need
Enese snippets





OEBPS/httpatomoreillycomsourceoreillyimages1487738.png.jpg
frequency

TUnbiased Sample

Both means are
C the same

duration





OEBPS/httpatomoreillycomsourceoreillyimages1487458.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487536.png.jpg
1.56 (10 2 decimal places





OEBPS/httpatomoreillycomsourceoreillyimages1487542.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488060.png.jpg
T'm the nul
hypothesis. 'm the
default position. Tf you
think T'm wrong, gimme
the evidence.

The null hypothesis is the claim you've
going o Lest. [Es the claim you'l accept
wnless bheve's strong evidence aganct it > |





OEBPS/httpatomoreillycomsourceoreillyimages1486704.png.jpg
The data here is
symmetrical. The mean is

ot influenced by avtliers

.

e






OEBPS/httpatomoreillycomsourceoreillyimages1488066.png.jpg
Decide on the
hypothesis you're going
£o0 test

Choose your test

at






OEBPS/httpatomoreillycomsourceoreillyimages1487450.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488234.png
Observed | Expected | (O - E)?
E
575 3823 (376-382.91382.3 = 63.29/362.3 = 0.139
379 3746 (379-374.6)/374.6 = 19.36/374.6 = 0.005
4 431 (464317431 = 6411431 = 0.195
%7 336 (367-353.6)1353.6 = 179.56/3536 = 0,508
336
37
357
%2
41
o= IE = ©-EF.






OEBPS/httpatomoreillycomsourceoreillyimages1488062.png.jpg
You have fo assume T cure
90% of people unless you
can come up with good
evidence that T don't






OEBPS/httpatomoreillycomsourceoreillyimages1486700.png.jpg
Most values ave
avound here, but
he mean is higher

Heve's the tai

outliers on

o
C Gevight






OEBPS/httpatomoreillycomsourceoreillyimages1488120.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488124.png.jpg
I get it. So our fest
statistic is the variable
we use for our test.






OEBPS/httpatomoreillycomsourceoreillyimages1486564.png
Player Satisfaction per Genre

Sports
strategy

Action
Shooter

Other

0 5000 10000 15000 20000 25000 30000
Frequency

[ satisfied
W Dissatisfied






OEBPS/httpatomoreillycomsourceoreillyimages1488140.png
Actual

Decision from hypothesis test

Accept H, | Reject H,
H, True Vv 1 Type | error
H, False  |Typelleror /|

These ave both
types of ervors

AN

This gives you the
power of your test





OEBPS/httpatomoreillycomsourceoreillyimages1488126.png.jpg
Decide on the
hypothesis you're going
to tost

Choose your test

al
region for your decision






OEBPS/httpatomoreillycomsourceoreillyimages1488388.png.jpg
As bekove, EP, - P) = E(P) -~ E(FY
E(P,-P)=p, -p,
Var(P, - P) = p,q, * p,a,& V.- F) =T

llx ny

®)

P,-P ”N(pn—l’yyp"_q"-rpvqy)
=Py -

n
p & 'y





OEBPS/httpatomoreillycomsourceoreillyimages1487744.png.jpg
You mean T carit just
iry the pink ones?2>






OEBPS/httpatomoreillycomsourceoreillyimages1487742.png.jpg
This sounds hopeless. How can T be certain T
avoid bias? Where does it come from anyway?





OEBPS/httpatomoreillycomsourceoreillyimages1486560.png.jpg
S0 are you felling
me that T have fo
choose between showing
frequency or percenfages?
What if T want both?






OEBPS/httpatomoreillycomsourceoreillyimages1486562.png
Player Satisfaction per Genre

Sports [ satisfied
[l Dissatisfied

Strategy

Action

Shooter

Other

0 5000 10000 15000 20000 25000 30000
Frequency





OEBPS/httpatomoreillycomsourceoreillyimages1488064.png.jpg
T'm the alternate
hypothesis. If H, let's
you down, then you'l
have to accept that
Youre better off with

The alternate hypothess is the
claim Youl accept if you veject H

~\>H°o





OEBPS/httpatomoreillycomsourceoreillyimages1488232.png.jpg
W

smo

E Back in Busmess.

FatDar romcd you
S h;mf o thips
on the






OEBPS/httpatomoreillycomsourceoreillyimages1487560.png.jpg
PZ s 2 lé: - A ! B vnu)/\





OEBPS/httpatomoreillycomsourceoreillyimages1488228.png
(h-1)x(k-1)

N

Column 1
Column k-
Row 1 n k-1[ Column k
Row h-1
Row h
=

You have to talevlate (h=1) % (D)
expetted frequenties, so there ave
(hil) x (kD) degrees of freedom.





OEBPS/httpatomoreillycomsourceoreillyimages1486702.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487562.png.jpg
(Z <b)

Po<ze wjf)\ /a ,4 P(z -
/\ AN

Y AN






OEBPS/httpatomoreillycomsourceoreillyimages1487558.png.jpg
robabiity ¢apl,

~
gve /N,
“ this probabiigy / \

\"

AN





OEBPS/httpatomoreillycomsourceoreillyimages1488068.png.jpg
istie

This is the test stat
7 x~Bas, 0.9)5" for our hypothesis best

We tame up with bhis

best statiskic back

on page 524





OEBPS/httpatomoreillycomsourceoreillyimages1488138.png.jpg
So what does
putting prisorers on
trial have to do with
hypothesis testing?






OEBPS/httpatomoreillycomsourceoreillyimages1487350.png.jpg
(X):3 - (x5 X)d X





OEBPS/httpatomoreillycomsourceoreillyimages1488132.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488392.png.jpg
(%)

ﬁ

This i called 3 uniform
diskribubion, as £0) is @ 905
consbant value

This is a skekeh of £, the
K probability density funekion






OEBPS/httpatomoreillycomsourceoreillyimages1486974.png.jpg
4

That's easy. We just
add the black and even
probabilities together.





OEBPS/httpatomoreillycomsourceoreillyimages1487864.png.jpg
Continuity correction = £(1/2)






OEBPS/httpatomoreillycomsourceoreillyimages1487868.png.jpg
S N





OEBPS/httpatomoreillycomsourceoreillyimages1487728.png.jpg
frequency

Sample Gone Wrong

Sample and population2
ave distributed
diffevently

v Population

>
duration





OEBPS/httpatomoreillycomsourceoreillyimages1487730.png.jpg
We need data abovt Mighty
Gunball's super-long-lasting
7 qumballs so your tavact
Peplation s all of the gumball






OEBPS/httpatomoreillycomsourceoreillyimages1487740.png.jpg
frequency

Biased Sample

& Population mean

>
duration





OEBPS/httpatomoreillycomsourceoreillyimages1487734.png.jpg
Gumball #1897652

Gumball #1897653

Gumball #1897654

Gumball #1897655

Gumball #1897656

Gumball #1897657
Gumball #1897658

Gumball #1897659

Gumball #1897660

Gumball #1897661

Gumball #1897662

A

Naming or pumbeyin
€ach umbal mayb
't that practiey)

Gumball #1897663
Gumball #1897670

Gumball #1897671
Gumball #1897672

Gumball #189767;
Gumball #1897
Gumball #18
Gumball #

Gumbz

Gun





OEBPS/httpatomoreillycomsourceoreillyimages1488130.png.jpg
I bhe test statiskic ies
in his vegion, then theve's

Z~N(O, 1)
enough evidence o veiect
the mull bypothess Y





OEBPS/httpatomoreillycomsourceoreillyimages1488390.png.jpg
This is your contidence

p.-p, %
.~ P, 2cWar(P, - P ) il for .- P





OEBPS/httpatomoreillycomsourceoreillyimages1486558.png.jpg
RSN SN WSROI RN PO .

sports B _sosned
how
— This thart «Elec;i o
Ty people e U
Action ather than the perten oe-
Shooter
Other

05000 10000 15000 20000 25000 30000
Number Satisfied






OEBPS/httpatomoreillycomsourceoreillyimages1488394.png.jpg
The avea heve ges vs EOO






OEBPS/httpatomoreillycomsourceoreillyimages1487732.png.jpg
The sampling wnit in the taste
Lest is a single Mighty Gumbal

° supev—long-lasting qumball





OEBPS/httpatomoreillycomsourceoreillyimages1487862.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487454.png.jpg
that's

rormal was kidding.

g
3
§
H

)

s V
-.,Azu\\\\\\\

«///ﬁr//

(2
A






OEBPS/httpatomoreillycomsourceoreillyimages1486980.png.jpg
1 don't get if. Adding
probabilities worked OK last
time. What went wrong?





OEBPS/httpatomoreillycomsourceoreillyimages1486976.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487736.png.jpg
This seems like a
waste of time. Do I have to
do all of these things? Can't
I just sample gumballs?





OEBPS/httpatomoreillycomsourceoreillyimages1486526.png.jpg
T want 1o look clean and prefty,
50T give the right impression.





OEBPS/httpatomoreillycomsourceoreillyimages1486524.png.jpg
Safari’

Books Onlin





OEBPS/httpatomoreillycomsourceoreillyimages1487446.png.jpg
For a geneval probability, P(X = v)






OEBPS/httpatomoreillycomsourceoreillyimages1487544.png.jpg





OEBPS/UbuntuMono-BoldItalic.otf


OEBPS/UbuntuMono-Italic.otf


OEBPS/DejaVuSerif.otf


OEBPS/httpatomoreillycomsourceoreillyimages1487092.png.jpg
PlA) = PIA M B;
PB)






OEBPS/DejaVuSans-Bold.otf


OEBPS/UbuntuMono-Regular.otf


OEBPS/UbuntuMono-Bold.otf


OEBPS/httpatomoreillycomsourceoreillyimages1487944.png.jpg
This is £he point estimator Lo the vaviante. We don't know
L e e e vlue of he population variance i so ve ¢ the

EX)=n Var(X)
o) gl vaviance o estnate it stead-






OEBPS/httpatomoreillycomsourceoreillyimages1487748.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488396.png.jpg
X*f(x)

20
To find Var(X), we $ind the aved
L/hm and then subbract BHX).






OEBPS/httpatomoreillycomsourceoreillyimages1487746.png.jpg
You wouldn't want £o veplate
e qomballs ene yove tasted them

3 s would be simple vandom

aming vithout veplacement





OEBPS/httpatomoreillycomsourceoreillyimages1487948.png.jpg
The tondidence leve is the prevabity
L i voplation mean b vt B

evval. For a conkidente level
oability here 18 OF

95, the

>






OEBPS/httpatomoreillycomsourceoreillyimages1488400.png.jpg
Now I know where
Ted gets it all from,






OEBPS/httpatomoreillycomsourceoreillyimages1487130.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487870.png.jpg
z=0515-025
VoooleTs
=225





OEBPS/httpatomoreillycomsourceoreillyimages1487356.png.jpg
~ P






OEBPS/httpatomoreillycomsourceoreillyimages1486514.png.jpg
Aviana Anderson Cary Collett Deu Kleinkeld Danielle Levitt
vian: :
=

ndy Parker Michael Prerau
Andy






OEBPS/httpatomoreillycomsourceoreillyimages1487752.png.jpg
Each tolor is 3
sepavate sbratum

%
i

B8l
et

& @

W sample 3 proportiorate

[ Smber brom eath stratom

& @





OEBPS/httpatomoreillycomsourceoreillyimages1488076.png.jpg
of
People ured by SnoreCull f3lls

 H,: Oue alfen
2 nat
so we look to this ,,y;

SnareCull falls in
Ficient evidence

16 the mumber of ectle uved
whether there's

Cutoff point,

or eritieal s avea, then ve don't have s«

valve o vejetk f; Were oy ehetking
evidente that ¥ < 04

v

ry





OEBPS/httpatomoreillycomsourceoreillyimages1488128.png.jpg
Z~N(o, 1)





OEBPS/httpatomoreillycomsourceoreillyimages1488072.png.jpg
Decide on the
hypothesis you're going
to tost

Choose your test
statistic

Determine the critical
region for your decision

Here






OEBPS/httpatomoreillycomsourceoreillyimages1488170.png.jpg
0 vefevs 4o the observed frequencys while

X2 = z (0 EF £ £ vlars o the erpectd renenct
E





OEBPS/httpatomoreillycomsourceoreillyimages1487358.png.jpg
Lavies ANp GenteMen,
We INterruPt Thlis CHapter
To Bring You
A Exeifing INstacment
OF StatsviLe’s Favorite
Quiz SHow:

WiHo Wants To Win A
SwiveL CHair!





OEBPS/httpatomoreillycomsourceoreillyimages1488178.png.jpg
% Sollows 3 7" distribution with 3 given value ot V.
e x 9

X2 ~ x*(

TEs like an X, but curvier.





OEBPS/httpatomoreillycomsourceoreillyimages1488108.png.jpg
Make your decision

Choose your test statistic

Decide on the hypothesis you're going to test l

for your decision

Find the p-value of the test statistic '

petermine the critical region






OEBPS/httpatomoreillycomsourceoreillyimages1488376.png.jpg
x These all show dekinite

x patkerns, but theyee
vk sbraight lines: s

heyre not: linear

X X
Xxx%x






OEBPS/httpatomoreillycomsourceoreillyimages1488372.png.jpg
2

This is just the correlation S,

ceellint et pz = (S )
sxsy





OEBPS/httpatomoreillycomsourceoreillyimages1487906.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487866.png.jpg
\Var(P,)





OEBPS/httpatomoreillycomsourceoreillyimages1486512.png.jpg
agf
Y4

=





OEBPS/httpatomoreillycomsourceoreillyimages1486516.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487912.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488172.png.jpg
The smaller the differentes between O

V= and B, the smaller X is

(0-E)*
E Dividing by E makes the difference
S proporliond o the expected frequenty.






OEBPS/httpatomoreillycomsourceoreillyimages1488174.png.jpg
The 7 distribution has this
I sork'of shape i Vsl or 2





OEBPS/httpatomoreillycomsourceoreillyimages1488090.png.jpg
Do I always calculate
p-values in the same way?
What if my critical region
had been the upper tail>






OEBPS/httpatomoreillycomsourceoreillyimages1488110.png.jpg
Decide on the hypothesis you're going to test '
Choose your test statistic

ne the critical region for

Determi: your decision
etern:

Make your decision





OEBPS/httpatomoreillycomsourceoreillyimages1487354.png.jpg
Even though there's no fixed number of
trials, you can still work out what the
expectation and variance are.






OEBPS/httpatomoreillycomsourceoreillyimages1487916.png.jpg
frequency

X Distribution
The lavger n gets, the
smaller the standard

LY evvor betomes

"

gumballs per packet





OEBPS/httpatomoreillycomsourceoreillyimages1488112.png.jpg
Decide on the
hypothesis you're going

to tost






OEBPS/httpatomoreillycomsourceoreillyimages1487556.png.jpg
There's a 94%
chance my date
will be taller than
me? I like those
odds!






OEBPS/httpatomoreillycomsourceoreillyimages1487950.png.jpg
Well, why don't we just make the
confidence interval really wide?
That way we're bound to include.
the population statistic.






OEBPS/httpatomoreillycomsourceoreillyimages1487566.png.jpg
~0ls o058





OEBPS/httpatomoreillycomsourceoreillyimages1487876.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487878.png.jpg
Vaviante = P4

\l n






OEBPS/httpatomoreillycomsourceoreillyimages1487102.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487884.png.jpg
all the patkets of qumballs

The sample camprises 30
suth packeks

V/ The population in this case is






OEBPS/httpatomoreillycomsourceoreillyimages1487428.png.jpg
Where's my drink? T want
a drink to go with my popcarn.
Give me my drirk now!






OEBPS/httpatomoreillycomsourceoreillyimages1487430.png.jpg
Popeorn machine Drinks mackine

The mean number of

breakdowns per week of —=N.
the popeorn machine is 3.4

mber of

The mean v

breakdowns per week of
he drinks machine is 13

X ~ Po(3.4) Y ~ Po(2.3)





OEBPS/httpatomoreillycomsourceoreillyimages1487750.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487432.png.jpg
PIX+Y =0) = et \

!
v

=" %57
ol
=exl






OEBPS/httpatomoreillycomsourceoreillyimages1487362.png.jpg
Hello, and welcome fo Who Wants To
Win A Swivel Chair, Statville's favorite
quiz show. We've got some fiendishly

difficult questions on the show tonight.
T hope youre feeling lucky.






OEBPS/httpatomoreillycomsourceoreillyimages1487754.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488070.png.jpg
T'm confused. Why are
we saying the probability
of success is 092 Surely
we don't know that yet.






OEBPS/httpatomoreillycomsourceoreillyimages1488056.png.jpg
Why all the
formality? It's
obvious there's
Something going on.





OEBPS/httpatomoreillycomsourceoreillyimages1486698.png.jpg
frequency

Age of Kung Fu students

Without the antient.
masters, the mean would
be avound heve:

g’ 1§ we include the antiert

waskers, the mean 5
Teewed way over to the

‘ vight-

= =1

19 20 -
2 2 Vs 1e 1w 140 age
=18 age





OEBPS/httpatomoreillycomsourceoreillyimages1486494.png.jpg
‘We have absolutely

nothing in common-
Weire exclusive events






OEBPS/httpatomoreillycomsourceoreillyimages1487100.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487946.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488398.png.jpg
Funding the exectation 18 000,

IS et of 3 contimuous vandom sariable often
ol wsing calealus

Var(X) = [xf(x)dx - E3X)
CNote from Marketing: Can we put in
3 Pl Lor Head First Caleuus—coming

Py &





OEBPS/httpatomoreillycomsourceoreillyimages1486652.png.jpg
I'his trend Jin
What would b

vearvanged | cmgw«
4

: <«

< 't meaning,|
il )

Frequency

Blue Brown Green Red
Eye Color





OEBPS/httpatomoreillycomsourceoreillyimages1487874.png.jpg
ER)=p
Var(P,) = pq





OEBPS/httpatomoreillycomsourceoreillyimages1488402.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487096.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486650.png.jpg
Profit (thousands)

600

500

400

300

200

100

o
2003

Profit in dollars

2004

2005

2006

2007
Year





OEBPS/httpatomoreillycomsourceoreillyimages1486510.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486508.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486642.png
Age group | Upper limit | Cumulative frequency | Frequency
<0 0 0 0
017 18 2,000 2,000
18-24 15 4,500 4,500 - 2,000 = 2,500
25-39 4o 6500 6,500 - 4,500 = 2,000
40-54 55 8,500 8,500 — 6500 = 2,000
55-79 @0 4400 9400 - 8,500 = 900
80-99 loo 4,500 9,500 - 9400 = 100
ies b
Yoe the chart , /" Dar't wory i you st dightly It e et
ind the cumulative diffevent vesults—they've just Laking the turvent Lu: the
Tequenties. estimates. 3 ¢y, and subtratting
eeapenty previous on
Number of Players Under a Particular Age
10000
g 7500
o
3
g
©
2 s000
]
3
£
3 2500
00

10 20 30 40 50 60 70 80 % 100
Hours





OEBPS/httpatomoreillycomsourceoreillyimages1486646.png.jpg
Profit (thousands)

Profit in dollars

600
— Manic Mango

500
—  Competitor

400
300
200

100
4 L n " n
2003 2004 2005 2006 2007
Year






OEBPS/httpatomoreillycomsourceoreillyimages1488168.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488078.png.jpg
£ the number of snorers cured by

CroreCull Falls in the eritical vegion then e
) veietk the wll ypothess to is true, we are 95% eevtain th e
el of snorers cured will £all ithin this tf;: ke

Critical region

>c <

59, 959,





OEBPS/httpatomoreillycomsourceoreillyimages1488074.png.jpg
The Sewer people who are tured,
£he more likely i€ i that the
drug company laims are wron






OEBPS/httpatomoreillycomsourceoreillyimages1487360.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488276.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487896.png.jpg
ik Xn
B These bwo expressions ave
the same, just writken in 3
aifberent vay.

(L 1 1 We can split. this into n separate
= ;Xl) i E(‘ X,) ot E(— x") Y expetations because
Euery expectation intldes 1/n n " S B0 + B
o bke anbof ey 1
p = (BX)+EX) +. + BX,)

v presson. This cames from

a0 = EX.





OEBPS/httpatomoreillycomsourceoreillyimages1487166.png.jpg
o ={Var(X We ean e the same symbol for
) ey





OEBPS/httpatomoreillycomsourceoreillyimages1486728.png.jpg
111222233“3131323232 32 33 33 33
N/

There's an even mumber of values, so the
median is halfway between 3 and 3. Take
the mean of these two mumbers—(3 +31)/2—
and you gt |7.





OEBPS/httpatomoreillycomsourceoreillyimages1486716.png.jpg
Theealth Club

Satile's Premies Spa

swimming Class
Median age: 17






OEBPS/httpatomoreillycomsourceoreillyimages1486552.png.jpg
Each bar's length
epsents
Pertentane of satifieq

layers for the
Al the bars ave Players genre.
drawm horizontally \ % Players Satisfied per Genre

[0 percent satisfied

Sports

S [Genre % Satisfied
Acton Strate
Eschbar 7
represents [acion  Tas% ]
3 genre. > Shooter
[omer  [a0% |

Other

T e
0 10 20 30 40 50 60 70 80 90 100 y<__ gee showr "2

le.
o Satisfied orizontal 562





OEBPS/httpatomoreillycomsourceoreillyimages1487902.png.jpg
Why do we need to find
Var(R)? Tsn't it the same
as Var(X)? Isn't it just 0?2






OEBPS/httpatomoreillycomsourceoreillyimages1488038.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487376.png.jpg
Let's see how well
you did in Round
Ore, "All About Me."






OEBPS/httpatomoreillycomsourceoreillyimages1487898.png.jpg
1 The expectation of X is p
ER)=—(p+p+..+p) E(X) = p for every i
n

1 L/—Thmannofuwx
==0hy
RN

gy





OEBPS/httpatomoreillycomsourceoreillyimages1488272.png.jpg
zathbristhe
euation of 3 e
\heve 3 and b ave

umbers.

y=a+bx





OEBPS/httpatomoreillycomsourceoreillyimages1487378.png
1.What's his favorite color?

2.In what month is his birthday?

T

3.What do people like most about him?

@ " Good lools (
C: Sense of Humor ¥/ D: Intelligence






OEBPS/httpatomoreillycomsourceoreillyimages1488030.png
(X - £ 5/Vi, R+ £ 5/Vn) = (05 - 2262 x V(0.09/10), 05 + 1.262 x V(0.0%10))
= (05 - 2.262 % 0.0949, 05 + 2.262 x 0.0949)
= (05 - 0215,05 + 0215

(0.285, 0.715)






OEBPS/httpatomoreillycomsourceoreillyimages1486580.png.jpg
= !‘ -





OEBPS/httpatomoreillycomsourceoreillyimages1486590.png.jpg
S WA R TS PR o

>
§ 3
H
E- , B;n s
ween N
bT:( area of ezeh — Gt
" 5 Proportiong] s e e
to the ;N.M‘y / continuous rum





OEBPS/httpatomoreillycomsourceoreillyimages1487170.png.jpg
$1,000,000






OEBPS/httpatomoreillycomsourceoreillyimages1486724.png
Age

3 31 32

Frequency

.

C e

We've told theve are 9 childven,
° lf;‘ Frenuencies of bhe
childven must add up 4o 9. The
must be 4 ¢hildren ‘:I age 2. i

Muliply both
sides by 18.

The mean s 7. 1§ ve substitute in 3 and b for the
wnknown Fresgenies, e sek

13+ ek + 32 + 362 43224 3% =17
I8

N,
348 +b+b2+32a+33 =178 =306

3la+3$b='506—(3+0+6+bl)=305«7‘]
323+ 3% = 227

s 32a + 33b is odd, this means that b must be 3,
and 3 must be &





OEBPS/httpatomoreillycomsourceoreillyimages1487162.png
= (14077 X 0.977 + (14077 x 0.008 + (9+0.77)" x 0.008 + (14+0.77) x 0.006 + (19+0.77)" x
0.001 N

= (023 X 0.977 + 477 x 0.008 + 9.7 x 0.008 + 14.772 x 0.006 + 19.77 x 0.001 ¥+ * Plx=x)

05168

+0.1820232 + 0.76"

0+ 1.3089174 + 0.3908






OEBPS/httpatomoreillycomsourceoreillyimages1487214.png.jpg
EX+Y)

%
E(X) E(Y)
N £ =
+ ] | |
l o Hv)
L=y X+
=) Var(Y) Ak
Var(X)

The varianee increases—the
Probabilty distyip, iy

Vavies move.





OEBPS/httpatomoreillycomsourceoreillyimages1487402.png.jpg
n!
M (n-r)






OEBPS/httpatomoreillycomsourceoreillyimages1487080.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487894.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487220.png.jpg
X =—p aX

Y = bY

7

2 and b €an be any mamber





OEBPS/httpatomoreillycomsourceoreillyimages1488032.png.jpg
— es/Vn, T+ es/Vn






OEBPS/httpatomoreillycomsourceoreillyimages1487464.png.jpg
But why should T care
about continuous data?





OEBPS/httpatomoreillycomsourceoreillyimages1487366.png
1.What's his favorite color?

@ »: onvary

A: Good looks

C: Sense of Humor D: Intelligence






OEBPS/httpatomoreillycomsourceoreillyimages1488034.png
(% - es/Vm % + es/Vn) = (15 - 258 x V(1I5/30), 15 + .58 x V(I5/30))
= (5 - 2.58 x V{15/30), I5 + .58 x V{I5/30))
= (15 - 258 x 07707, I5 + 2.58 x 0.707)
=05 - 1624, 15 + 1. 824)
= (13]7%, 16824)






OEBPS/httpatomoreillycomsourceoreillyimages1488354.png.jpg
3l vale ells you what percentas:
ou tan expett Lo lie in
diskeibution

:Ez empiit
Your values ¥
which area of 3 narmal






OEBPS/httpatomoreillycomsourceoreillyimages1487150.png.jpg
T'm the
expectation.
Treat me like
T'm mean,

E(X) = p





OEBPS/httpatomoreillycomsourceoreillyimages1486544.png.jpg
Other

The slice here is muth smaller than
Shooter 500 fhe others, so this means sales are
3,500 3 lok lower for this catesory
Action This sliee is much lav
W ger than all the
6,000 - others, which means that the fr:q:w
is highest for this category. Y
Sport
Strategy 27,500
11,500

TR You tan label each sice
it its frequentys o
Jith a pereentage
Units Sold per Genre





OEBPS/httpatomoreillycomsourceoreillyimages1486602.png.jpg
This is the m\mtaf/_>

hours peaple plaY for

Hours | Frequency
=t 4300
13 6,900
35 |40
510 |2,000
10-24 2,100

This is Freauenty with
B hich people play for £
lengh of time





OEBPS/httpatomoreillycomsourceoreillyimages1487148.png.jpg
Multiply each value by its probabilicy

E =
s = B0 = 3XPOX=x)
ion of X
Onte you've done
m'fli;ww; ia;m
" e lok up together.





OEBPS/httpatomoreillycomsourceoreillyimages1486546.png.jpg
What happered here? All the
slices are the same size, but the

percentages are all different and
are much larger than the slices. Can
You help me fix this chart? Now?

Maric Mangg's





OEBPS/httpatomoreillycomsourceoreillyimages1487462.png.jpg
Continuaus 382 8 U 0

ook, Lantine ¥
o tan oyl






OEBPS/httpatomoreillycomsourceoreillyimages1487370.png.jpg
0.25

075

Question 1

Correct

Incorrect

0.25

0.75

0.25

0.75

Question 2

Correct

Incorrect

Correct

Incorrect

Question 3

0.25 Correct
018 Incorrect
0.25 Correct
0.75 Incorrect
0.25 Correct
075 Incorrect
0.25 Correct
075

P





OEBPS/httpatomoreillycomsourceoreillyimages1487456.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488022.png.jpg
(X - t s/vn, X +1t s/v/n)





OEBPS/httpatomoreillycomsourceoreillyimages1487910.png.jpg
(

vViv
) 4...#\/:1(

(Var(X,) +Var(X,) + ... + Var(X ) )
n

—nxio
-
- < v dne iy o o o e
ervation s 3 bit bk bt
we've fomd mt what the variance

of Xis We know how much the
Zample mean might ¥






OEBPS/httpatomoreillycomsourceoreillyimages1486554.png.jpg
The vertical bar chart shows frequency,
and the orizontal bar chart shows

percentages. When should T use frequencies
and when should T use percertages?






OEBPS/httpatomoreillycomsourceoreillyimages1487198.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487374.png.jpg
The prabability of gebting 3 question igh®

o PX=n= ? o025 x0. 153‘/\“": are 3 auestions
v is the number of 7 T
restions ve geb vight What's this? The probability of

3ebting a question wrong





OEBPS/httpatomoreillycomsourceoreillyimages1487026.png.jpg
P(A|B)=PANB)
P(B)





OEBPS/httpatomoreillycomsourceoreillyimages1487028.png.jpg
Tt looks like it can be difficult to show
conditional probability o a Venn diagram.
T wonder if there’s some other way.





OEBPS/httpatomoreillycomsourceoreillyimages1487364.png.jpg
We've got some great questions for you today,
50 let's get started. In Round Ore I'm going to ask you
three questions, and for each question there are four possible
answers. You can quit now and walk away with the consolation

prize, but if you play on and beat your competitors, you'll move
on to the next round and be one step closer to winning a swivel
chair. The fitle of Round One is “All About Me." Good luck!






OEBPS/httpatomoreillycomsourceoreillyimages1487030.png.jpg
Here are the fig o0y o0
extlusive events
Probabilties £,

3ng the velevant, brongy

These are branthes,
lke the branches

Fatee

2/38

A

PlGreeyy

" the olors. The

res kor i b
The b e Thoe 2o s
ek M;LW\ C atond ¢
sk 2009
dd
8/18 &
Black
10/18 Even
10/18 odd
Red
8/18 Even
12 °
Green
12 oo

—
Pooyg,..





OEBPS/httpatomoreillycomsourceoreillyimages1487368.png.jpg
Question 3

Question 1 Question 2 55 Correct
o35 Correct <
0.5 Incorrect
Correct 025 Correct
0.75
0.25 Incorrect <
0.6 Incorrect
0.25 Correct
075 025 , CGorrect <
015 Incorrect
Incorrect
025 Correct
0.75
Incorrect
0.75

Incorrect





OEBPS/httpatomoreillycomsourceoreillyimages1487146.png.jpg
Why should T care about probability
distributions? All T want o know is

how much Tl win on the slot machine.
Can I calculate that?





OEBPS/httpatomoreillycomsourceoreillyimages1487908.png.jpg
Var(X) = Var| ————

= (Var(X) +Var(X) +... + Var(X))

=axlot

4o+

)






OEBPS/httpatomoreillycomsourceoreillyimages1487452.png.jpg
AAST SE A





OEBPS/httpatomoreillycomsourceoreillyimages1488036.png.jpg
Youre great! Tl tell the candy shop what the
confidence inferval is for the mean weight of
gumballs, as that's just what they wanted to

krow. They l be able to sell more gumballs 1o their
customers, and that means increased profits!






OEBPS/httpatomoreillycomsourceoreillyimages1486550.png
The seale for
Sles gocs heve

Sales (units)

10000
9000
8000
7000
6000
5000
4000
3000
2000
1000

height.
T or that regon

Each bar
vepresents 5

Ly

A ] c o E

Sales per Region in Units

[ sales (units)

Sales (units)

1,000

5,000

7,500

8,000

9,500






OEBPS/httpatomoreillycomsourceoreillyimages1487904.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486738.png
class

Power W number of Sessions

Workout

Kung Fu

Little Ducklings

0o 2 4 6 8 10 12 14 16 18
frequency





OEBPS/httpatomoreillycomsourceoreillyimages1487252.png.jpg
Tl knock the stripes
off those zebras.

For this sort of problem ve
Lave about which tyre
amimal s in which position,
bt we don't care about the
vame of the animal el





OEBPS/httpatomoreillycomsourceoreillyimages1486736.png.jpg
1
3 |4

Age 31 [32 [33

Frequency

These two values are the most
Popular, so they are both modes

Age of Little Duckling classmates

Here ave the modes; they
have the highest freauencies

5z
P~
£
>
12 03 4 31 32 33 34
age

This data is bimodsl

because there are 2
modes.





OEBPS/httpatomoreillycomsourceoreillyimages1486486.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488358.png.jpg
This is the formula kor

b=y -5 Lhe slope of the line

Six - )2





OEBPS/httpatomoreillycomsourceoreillyimages1487228.png.jpg
Want o join in with the fun?
If you know a thing or two

about probability, you could do
very well indeed.






OEBPS/httpatomoreillycomsourceoreillyimages1486734.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487254.png.jpg
We've elassing the 3 zcbras 3¢

\— beig alke,s0 we diide he
£ aveangements by 3

number of





OEBPS/httpatomoreillycomsourceoreillyimages1487002.png.jpg
P(AUB)-P(





OEBPS/httpatomoreillycomsourceoreillyimages1488360.png.jpg
y

a+

bx





OEBPS/httpatomoreillycomsourceoreillyimages1486608.png.jpg
Frequency

Hours Spent Gaming per Day

9 10 11 12 13 14 15 16 17

Wy s D5

[

1819 20 21 22 23 24
Hours





OEBPS/httpatomoreillycomsourceoreillyimages1487286.png.jpg
We don't need to know the
precise order in which the
horses Finish the vace, it's
enough o know which horses
are in the top three.






OEBPS/httpatomoreillycomsourceoreillyimages1487468.png.jpg
Statsville men on blind dates aven't
Funcbual they could arvive at any time

This is when Julie leaves

20  Minutes
This is when /7

dulie arvives.

\1 Frequency





OEBPS/httpatomoreillycomsourceoreillyimages1487470.png.jpg
T get it. For discrete probability
distributions, we look at the probability of
getting a particular value; for continuous

probability distributions, we look at the
probability of getting a particular range.






OEBPS/httpatomoreillycomsourceoreillyimages1486610.png.jpg
Meve's the |-3 group; it covers 2
£l hours so the width is -

100

300





OEBPS/httpatomoreillycomsourceoreillyimages1487240.png.jpg
2 ways

One horse has
alveady Finished the
wvate, so there are
only two horses that
o R






OEBPS/httpatomoreillycomsourceoreillyimages1486992.png
imtersection

I

U nion





OEBPS/httpatomoreillycomsourceoreillyimages1486994.png.jpg
s

[ 16 here are re clements that rent
m cithee A B o both, like in S
diageam, then Aand B ave exhaustive
Here the white bt enpty

The ents
rtive
f— areais 4 Uh;dg.;






OEBPS/httpatomoreillycomsourceoreillyimages1486706.png.jpg
Hey Clivel T heard you joined the Kung Fu
class. That's really urexpected.






OEBPS/httpatomoreillycomsourceoreillyimages1487242.png.jpg
way
Only gne horse hasn't
Finished the vate, so

there’s only one position F
FE for e (et

N\





OEBPS/httpatomoreillycomsourceoreillyimages1487004.png.jpg
P(ANB) +P(AN B)





OEBPS/httpatomoreillycomsourceoreillyimages1488344.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486612.png.jpg
Height of bar = Frequency

1th of bar





OEBPS/httpatomoreillycomsourceoreillyimages1486970.png.jpg
P(A) = n(A)
L





OEBPS/httpatomoreillycomsourceoreillyimages1487460.png.jpg
A e






OEBPS/httpatomoreillycomsourceoreillyimages1487724.png.jpg
.might not be the most
acturate vepresentation of this
population






OEBPS/httpatomoreillycomsourceoreillyimages1488008.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487466.png.jpg
T have another date fonight.
T defiritely won't wait for more than 20

%0 minutes, but T hate standing around, What's
the probability T'l be left waiting for more
than 5 minutes? Can you help?
’
¥
ol on 3 mission
peek de 3 9 0 C e

s Gnd the pertel
T ewsel





OEBPS/httpatomoreillycomsourceoreillyimages1486742.png.jpg
My mean golf
Score is fwo under par.
8ut don' fell the ladies
my median score is two

over par.

Three cheers for
M-0-D-E| Most of the closs
is the same age as mel

Anexperienced
tennis coach like
me earns a median

salary of $33/hour.

Icanruna
mile in a mean of 25
minutes, but that includes
asfopat Starbuzz Coffee
on the way.

T kick butt
ot soccer and
statistics.

T lose amean of 7 feeth
per hockey match.

Median time spent
underwater each day:
24 minutes






OEBPS/httpatomoreillycomsourceoreillyimages1488370.png.jpg
attendance (100’s)

R
sunshine (hours)

¢ tells you what p

evcentage of the

vaviation in tontert attendance is

explaimable by the
predicted sunshine.

pumber of hours





OEBPS/httpatomoreillycomsourceoreillyimages1486748.png.jpg
Mean: p = 2(11x)
=13x

Ineveasing - —> 2 1) 4 50,000

everyone's salary :

by 10% increases = 195,000

the mean, median,

and mode
10%. by

Median: Every wage is multiplied by |1, and
this intludes the middle value—the median.
The new median is

120,000 x 11 = f22,000.

Mode: The most, common wage or mode is
710,000, and i we multiply this by 1, it
betomes )

110,000 x |1 = {12,000.





OEBPS/httpatomoreillycomsourceoreillyimages1488364.png.jpg
b = This is the same
8,y calelaton withen
sxz different way





OEBPS/httpatomoreillycomsourceoreillyimages1487258.png.jpg
Theve ave &/ ani
S, R0 = 70

bk the 3 zebras and 3 313 6x6
horses ave alike, so we divide =720
by the rumber of ways ve 3

can avrange these like amimals






OEBPS/httpatomoreillycomsourceoreillyimages1488026.png.jpg
(i—t(v) ]






OEBPS/httpatomoreillycomsourceoreillyimages1487260.png.jpg
There's a 1/20 chance of
winnirg, but the payout's
only 15: 1. Td stay away

from this bet.






OEBPS/httpatomoreillycomsourceoreillyimages1486710.png.jpg
19 20 20 20 &4 a4 0
)
X
£ there's an even number of
people in the elass, there will
be no single widdle mumber.

102





OEBPS/httpatomoreillycomsourceoreillyimages1488134.png.jpg
Shouldn't we have
Just accepted the doctor's
opinion in the first place?





OEBPS/httpatomoreillycomsourceoreillyimages1488368.png.jpg
L his s the formuly r=s_
or the corvelation —7

coefFicient. ss,






OEBPS/httpatomoreillycomsourceoreillyimages1486714.png.jpg
The swimming
class you have for
feenagers sounds cooll
Sign me up right now.






OEBPS/httpatomoreillycomsourceoreillyimages1488366.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487244.png.jpg
2 ways of filing the 2nd position

3 oy of £l

ot pasition mthe 53 % 2 =
% 1 = 6 §— b ays of Fillng all 3 positions

vy of fi
y of fill
e it





OEBPS/httpatomoreillycomsourceoreillyimages1487224.png.jpg
If T fry every permutation,
sooner or later Tl get through
to Tom's Tattoo Parlor.






OEBPS/httpatomoreillycomsourceoreillyimages1486744.png.jpg
Use either

Sx e wis eath value

e is the number

values.

is the
/ ey f

each %

EF





OEBPS/httpatomoreillycomsourceoreillyimages1488028.png.jpg
X - tsivn. X +tsin





OEBPS/httpatomoreillycomsourceoreillyimages1486996.png.jpg
So why is the equation for exclusive
events different? Are you just giving
me more things to remember?






OEBPS/httpatomoreillycomsourceoreillyimages1486576.png.jpg
This data looks different from the other
types of data we've seen so far. T wonder if
that means we treat it differently?






OEBPS/httpatomoreillycomsourceoreillyimages1488020.png
VEiy

p=00°

~ 25 [0 [ a5 [ a0 o5 Joas [ o2 | or [ 005 [ooas [ oor [owos
T | 1000 [ 1576 [ 1965 | sore 1271 | 1589 | a1s2 | 606 | 27 | 3183 | s366
2 | o | oo | 1966 | 1906 | 20 | 4505 | 4vev | 695 | 9925 | 140w | 2203 | sreo
3 | 7es | w70 | 1250 | veaw | 2o | a0z | ooz | 4sar | a1 | 7aso | 0z | vaez
o T I N N I 2 A e I e I A
5 | 7w | om0 | vise [ 1we | o5 | 2 | 275 | oes | 4oz | 773 | 5o | enes

716 | o6 | 11ae | 140 247 | 2612 | 3140 | 9707 | 407 | 5200 | 5989
7 1595 Ws65 | 2517 | 2998 | 549 | 4029 | 4708 | 5408

706 | wes | 1108 | 137 2506 | 2449 | 2996 | 538 | 3099 | 4500 | som
5 | 700 | @3 | vioo | vaeo | vel|\ | 2262 | 299 | zwmr | 9250 | av0 | 427 | 4z

700 | w70 | 109 | va72 | va[s | 2228 | 2w | 27es | aaev | aser | avea | aser

This is wheve 7 and .05 meet.






OEBPS/httpatomoreillycomsourceoreillyimages1487256.png.jpg
o

,#:#‘

This time we've classing the >
horses as being alike. Theve are
] ways of arvangind the horses,
o we dwide the total number of
areangements by 3





OEBPS/httpatomoreillycomsourceoreillyimages1486712.png.jpg
[+ the data is skewed to the
vight, the mean is to the
riaht of the median (higher).

Mean

‘Median

1€ the data is skewed to
the left, the mean is o the
1eft of the median (lower).

Mean

Median





OEBPS/httpatomoreillycomsourceoreillyimages1488362.png.jpg
) =Z20c-x)(y - y)
x)* ‘=Z(y-y)* S,y
s, = Z(x - x) }sy (y 2 o
n-1 Sample varignee M =
Sample variance of e ST
the il






OEBPS/httpatomoreillycomsourceoreillyimages1486604.png.jpg
There's something funny
about that data. Tt's

grouped like last time, but
the intervals arer't all the
same width.

jf

L T8
N





OEBPS/httpatomoreillycomsourceoreillyimages1486718.png.jpg
Stopl Where's
Your baby?






OEBPS/httpatomoreillycomsourceoreillyimages1487290.png.jpg
With a1/1,140 chance of winning here,
the odds are way agaist you. But the

payout is also huge at 1,500:1, so you can
actually expect fo come out ahead. It all
depends on how much of arisk taker you are.





OEBPS/httpatomoreillycomsourceoreillyimages1486998.png.jpg
P(AN B) +PAN B)





OEBPS/httpatomoreillycomsourceoreillyimages1487222.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487292.png.jpg
This is the total

rumber of abjects > "C_ = This bit s caleulated in the same 2y
(3

2 3 permutation

This is he ramber of 1 B
s e vark o il rt(n-r)!
You divide by an extra vl if

a Lombination.





OEBPS/httpatomoreillycomsourceoreillyimages1486584.png.jpg
|u|||m\v||m\l|||mu|||||m||||r]vv|||||\qv|||[nw|‘|l|xuv|||mv1||||pvv1|||ull|||mvl|||rm||||ml||||r|u||||nq|||||mumuu|n

e .

2
HE RULES
? o B z





OEBPS/httpatomoreillycomsourceoreillyimages1486578.png.jpg
Gy





OEBPS/httpatomoreillycomsourceoreillyimages1487000.png.jpg
P(A N B)





OEBPS/httpatomoreillycomsourceoreillyimages1488024.png.jpg
So why did we use the
+-distribution for this problem?
Why couldrit we have used the

normal distribution instead?





OEBPS/httpatomoreillycomsourceoreillyimages1486606.png.jpg
T think we can just create this in the same way
we did before—it's no big deal. We draw bars

ona numeric scale; if's ust that this time the
bars are dif ferent widths.






OEBPS/httpatomoreillycomsourceoreillyimages1487294.png.jpg
These are
separate
permutations.

Yoy






OEBPS/httpatomoreillycomsourceoreillyimages1486624.png.jpg
Frequency density = Frequency
Group width





OEBPS/httpatomoreillycomsourceoreillyimages1487854.png.jpg
Standard error of proportion = )\/ﬁ





OEBPS/httpatomoreillycomsourceoreillyimages1487858.png.jpg
But how? Don't we need to
know what the distribution
of P, is first?





OEBPS/httpatomoreillycomsourceoreillyimages1487140.png
Combination |None | Lemans | Cherriac | €cicharrv [ Dollars
Gain $1_ (s4 $9 $14 [s19
Probal 10.977 ] 0.008 -7\ 0.008 10.006 | 0.001 )
We lose {1 if we don't hit 2 Our gain for hitting eath vinning
winning Combination. : he same eombination the payoff minus the fl
These are
‘wz\n\umc.cs, st writken in we paid to play.

Leovms

"o how much well g3





OEBPS/httpatomoreillycomsourceoreillyimages1488014.png.jpg
This is the same as we had

s
2wt 2N bekore jusk veplace e vith ¢
W ny





OEBPS/httpatomoreillycomsourceoreillyimages1487390.png.jpg
x)

PX

Tve shape oF
isbeloution

values

e binomd!
degends on ¢

rapets






OEBPS/httpatomoreillycomsourceoreillyimages1488018.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488016.png.jpg





OEBPS/bk01-toc.html
Head First Statistics

Table of Contents
		Dedication

		A Note Regarding Supplemental Files

		Advance Praise for Head First Statistics

		Praise for other Head First books

		Author of Head First Statistics

		How to use this Book: Intro		Who is this book for?		Who should probably back away from this book?





		We know what you’re thinking

		We know what your brain is thinking

		Metacognition: thinking about thinking

		Here’s what WE did		Here’s what YOU can do to bend your brain into submission





		Read Me

		The technical review team

		Acknowledgments

		Safari® Books Online





		1. Visualizing Information: First Impressions		Statistics are everywhere

		But why learn statistics?

		A tale of two charts

		Manic Mango needs some charts

		The humble pie chart		So when are pie charts useful?





		Chart failure

		Bar charts can allow for more accuracy

		Vertical bar charts

		Horizontal bar charts

		It’s a matter of scale		Using percentage scales





		Using frequency scales

		Dealing with multiple sets of data		The split-category bar chart

		The segmented bar chart





		Your bar charts rock

		Categories vs. numbers		Categorical or qualitative data

		Numerical or quantitative data





		Dealing with grouped data

		To make a histogram, start by finding bar widths

		Manic Mango needs another chart		A histogram’s bar area must be proportional to frequency





		Make the area of histogram bars proportional to frequency

		Step 1: Find the bar widths

		Step 2: Find the bar heights

		Step 3: Draw your chart—a histogram

		Histograms can’t do everything

		Introducing cumulative frequency		So what are the cumulative frequencies?





		Drawing the cumulative frequency graph

		Choosing the right chart

		Manic Mango conquered the games market!





		2. Measuring Central Tendency: The Middle Way		Welcome to the Health Club

		A common measure of average is the mean

		Mean math		Letters and numbers





		Dealing with unknowns

		Back to the mean		The mean has its own symbol





		Handling frequencies

		Back to the Health Club

		Everybody was Kung Fu fighting

		Our data has outliers

		The butler outliers did it

		Watercooler conversation

		Finding the median

		Business is booming

		The Little Ducklings swimming class

		Frequency Magnets

		Frequency Magnets

		What went wrong with the mean and median?

		Introducing the mode		It even works with categorical data





		Congratulations!





		3. Measuring Variability and Spread: Power Ranges		Wanted: one player

		We need to compare player scores

		Use the range to differentiate between data sets		Measuring the range





		The problem with outliers

		We need to get away from outliers

		Quartiles come to the rescue

		The interquartile range excludes outliers

		Quartile anatomy		Finding the position of the lower quartile

		Finding the position of the upper quartile





		We’re not just limited to quartiles

		So what are percentiles?		Percentile uses

		Finding percentiles





		Box and whisker plots let you visualize ranges

		Variability is more than just spread

		Calculating average distances

		We can calculate variation with the variance...

		...but standard deviation is a more intuitive measure		Standard deviation know-how





		A quicker calculation for variance

		What if we need a baseline for comparison?

		Use standard scores to compare values across data sets		Calculating standard scores





		Interpreting standard scores		So what does this tell us about the players?





		Statsville All Stars win the league!





		4. Calculating Probabilities: Taking Chances		Fat Dan’s Grand Slam

		Roll up for roulette!

		Your very own roulette board

		Place your bets now!

		What are the chances?

		Find roulette probabilities

		You can visualize probabilities with a Venn diagram		Complementary events





		It’s time to play!

		And the winning number is...

		Let’s bet on an even more likely event

		You can also add probabilities

		You win!

		Time for another bet

		Exclusive events and intersecting events

		Problems at the intersection

		Some more notation

		Another unlucky spin...

		...but it’s time for another bet

		Conditions apply

		Find conditional probabilities

		You can visualize conditional probabilities with a probability tree

		Trees also help you calculate conditional probabilities

		Bad luck!

		We can find P(Black l Even) using the probabilities we already have

		Step 1: Finding P(Black ∩ Even)

		So where does this get us?

		Step 2: Finding P(Even)

		Step 3: Finding P(Black l Even)

		These results can be generalized to other problems

		Use the Law of Total Probability to find P(B)

		Introducing Bayes’ Theorem

		We have a winner!

		It’s time for one last bet

		If events affect each other, they are dependent

		If events do not affect each other, they are independent

		More on calculating probability for independent events

		Winner! Winner!





		5. Using Discrete Probability Distributions: Manage Your Expectations		Back at Fat Dan’s Casino

		We can compose a probability distribution for the slot machine

		Expectation gives you a prediction of the results...

		... and variance tells you about the spread of the results

		Variances and probability distributions		So how do we calculate E(X – μ)2?





		Let’s calculate the slot machine’s variance

		Fat Dan changed his prices

		There’s a linear relationship between E(X) and E(Y)

		Slot machine transformations

		General formulas for linear transforms

		Every pull of the lever is an independent observation

		Observation shortcuts		Expectation

		Variance





		New slot machine on the block

		Add E(X) and E(Y) to get E(X + Y)...

		... and subtract E(X) and E(Y) to get E(X – Y)

		You can also add and subtract linear transformations		Adding aX and bY

		Subtracting aX and bY





		Jackpot!





		6. Permutations and Combinations: Making Arrangements		The Statsville Derby

		It’s a three-horse race

		How many ways can they cross the finish line?

		Calculate the number of arrangements		So what if there are n horses?





		Going round in circles

		It’s time for the novelty race

		Arranging by individuals is different than arranging by type

		We need to arrange animals by type

		Generalize a formula for arranging duplicates

		It’s time for the twenty-horse race

		How many ways can we fill the top three positions?

		Examining permutations

		What if horse order doesn’t matter

		Examining combinations

		It’s the end of the race





		7. Geometric, Binomial, and Poisson Distributions: Keeping Things Discrete		Meet Chad, the hapless snowboarder

		We need to find Chad’s probability distribution

		There’s a pattern to this probability distribution

		The probability distribution can be represented algebraically

		The pattern of expectations for the geometric distribution

		Expectation is 1/p

		Finding the variance for our distribution

		You’ve mastered the geometric distribution

		Should you play, or walk away?

		Generalizing the probability for three questions		What’s the missing number?





		Let’s generalize the probability further

		What’s the expectation and variance?		Let’s look at one trial





		Binomial expectation and variance

		The Statsville Cinema has a problem		It’s a different sort of distribution

		So how do we find probabilities?





		Expectation and variance for the Poisson distribution		What does the Poisson distribution look like?





		So what’s the probability distribution?

		Combine Poisson variables

		The Poisson in disguise

		Anyone for popcorn?





		8. Using the Normal Distribution: Being Normal		Discrete data takes exact values...

		... but not all numeric data is discrete

		What’s the delay?

		We need a probability distribution for continuous data

		Probability density functions can be used for continuous data

		Probability = area

		To calculate probability, start by finding f(x)...

		... then find probability by finding the area

		We’ve found the probability

		Searching for a soul sole mate

		Male modelling

		The normal distribution is an “ideal” model for continuous data

		So how do we find normal probabilities?

		Three steps to calculating normal probabilities

		Step 1: Determine your distribution

		Step 2: Standardize to N(0, 1)

		To standardize, first move the mean...

		... then squash the width

		Now find Z for the specific value you want to find probability for

		Step 3: Look up the probability in your handy table		So how do you use probability tables?





		Julie’s probability is in the table

		And they all lived happily ever after		But it doesn’t stop there.









		9. Using the Normal Distribution ii: Beyond Normal		Love is a roller coaster

		All aboard the Love Train

		Normal bride + normal groom

		It’s still just weight

		How’s the combined weight distributed?

		Finding probabilities

		More people want the Love Train

		Linear transforms describe underlying changes in values...		So what’s the distribution of a linear transform?





		...and independent observations describe how many values you have

		Expectation and variance for independent observations

		Should we play, or walk away?

		Normal distribution to the rescue

		When to approximate the binomial distribution with the normal		Finding the mean and variance





		Revisiting the normal approximation

		The binomial is discrete, but the normal is continuous

		Apply a continuity correction before calculating the approximation

		All aboard the Love Train

		When to approximate the binomial distribution with the normal		When λ is small...

		When λ is large...

		So how large is large enough?





		A runaway success!





		10. Using Statistical Sampling: Taking Samples		The Mighty Gumball taste test

		They’re running out of gumballs

		Test a gumball sample, not the whole gumball population		Gumball populations

		Gumball samples





		How sampling works

		When sampling goes wrong

		How to design a sample		Define your target population

		Define your sampling units





		Define your sampling frame

		Sometimes samples can be biased		Unbiased Samples

		Biased Samples





		Sources of bias

		How to choose your sample

		Simple random sampling		Sampling with replacement

		Sampling without replacement





		How to choose a simple random sample		Drawing lots

		Random number generators





		There are other types of sampling

		We can use stratified sampling...

		...or we can use cluster sampling...

		...or even systematic sampling

		Mighty Gumball has a sample		So what’s next?









		11. Estimating Populations and Samples: Making Predictions		So how long does flavor really last for?

		Let’s start by estimating the population mean

		Point estimators can approximate population parameters

		Let’s estimate the population variance

		We need a different point estimator than sample variance		So what is the estimator?





		Which formula’s which?

		Mighty Gumball has done more sampling

		It’s a question of proportion		Predicting population proportion





		Buy your gumballs here!		Introducing new jumbo boxes





		So how does this relate to sampling?

		The sampling distribution of proportions

		So what’s the expectation of Ps?

		And what’s the variance of Ps?

		Find the distribution of Ps

		Ps follows a normal distribution		Ps—continuity correction required





		How many gumballs?		There’s just one more problem...





		We need probabilities for the sample mean

		The sampling distribution of the mean

		Find the expectation for X̄

		What about the the variance of X̄?

		So how is X̄ distributed?

		If n is large, X̄ can still be approximated by the normal distribution		Introducing the Central Limit Theorem





		Using the central limit theorem		The binomial distribution

		The Poisson distribution

		Finding probabilities





		Sampling saves the day!		You’ve made a lot of progress









		12. Constructing Confidence Intervals: Guessing with Confidence		Mighty Gumball is in trouble		They need you to save them





		The problem with precision

		Introducing confidence intervals

		Four steps for finding confidence intervals

		Step 1: Choose your population statistic

		Step 2: Find its sampling distribution

		Point estimators to the rescue

		We’ve found the distribution for X̄

		Step 3: Decide on the level of confidence

		How to select an appropriate confidence level

		Step 4: Find the confidence limits

		Start by finding Z

		Rewrite the inequality in terms of μ

		Finally, find the value of X̄

		You’ve found the confidence interval

		Let’s summarize the steps

		Handy shortcuts for confidence intervals		What’s the interval in general?





		Just one more problem...

		Step 1: Choose your population statistic

		Step 2: Find its sampling distribution

		X̄ follows the t-distribution when the sample is small

		Find the standard score for the t-distribution

		Step 3: Decide on the level of confidence

		Step 4: Find the confidence limits

		Using t-distribution probability tables

		The t-distribution vs. the normal distribution

		You’ve found the confidence intervals!





		13. Using Hypothesis Tests: Look At The Evidence		Statsville’s new miracle drug

		So what’s the problem?

		Resolving the conflict from 50,000 feet

		The six steps for hypothesis testing

		Step 1: Decide on the hypothesis		The drug company’s claim

		So what’s the null hypothesis for SnoreCull?





		So what’s the alternative?		The doctor’s perspective

		The alternate hypothesis for SnoreCull





		Step 2: Choose your test statistic		What’s the test statistic for SnoreCull?





		Step 3: Determine the critical region		At what point can we reject the drug company claims?





		To find the critical region, first decide on the significance level		So what significance level should we use?





		Step 4: Find the p-value		How do we find the p-value?





		We’ve found the p-value

		Step 5: Is the sample result in the critical region?

		Step 6: Make your decision

		So what did we just do?

		What if the sample size is larger?

		Let’s conduct another hypothesis test

		Step 1: Decide on the hypotheses		It’s still the same problem





		Step 2: Choose the test statistic

		Use the normal to approximate the binomial in our test statistic

		Step 3: Find the critical region

		SnoreCull failed the test

		Mistakes can happen

		Let’s start with Type I errors		So what’s the probability of getting a Type I error?





		What about Type II errors?		So how do we find β?





		Finding errors for SnoreCull		Let’s start with the Type I error

		So what about the Type II error?





		We need to find the range of values

		Find P(Type II error)

		Introducing power		So what’s the power of SnoreCull?





		The doctor’s happy		But it doesn’t stop there









		14. The χ2 Distribution: There’s Something Going On...		There may be trouble ahead at Fat Dan’s Casino

		Let’s start with the slot machines

		The χ2 test assesses difference

		So what does the test statistic represent?

		Two main uses of the χ2 distribution		When v is 1 or 2

		When v is greater than 2





		v represents degrees of freedom		So what’s v?





		What’s the significance?		How to use χ2 probability tables





		Hypothesis testing with χ2

		You’ve solved the slot machine mystery

		Fat Dan has another problem

		the χ2 distribution can test for independence

		You can find the expected frequencies using probability

		So what are the frequencies?		How do we find the frequencies in general?





		We still need to calculate degrees of freedom

		Generalizing the degrees of freedom

		And the formula is...

		You’ve saved the casino





		15. Correlation and Regression: What’s My Line?		Never trust the weather

		Let’s analyze sunshine and attendance

		Exploring types of data		All about bivariate data





		Visualizing bivariate data

		Scatter diagrams show you patterns

		Correlation vs. causation		We need to predict the concert attendance





		Predict values with a line of best fit

		Your best guess is still a guess		We need to find the equation of the line





		We need to minimize the errors

		Introducing the sum of squared errors

		Find the equation for the line of best fit		Let’s start with b





		Finding the slope for the line of best fit		We use x̄ and ȳ to help us find b





		Finding the slope for the line of best fit, part ii

		We’ve found b, but what about a?

		You’ve made the connection

		Let’s look at some correlations		Accurate linear correlation

		No linear correlation





		The correlation coefficient measures how well the line fits the data

		There’s a formula for calculating the correlation coefficient, r

		Find r for the concert data

		Find r for the concert data, continued

		You’ve saved the day!

		Leaving town...

		It’s been great having you here in Statsville!





		A. Leftovers: The Top Ten Things (we didn’t cover)		#1. Other ways of presenting data		Dotplots

		Stemplots





		#2. Distribution anatomy		The empirical rule for normal distributions

		Chebyshev’s rule for any distribution





		#3. Experiments		So what makes for a good experiment?





		Designing your experiment		Completely randomized design

		Randomized block design

		Matched pairs design





		#4. Least square regression alternate notation

		#5. The coefficient of determination		Calculating r2





		#6. Non-linear relationships

		#7. The confidence interval for the slope of a regression line		The margin of error for b





		#8. Sampling distributions – the difference between two means

		#9. Sampling distributions – the difference between two proportions

		#10. E(X) and Var(X) for continuous probability distributions

		Finding E(X)

		Finding Var(X)





		B. Statistics Tables: Looking Things Up		#1. Standard normal probabilities

		#2. t-distribution critical values

		#3. X2 critical values





		Index

		About the Author

		Copyright






OEBPS/httpatomoreillycomsourceoreillyimages1487230.png.jpg
A 15 payout means that if
Yyou vin, You'll earn 15 Eimes
the amount: you bet!






OEBPS/httpatomoreillycomsourceoreillyimages1486784.png.jpg
This is the same data
25 before, but this time
Ws splt ko quarters

e

11122 122333' 33444'






OEBPS/httpatomoreillycomsourceoreillyimages1487226.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487158.png.jpg
o through eath value » and
o K ok what Gx — p s Then
moltiply it by the prabability of

aekbing % T
E(X-p)2=
(X - 1) = Z0x - WPP(X = x)

and then add these
e ults together.





OEBPS/httpatomoreillycomsourceoreillyimages1487136.png.jpg
Prol)al: ity of winning not]ning

Il the possble ways in which

Rather than work out 3 e vap b bt

1d lose, you can 53y Pllesing)

You ¢ou

This means we get none of the winning Combinations
Pllosing) = | = P, £, ) = PUf, §, cherry (any order)) — Pleherey, cherry, cherry) — Pliemon, lemon, lemon)

- 0.00l - 0.00b - 0.008 - 0.008
X These ave the four probalility vabes we
o9mn prrrri s






OEBPS/httpatomoreillycomsourceoreillyimages1486780.png.jpg
frequency

Igore the

&= score
Take the vange
b Basatos:





OEBPS/httpatomoreillycomsourceoreillyimages1487856.png.jpg
E(P)=p Var(P,)) = pq





OEBPS/httpatomoreillycomsourceoreillyimages1486648.png
Profit (thousands)

Profit (thousands)

600
Bl wanic Mango
500
[ competitor
400
300
200
100
00
2003 2004 2005 2006 2007
Year
Profit in dollars
600
500
400
300
200
100
0 n n n n
2003 2004 2005 2006 2007
Year
€d thoose ),
ou e line char,
M:mn' e;:méméram v the
art. But g, "
You Chose Lhe op) - O E worry if

Profit in dollars

The bar chart does a good job of
comparing the profit on  year-by-year
basis, and it's areat if you want to
compare profits in an individual year. As
an example, we can see that up o 2007,
the competitor made a bigger profit, but

in 200 Manie Mango did.

A weaknesses of this chart i that if the
CEO suddenly detided to add a third
Eompetitor, it might make the chart a
bit harder to take in at a single glance.

— Manic Mango

—  Competitor

The line chart is better at showing a
trend, the year—on—year profits for each
company. The trend line for each company
is well-defined, which means we easily see
the pattern profits: Manic Mango profits
are climbing well, where its competition

is beginning to slacken off. It would also
be easy 4o add another company without
swamping the chart.

A weakness s that you can also compare
year—by—year profit, but perhaps the bar
ehart is clearer.





OEBPS/httpatomoreillycomsourceoreillyimages1487852.png.jpg
var(F) = Var(x)

n?

= afpq «—VarlX) = ¥





OEBPS/httpatomoreillycomsourceoreillyimages1486660.png.jpg
m
The YHealth Club

Statsville's Premier Spa





OEBPS/httpatomoreillycomsourceoreillyimages1487206.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487132.png.jpg
probability of & & &

Pl 1, 1) = P« P« PP

=olxolxo0l
O x Ol e ettty of 5
=000l dolla sgn appeseing in
@ window is O]

probability of C) Cj @)
Pliemon) x Pllemen) x Pllemon)
A lomn sy wndew

et 2x02x02
s independent of ones

appearing in the other two = 0008

windows, 50 You multily the

three probabilbies toaether

Pllemon, lemon, lemon)






OEBPS/httpatomoreillycomsourceoreillyimages1487138.png.jpg
This looks useful, but T wonder if we can fake it one
step further. We've found the probabilities of getting
each of the winning combinations, but what we're

really interested in s how much we'll win or lose.






OEBPS/httpatomoreillycomsourceoreillyimages1486762.png.jpg
£ 8 9 9 10 10 11 12 113

1

Lowe Range Upper
i % B





OEBPS/httpatomoreillycomsourceoreillyimages1487142.png
The value of caz)

Combination's

vinnings is

Yeve w15 1

"epresented by

i the

Combination None [Lemons | Cherries | Ss/cherry \[Dollars
x K] a 9 14 19
P(X = x) 0.977 |0.008 0.008 0.006 0.001
The probabiit
No variable X is al,t:itf:f

2ords, that the valye of

he innings is #9.






OEBPS/httpatomoreillycomsourceoreillyimages1487404.png.jpg
PXx=2)="C, 019 x 0715
= 5| %0025 x 0421675
3l
=10 x 0.0264
= 0264





OEBPS/httpatomoreillycomsourceoreillyimages1487838.png.jpg
P, vepresents the frofpor tion

of suegesses n e sample
e ® /
[ ]
. n
oo ©
X ~ B(n, p) e dor't ko the evack mamber

of ved gunballs in the sample, but.
7 know iks distribution





OEBPS/httpatomoreillycomsourceoreillyimages1487384.png
1.What was the name of his first girlfriend?

A: Mary

@ c:voooie

I
(

@ 4: To launch a range of sports equipment
@ C: To launch his own range of menswear (

@ 2005
>

@ 2007 D: 2008 D






OEBPS/httpatomoreillycomsourceoreillyimages1486656.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488336.png
= (4-55)12-89) + (45-55)(10-89) + (5-55)(8-8.9) + (55-55)(15-8.9) +
(b-55)8-89) + (65-55)9-89) + (1-55)6-89)

= (193D + (-DUD + (-05)-09) + (0)0.4) + (05)-0.9) + (O] + (15)-2.9)
= -445-11+045+0-045+0l - 435
=-lo
Sx - R = (k55 + (£5-55) + (5-55)* + (55-55)* + (6-55)* + (65-55)" + (1-55)*
= 18P+ (D + (<051 + 0" + 05" + |* +15*
=225+1+025+0+025+1+225
=7
s

2(x - Ry - §)

2x - R
=-lor1
= _143 (fo 2 decimal places)





OEBPS/httpatomoreillycomsourceoreillyimages1488326.png.jpg
This is the standavd deviation of the x values in Tthe
Samtle, and. Yo done bhese sorks of caleulations before






OEBPS/httpatomoreillycomsourceoreillyimages1488328.png.jpg
=VI(23.02/7)

=V3.28857
= 181 (10 2 decimal places) 2’:‘:&;&;;"“”,&"'*‘”

of the w valucs. ¥ 3 sample





OEBPS/httpatomoreillycomsourceoreillyimages1488102.png.jpg
But those results
arer't what the doctor
wants. Can't we fest at a
different level>






OEBPS/httpatomoreillycomsourceoreillyimages1488104.png.jpg
I still have doubts.
T wonder what would
happen if I took a
larger sample...






OEBPS/httpatomoreillycomsourceoreillyimages1487144.png.jpg
=x)

P(X

The probability =

of losing fl i
vearly |

Slot Machine Probabilities

In this dype of bar ehard,
the bars ave so i The probdbites for viming
thefe jot o T BT, and 19 ave s0
L ey barely vegiter o
L the graph
- N .
4 9 14 o





OEBPS/httpatomoreillycomsourceoreillyimages1487164.png.jpg
What about the standard deviation?
Can we calculate that too?






OEBPS/httpatomoreillycomsourceoreillyimages1487382.png.jpg
Round Two of Who Wants To Win A Swivel Chair
is called *More About Me." This time Tl ask you five

questions. As before, here are four possible answers
o each question. Do you want o play on?





OEBPS/httpatomoreillycomsourceoreillyimages1487914.png.jpg
Standard error of the mean = o






OEBPS/httpatomoreillycomsourceoreillyimages1486786.png.jpg
ese values

Taking the vanae between
gives us 3 brand new “mini” vange.





OEBPS/httpatomoreillycomsourceoreillyimages1487380.png.jpg
Looks like you tied
with another confender.
Congratulations, you're
through to the next round.






OEBPS/httpatomoreillycomsourceoreillyimages1487836.png.jpg
25% of gunbills in She

Populatinn of gumballs (amm peptn
3.7 ot :
@ O





OEBPS/httpatomoreillycomsourceoreillyimages1486654.png.jpg
Nice work with those
charts! We've got investors
lining up outside the office.
Take a long vacation, on me!






OEBPS/httpatomoreillycomsourceoreillyimages1486658.png.jpg
People say I'm just an
average golfer, but 'l
show them T'm really mean.






OEBPS/httpatomoreillycomsourceoreillyimages1488116.png.jpg
Decide on the
hypothesis you're going
to tost






OEBPS/httpatomoreillycomsourceoreillyimages1488330.png.jpg
(22 - 38.875F + (33 - 38.875F +(30 - 38.875)° +(42 - 38.875)° + (38 - 38.875) +
(49- 38.875) + (42 - 38.8 388

=(168

+ (38755 + (8875 + (3,125 + (08757 + (10,12

+(16.1

= 780.875 (t0 2 decimal places)

= VITB0B7577)

’ lues in the sanple
Finally, we use the y val
e e devabin of 1

= 10.56 (to 2 decimal places)





OEBPS/httpatomoreillycomsourceoreillyimages1488106.png.jpg
I want to conduct a new
hypothesis fest using
these new results.





OEBPS/httpatomoreillycomsourceoreillyimages1487924.png.jpg
85 -10
Voos
= 822 (ko 2 detimal places)






OEBPS/httpatomoreillycomsourceoreillyimages1486782.png.jpg
Wait a sec, do you mean
we pretend the outliers
don't exist? That doesn't
sound very scientific.






OEBPS/httpatomoreillycomsourceoreillyimages1487152.png.jpg
*3

P(X

Slot Machine Probabilities

The amount Yo could win

o lose cath Lime varies

Here's the

skt - bempted”





OEBPS/httpatomoreillycomsourceoreillyimages1487200.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487398.png.jpg
You didr't need

these elements.
< P

o





OEBPS/httpatomoreillycomsourceoreillyimages1488290.png.jpg
Are you sure? That
looks complicated.





OEBPS/httpatomoreillycomsourceoreillyimages1488310.png.jpg
That's awesome, dude! But just one
question. How accurate is this exactly?





OEBPS/httpatomoreillycomsourceoreillyimages1488308.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488218.png
&

We had to figure ouf
343 = 9 expetted Croupier A [ Croupier B | Croupier C

Frequenies. Win
\ Draw

Lose






OEBPS/httpatomoreillycomsourceoreillyimages1488214.png
These are Croupier A | Croupier B | Croupier C | Total
;t:-: observed Win |43 49 22 114
wercies — 5 'Draw |8 2 5 15
Lose |47 4 30 121
Total |98 % 57 250

(Row total % tolumn total)/grand total

Work oy,
each oftm Croupier A Croupier B Croupier C
expected Win | (114x98)1250-44 688

Frenvencies — [ Draw [ (1]

ere.

x98)/250=5.88
(121x98)/250=47.432

Once you've found all the expected frequencies, calculate the test statistic X2. Use the table below to help you. The
first column gives all the observed frequencies, the second column is for the coresponding expected frequencies,
and if you add together all the numbers in the thrd column, it gives you your test statistic

Observed [ Expected [(0 - E)? G—_ ise the vales in the first buo
E columns 4o help you calealate this

e

3 [44688 (43.44588)7/44.688 = 2.85/44.688 = 0.064
IRiE 588 (8:5.88)1/5,88 = 4.494476.88 = 0.764
7 47432 (4747 432147432 = 0.187147 432 = 0.004

49

4
2

30

£0=250 [ZE=






OEBPS/httpatomoreillycomsourceoreillyimages1488220.png
/’\_,

We only had bo caleulate these
expected frequenties — we
tould Figure out the others
wsing the total frequenty of

eath vow and column.

Croupier A

Croupier B

Croupier C
We conld Figure

Win

the last vow and

Draw

Lolumn vt wsing

Lose

/\j the totals





OEBPS/httpatomoreillycomsourceoreillyimages1487434.png.jpg
Orly a 003 chance
of 1o breakdowns rext
week? Guess we better
get some new machines
afterall.





OEBPS/httpatomoreillycomsourceoreillyimages1487844.png.jpg
o
® o
°

Intuitively, you'd y g
the proportion of ved
gumballs £ be the same

both in bhe sanple and the @)

Population.

™ o






OEBPS/httpatomoreillycomsourceoreillyimages1487848.png.jpg
BE) = HA)

«—EOQ =

v“\I%\:





OEBPS/httpatomoreillycomsourceoreillyimages1487178.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488294.png.jpg
Here's a veminder
of the formla

b=E(x-X)(y-y)
E(x - X)?





OEBPS/httpatomoreillycomsourceoreillyimages1487842.png.jpg
T get it. The sampling distribution of proportions
is really @ probability distribution made up of
the proportions of all possible samples of size n.
If we know how the proportions are distributed,
we'll be able to use it 1o find probabilities for the
proportion of one particular sample.

5

e






OEBPS/httpatomoreillycomsourceoreillyimages1487184.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487386.png.jpg
What if the probability of getting a
question right changes? I wonder if we
can gereralize this further.






OEBPS/httpatomoreillycomsourceoreillyimages1487394.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487388.png.jpg
rl(n-r)!





OEBPS/httpatomoreillycomsourceoreillyimages1488288.png.jpg
Eath value of %, minus the mean of the
3
prin Y the mean of the y vale:
¥ ¥

value
b = Z((x - X)(y - V)

Z(x - X)?
This bit's similar £o hoy, You find the 7 (
variance of x. For each vyl of %

subract the mean of fhe 5 values and
square the vesdlt





OEBPS/httpatomoreillycomsourceoreillyimages1486960.png.jpg
There must be a fix! The probability
of getting a black is far higher than
getting a green or O, What went wrong? T
want to winl






OEBPS/httpatomoreillycomsourceoreillyimages1486870.png.jpg
Variance = &X





OEBPS/httpatomoreillycomsourceoreillyimages1486872.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487840.png.jpg
b sample ‘tontains

Ehe previovs on:
® -
[ ] .‘ Different Nmples
.... § .. J
[
L -~
o X~ B(n, p)
P, = Xin .. 5243 x5
X~ B(n, p)

P.=Xin





OEBPS/httpatomoreillycomsourceoreillyimages1488224.png
Column 1

Column k-1

Column k

Row 1

You need to ealeulate these.

e

You tan iguee

ot calumn k using

{he vow total





OEBPS/httpatomoreillycomsourceoreillyimages1487204.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488270.png.jpg
attendance (100’s)

These are all difterent
«m; Sor the same data,
N So which do you vse?

0 X %

60

30

20

10

s
sunshine (hours)





OEBPS/httpatomoreillycomsourceoreillyimages1488274.png.jpg
These
actual ::2 .
omsed s
oY for the
same value of 4.

y=a+bx

1§ we con find e lne thak wiriniies al e
b bantes bebucen the cbserved 2nd exgetked
ales of 3, wel have the Tme best it

These ave the %

attual values.

These are the values

e predet based
he line of best fit






OEBPS/httpatomoreillycomsourceoreillyimages1486638.png.jpg
1 he upper limit is 18 because someone is
from the point of their

classed as being 17

I7th birthday up until the point.

they turn 18. Ages are generally vounded down.
Age group | Upper limit | Cumulative frequency | Frequency
<0 0| 0 0
0-17 18
18-24
25-39
4054
55-79

80-99






OEBPS/httpatomoreillycomsourceoreillyimages1487168.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487160.png.jpg
Var(X) measures how
widely my payouts vary.






OEBPS/httpatomoreillycomsourceoreillyimages1487078.png.jpg
P(A | B) = PR PB | A
PR P(B | A) + PA) PB | AD





OEBPS/httpatomoreillycomsourceoreillyimages1487218.png.jpg
E(X-Y)

E(X)
\L . ;(V)
= i |

! l The vaviane iREre3sE
even thovdh we've
& O bearkivg vavables

d
Var(X) =)
Var(Y)
Var(X - Y)





OEBPS/httpatomoreillycomsourceoreillyimages1488268.png.jpg
Aline of best fif? And
You just guess what the lire is
based on what looks good fo

You? That's hardly scientific.






OEBPS/httpatomoreillycomsourceoreillyimages1487210.png.jpg
We could work out the probability
distribution of X + ¥, but that would be time-
consuming, and we might make a mistake. T
wonder if we can take another shortcut?






OEBPS/httpatomoreillycomsourceoreillyimages1487202.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488292.png
Fix- Ry

G-y -9

)+ (11375)(8.875) + (-0.5373)
5)(3.125) + (2.8625)

(11625410.125) + (1.5

Add these together for
every set. of values

828125 + 10.7953125 + 10.0953125 -1.6796875 -0.3171875 + 11.7703125 + 4.8826125 +
461578125

=122

(to 2 decimal places)





OEBPS/httpatomoreillycomsourceoreillyimages1487396.png.jpg
K7 Sinte the trials ave independent, E(X,
and 50 on

= E(X,) = E(Xy),
E(X) = E) +E0) +... +E(X) Fos S Hs

= nEX)

= \ 1 X~ Blr, p), then
EOO = wp

VarlX) = wpq
Var(X) = Var(X,) + Var(X) + .. +Var(X)
=0 varX)

Since the trials are independent,
VarlX) = Varl(Xy) = VarlXs), and 50 on.





OEBPS/httpatomoreillycomsourceoreillyimages1486600.png.jpg
Frequency

60

50

40

30

20

The frequenty gives You
Lhe height. o‘y

<

cath bar.

v

4

Stores per game

boundaries of every
ou the bar widths
<« b00-117 90t

You vse the
inkerval +o g ¥

The bav for store

( from 5975 10 1115

—|

100

200

300

400

500

600

700 800 900 1000
Stove





OEBPS/httpatomoreillycomsourceoreillyimages1487216.png.jpg
But that doesn't make
sense. Why should we
add the variances?





OEBPS/httpatomoreillycomsourceoreillyimages1487392.png.jpg
Var(X) = E(X%) -

=(0q+ Ip) ER =R B

=pr N B

=p(l-p)

=pq





OEBPS/httpatomoreillycomsourceoreillyimages1487212.png
Den't worvy, we've n

You to caleulate Lhis

ot asking

~

x+y






OEBPS/httpatomoreillycomsourceoreillyimages1487612.png.jpg
X+Y~Nut+p,0°%05)






OEBPS/httpatomoreillycomsourceoreillyimages1487686.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487690.png.jpg
So, looks like
you've orly got about a
26% chance at that swivel chair.
If you lose, youll miss out on our
great consolation prize. Why dor't
you take the prize and rur





OEBPS/httpatomoreillycomsourceoreillyimages1486812.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487328.png.jpg
S0 you expect me to come up
with the probability distribution
of something that's neverending? Ts
that your idea of a joke?






OEBPS/httpatomoreillycomsourceoreillyimages1487332.png.jpg
First you say P(X = x),
then you say P(X = r). T wish
You'd make your mind up.






OEBPS/httpatomoreillycomsourceoreillyimages1487614.png.jpg
X~Np,07) and  Y~N,0))





OEBPS/httpatomoreillycomsourceoreillyimages1487662.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488320.png.jpg
davd deviation of the x values in the

b s the stan
b 5 th dope of 4he e 7\?; Somple # s the standard deviation of the y vaes

of best. f; )
veaiy £ bt you'e Y






OEBPS/httpatomoreillycomsourceoreillyimages1486814.png.jpg
Heve's a veminder of

( the data.

2367 7 40 10 10 11 13 30





OEBPS/httpatomoreillycomsourceoreillyimages1488042.png.jpg
I'm not sure these claims are.
true. If they were, more of
my patients would be cured.






OEBPS/httpatomoreillycomsourceoreillyimages1487992.png
5 S 5
= (o15-2% 0F 0P 154258 ”7—7‘”)
B %0

= (025 - 2.56 % 00612, 025 + 2.56 % 0.0bI2)
= (015 - 0158, 025 + 0158)
(0.092, 0.408)






OEBPS/httpatomoreillycomsourceoreillyimages1486914.png.jpg
What's the probability he's
remembered I'm dllergic fo
ron-precious metals?





OEBPS/httpatomoreillycomsourceoreillyimages1487486.png.jpg
Do I have to use area fo find
probability? Can't T just pick all the
exact values in that range and add their
probabilities together? That's what we
did for discrete probabilities.






OEBPS/httpatomoreillycomsourceoreillyimages1486916.png.jpg
32 Dy,
%%(,A No’)\)‘k





OEBPS/httpatomoreillycomsourceoreillyimages1488044.png.jpg
ople shovld

s s how man
This is he ol eoxding o

have been cuveds 3¢
This is how many peple were Lhe dvug company
achually cured by SnoreCull [

X
=

o
10 11 12 13 14 15 x





OEBPS/httpatomoreillycomsourceoreillyimages1487996.png.jpg
‘That means T need you to come up with
a confidence inferval for gumball weight,
but as it's just for one store, T dor't want
o sample a large number of gumballs






OEBPS/httpatomoreillycomsourceoreillyimages1488286.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487682.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488338.png
=108
3y - P = 12-89* + (10-89* + (8-89)* + (95-8.9" + (8-8.9" + (3-89 + (6-8.9"

=34 1P+ (0D + 06 + (<097 + OI* + (<297
=94l +121 + 08l + 036+ 08l + 00l +84]
=2122

n=l
=V21.TI/6
=190






OEBPS/httpatomoreillycomsourceoreillyimages1487684.png.jpg
Here, we've looki

for vales less thon v

3 25vomdstod,y 3 L X < 25
50 we only vant o

include values less

than 2.5 in X>3 — X > 3%
our vange.

~ xs3 — X <35
Here, weve looking
or values less
thanor equal fo x23 — X > 25
3. Al the rumbers
betueen 2.5 3ng

Boromdtodio 3 oxcqp —p 25<X <95

we need 4o inelude
values less than
3.5 in our vange.

All the numbers from -0.5
0 05 vound £0 0, 50 they
must be intluded in the

vange
£

X=0 —» -05< X < 05

25 <X < 105

35Xs10 =
Jex<10 —» 35< X <105
05
x>0 = X >
3<x<io —» 35 < X <95
<x<





OEBPS/httpatomoreillycomsourceoreillyimages1487324.png.jpg
Tvial |

Sueeess

02

08

Fail

Cnad B
Giwek akkem

ries 293

s on W

?h, wohe

B soan 3 ©
3 seeesshl ¥ e am

VR e w5

Tvial 2

o1 Suetess

T

Fail





OEBPS/httpatomoreillycomsourceoreillyimages1486788.png.jpg
The intevauartile vange includes
the widdle part of the data

P EE——

25% of the 1, Q2
Q3
da::am{hz 11122)0Ql22333)[33444)O mze%&&m
s data in the
st

but excludes the bwo auter /
quarkers where any outliers live.





OEBPS/httpatomoreillycomsourceoreillyimages1487720.png.jpg
S0 are you saying that
all samples resemble
their parent populations?






OEBPS/httpatomoreillycomsourceoreillyimages1486910.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486908.png.jpg
[ See-pr \
" Both of these give

g the same vesult
E 2 2






OEBPS/httpatomoreillycomsourceoreillyimages1488046.png.jpg
Does that mean that the drug
company is tellng lies about their
product? Shouldrit the drug have
cured more of the doctor's patients?





OEBPS/httpatomoreillycomsourceoreillyimages1488334.png.jpg
Woah dude! This
regression thang
is boogalicious!

Awesome, dude, you rock!
Here's a free ticket for
our next event.






OEBPS/httpatomoreillycomsourceoreillyimages1488052.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487994.png.jpg
T have one more
problem T need your
help with. Thirk you can
help me out?





OEBPS/httpatomoreillycomsourceoreillyimages1488050.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486696.png.jpg
frequency

Age of Kung Fu students

Most @

£ the people in the
20.

tass ave avound 3¢

The ages over heve arc outliers. Theyve
oes that dont veally it n

extreme )
ith the bulk of the data.

19 20

The mean is 38
fhe class s ar
veally vepresent

2 2 s e
p=38

, but nabody in

ound that age.[5 %

tative of the class?





OEBPS/httpatomoreillycomsourceoreillyimages1488000.png.jpg
But why not?
That doesn't
make sense to me.






OEBPS/httpatomoreillycomsourceoreillyimages1487660.png.jpg
l
n

vl —





OEBPS/httpatomoreillycomsourceoreillyimages1487334.png.jpg
T'ma failure <sniff>

queeqal tol - ¥ iy
vepresents the probabilty
of suctess, then 4 vepresen

SLailure.

the probability





OEBPS/httpatomoreillycomsourceoreillyimages1487642.png
1.What s his favorite film

@ ~: he Doy of The Jackal (@ ©: e italian Job
@ c: Lovence of Arabia (@ o: ~11 the President’s Men

2.What s the favorite film of his cat

@ .  Fish Called Wanda (@ 5: Curse of the Were-Rabbit
D: Bird on a Wire

how much does he spend on suits each month

How often does he have his hair cu

@ ~: 0ncea month (@ 5 1vice 2 month
@ c: < times a month (@ o: Four times a month

What is his favorite web site
@ »: v fatdanscasino.com (@ 5: v oregslistnet

@ c: vwyou-cubenet D: www.starbuzzcoffee.com






OEBPS/httpatomoreillycomsourceoreillyimages1487668.png.jpg
]

015

01

9 10 11

8

05

POX < 8) is this area here.





OEBPS/httpatomoreillycomsourceoreillyimages1487622.png.jpg
Gety)- \ Remember how before we used 2= * =
o
o

260310 This time avound we've wsing the distributior

s of XA Y, soveuez= Gty —p
=t o
30

=133 (4o 2 detimal places)





OEBPS/httpatomoreillycomsourceoreillyimages1487620.png.jpg
- 4 touse X & Ys and
Wekrow we reeh ot KT

e have 3 WY ©°
mean and varanLe

© Work out the distribution and range

Onte we know ize i ey
< v know the diskributio, > © Standardize it e ean b k&a»‘d}rd

and.the vange, ve stam eobdbilty
dovdize 1 \ [ = W‘,\,a\wm {ables

© Look up the probabilities






OEBPS/httpatomoreillycomsourceoreillyimages1486806.png.jpg
frequency

£ you seored 50 and knew
fhat P, = 50, yowd have

beaten or matehed the score

of 90% of other people

J

50
score





OEBPS/httpatomoreillycomsourceoreillyimages1487634.png.jpg
=800 - 120
50

"

3|8

I
~





OEBPS/httpatomoreillycomsourceoreillyimages1487756.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486520.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487338.png.jpg
Tim getting bruised! How
many attempts do you

expect me 1o have to make
before T make it down the
slope OK?






OEBPS/httpatomoreillycomsourceoreillyimages1486820.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488318.png.jpg
Tm the correlation
coefficient, r. T
say how strong the
correlation is between
the two variables.

o
3
7\"

of v as standing
or velationship.

Think





OEBPS/httpatomoreillycomsourceoreillyimages1486920.png.jpg
Are you ready to play?

One of Fat Dan's erouiers





OEBPS/httpatomoreillycomsourceoreillyimages1487498.png.jpg
T need a man who'll be faller
then me when T wear my

highest heels. Shoes defiritely
come first.





OEBPS/httpatomoreillycomsourceoreillyimages1486924.png.jpg
You place bets on the
pocket the ball will
fall into on the wheel /

using the baard.

2nd DOZEN 3rd DOZEN





OEBPS/httpatomoreillycomsourceoreillyimages1486810.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486928.png.jpg
Hold it right there!
You want me to just make.
random guesses? I stand

1o chance of winning if T
just do that.





OEBPS/httpatomoreillycomsourceoreillyimages1488212.png.jpg
For every observed frequenty, subtract

0 - E)? the expected Freauenty, square the veslt,
e z %K and divide by the exected freaueney
Then add your vesults together.





OEBPS/httpatomoreillycomsourceoreillyimages1488314.png.jpg
Where woulg e
draw the linez =






OEBPS/httpatomoreillycomsourceoreillyimages1488210.png
Expected frequency = Row Total x Column Total

Grand Total





OEBPS/httpatomoreillycomsourceoreillyimages1486596.png.jpg
800-917

799 5 999 5






OEBPS/httpatomoreillycomsourceoreillyimages1487626.png.jpg
Customers are demanding
that we allow more members of the
wedding party to join the ride, and
theyl pay good money. That's great, but
will the Love Train be able fo handle
the extra load?






OEBPS/httpatomoreillycomsourceoreillyimages1487664.png.jpg
Did I miss something?
Inwhat way was that
good approximation?






OEBPS/httpatomoreillycomsourceoreillyimages1487666.png.jpg
020

0.15

01

05

Ne Sound POX < B
~

by adding al these
toaether

9

10

n






OEBPS/httpatomoreillycomsourceoreillyimages1487330.png.jpg
P = 1) is the

Trial 1
T probability of Chad

Success

Fail

being suctesshul in

teial |
Tri:
a2 Pl = 3)is the probabiity
of Chad being suteesstul
o brial 3—that is, failny
£ o e st wo bridls bit

02 Success

Trial 3 being successul in the thivd.

02 Success
08 Tiara
Fail
0.2 Success
08
Fail
Hos
These praoabiiies 27 Fail
callated wnd he

o cbabiity e





OEBPS/httpatomoreillycomsourceoreillyimages1486582.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487616.png.jpg
We ADD the vaviantes together
just like we did for distrete

Yrobability distributions





OEBPS/httpatomoreillycomsourceoreillyimages1487372.png.jpg
You've got a 42% chance of
getting one question right, and a
14% chance of getting wo right.
Those arer't bad odds. I suggest
You go for it and guess.






OEBPS/httpatomoreillycomsourceoreillyimages1487618.png.jpg
Subtract the mean

dd the vavianée
[ <

2
X-Y~N(u,-p,07+0))

e,

Look ot the shape, 11, the same
shape as for x4 v/ but vith the
center of the tyrye i 3 different
Face. They have {1 ey shape
because they have e Same Vavianze.





OEBPS/httpatomoreillycomsourceoreillyimages1486808.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486532.png.jpg
This stock's so

0 0 hotit's smokin'

The profit's holding
steady, but it's

nothing special.





OEBPS/httpatomoreillycomsourceoreillyimages1487490.png.jpg
60

PX<0%) =1x05
=05





OEBPS/httpatomoreillycomsourceoreillyimages1487496.png.jpg
That's great, at least
row I have an idea of
how long T'l be waiting.

But what about my shoes?






OEBPS/httpatomoreillycomsourceoreillyimages1488040.png.jpg
|5 YOUR SNORING GETTING YOU DOWN?
THEN YoU NEED NEw SNORECULL,
THE ULTIMATE REMEDY FOR SNORING,
SnoreCutt cures 90%

d Y
(CULL THOSE SNORES WITH NEW SNORECULL






OEBPS/httpatomoreillycomsourceoreillyimages1487488.png.jpg
ptx<Rsend P
e PlX<%) =5 005
=015






OEBPS/httpatomoreillycomsourceoreillyimages1487492.png.jpg
PiX>2=0

0

The prebabilty deity
5 0 where X »






OEBPS/httpatomoreillycomsourceoreillyimages1487976.png.jpg
T wonder if we can use the
Mighty Gumball sample in

some way. Maybe we can use
the mean of the sample.






OEBPS/httpatomoreillycomsourceoreillyimages1487610.png.jpg
1§ you add the means of X and Y together

You get the mean of % + Y. Similarly,

Summing the variances of X and Y gives You

the variante *+

=p +
=T H, Oim g i g ? e e btk
x 2 X and Y are independent which
makes life very easy indeed





OEBPS/httpatomoreillycomsourceoreillyimages1487600.png.jpg
Bride u Groom u

il have —,

ound heye /

aMnrt brides
eight ar.

150
e lghter o
e meam 34

grooms

Brides tan
Yeavier than
s applies o the





OEBPS/httpatomoreillycomsourceoreillyimages1487340.png.jpg
N

(x5 X)dxz





OEBPS/httpatomoreillycomsourceoreillyimages1487596.png.jpg
Groom ~ N(190, 500)






OEBPS/httpatomoreillycomsourceoreillyimages1487932.png.jpg
We're in trouble. Someone
else has conducted
independent tests and come
up with a different result.
They're threatening to sue,
and that will cost me morney.






OEBPS/httpatomoreillycomsourceoreillyimages1487604.png.jpg
1 don't see how these
shorteuts help us. Theyre

for discrete data, and we're
dealing with confinuous now.






OEBPS/httpatomoreillycomsourceoreillyimages1486824.png.jpg
—
8 10 12 14 16 18 20 22 24 26 28 30

Score





OEBPS/httpatomoreillycomsourceoreillyimages1486828.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486862.png.jpg
Ix-p)° _ ZOx-w) (k-

See if you can
get From heve, _one o wm
bo here o B






OEBPS/httpatomoreillycomsourceoreillyimages1486826.png.jpg
Player A

Player B

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Score





OEBPS/httpatomoreillycomsourceoreillyimages1487984.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487344.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487342.png.jpg
1 The expettation is | divided by
E(X) = 5 the probability of sucess





OEBPS/httpatomoreillycomsourceoreillyimages1486694.png.jpg
We left out the ages
bebween O and 18 4
save spate.

frequency

Ez

°

3 2

H

&0
0
o

——
6
4

Age of Power Workout classmates






OEBPS/httpatomoreillycomsourceoreillyimages1486854.png.jpg
T'm the standard
deviation. If you need fo
measure distances from
the mean, give me a call





OEBPS/httpatomoreillycomsourceoreillyimages1486860.png.jpg
Psst — heve's @ hint.
Remember that Tx=p





OEBPS/httpatomoreillycomsourceoreillyimages1486592.png.jpg
109

200





OEBPS/httpatomoreillycomsourceoreillyimages1486798.png.jpg
3387 709 1010 [E)
T

Lower quartile Median Upper quavtile





OEBPS/httpatomoreillycomsourceoreillyimages1486588.png.jpg
That's easy, don't we just
use a bar chart like we did

before? We can treat each
group as a separate category.,






OEBPS/httpatomoreillycomsourceoreillyimages1487624.png.jpg
z =k -y -p
o
=5-1
b0

= _033 (4 2 detimal places)





OEBPS/httpatomoreillycomsourceoreillyimages1487630.png.jpg
A
At+tX
Each adult is an indeperdert.
abservation of X






OEBPS/httpatomoreillycomsourceoreillyimages1487934.png.jpg
Now hold it right there!
Are you saying that point
estimators are no good?

After all that hard work?






OEBPS/httpatomoreillycomsourceoreillyimages1487628.png.jpg
The 4 prabdbilcy
diskribution deseribes
Sdults whose weights have
been molbipled by - The
e is anged vt the

wumbe of adults Y
4

X

What we wanted was

7ot | adult & i, 4 adults,
es 3 3

etual size.





OEBPS/httpatomoreillycomsourceoreillyimages1486796.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487336.png.jpg
This is the o enexal share of
bt dskn\;«bm

Y e
e s awap!

x)

P(X=





OEBPS/httpatomoreillycomsourceoreillyimages1487644.png.jpg
But doing all of those
calculations is going to be
horrible. Tsn't there an
easier way?





OEBPS/httpatomoreillycomsourceoreillyimages1488324.png.jpg
This is the

sbandard devistion % 4 s bit
the % values in You “mww" o nee

the sample it's the carlen 2 B 0

same tz:uu Youve 1 ealeulate

seen before






OEBPS/httpatomoreillycomsourceoreillyimages1486802.png.jpg
This s the same st of data, but its
sized churks.

wow sglit into 10 equal
Eath chunk contains 107 of the data

U i sme Ehons: dickiions b B 5 Dbl i ikl WD





OEBPS/httpatomoreillycomsourceoreillyimages1488332.png.jpg
attendance (100's) «

ERE
sunshine (hours)






OEBPS/httpatomoreillycomsourceoreillyimages1488088.png.jpg
is less than 0.05, then fhat means that Il is
and ve can vejeck H

)
nside the critical vegion,

>c <

0.05 ——





OEBPS/httpatomoreillycomsourceoreillyimages1488322.png.jpg
T get it. We use
the value of b to
help us calculate .






OEBPS/httpatomoreillycomsourceoreillyimages1486530.png.jpg
You can say
what you wart with
statistics, even lie.

You can use statistics
1o help explain things
about the world.






OEBPS/httpatomoreillycomsourceoreillyimages1486818.png.jpg
So box and whisker
diagrams are really just
aneat way of showing

ranges and quartiles.





OEBPS/httpatomoreillycomsourceoreillyimages1488092.png.jpg
Ne want £ find whether Il people being tuved is in the
exitical vegion here, 0 w%m PUx = I1) 4o evauate this

<
208 ¢

0.95





OEBPS/httpatomoreillycomsourceoreillyimages1486528.png.jpg
is data-
o of seatistic s 080
At the vo thered bV loc
— ka tan be 9
Gather data Dl

<, conducting
Fhvough existng sowEs

31
®§. n {:;{f

Once You have dats,
and generate staticties. v gon caleulate

Probabilities £ see gy, likely certain events
3ve, test ideas, and indieate how confident

You are about your reaulfy

You Can analyae it

o it Praw conclusions
decisions and prediction





OEBPS/httpatomoreillycomsourceoreillyimages1486522.png.jpg
Brett MeLaughlin





OEBPS/httpatomoreillycomsourceoreillyimages1486852.png.jpg
o = Vvariance

variance





OEBPS/httpatomoreillycomsourceoreillyimages1486822.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486858.png.jpg
Those calculations were tricky.
TIsn't there an easier way?





OEBPS/httpatomoreillycomsourceoreillyimages1487980.png.jpg
So does that mean I have to
go through the same process
every single time T want fo

construct a confidence interval?






OEBPS/httpatomoreillycomsourceoreillyimages1487982.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487126.png.jpg
4P





OEBPS/httpatomoreillycomsourceoreillyimages1487940.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487124.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486574.png.jpg
People can seore between

0ard 999, and the S0
data is broken m&:c s

roups s n cxanple
Players scored between 0
2d 199 o5 acizompr

Score | Frequency
5

200-399 |29

400-599 | 56

600-799 |17

800-999 |3

The frequency is the

£ anber of tnes 5

store within eath
vange vas achieved





OEBPS/httpatomoreillycomsourceoreillyimages1486570.png.jpg
Genre

Sales per Genre

o [ B

& 2007

Strategy
Action The Sports genre sold the most in 2007
It sold 27,500 writs.

Shooter In 2006 it only sold 14,000, so not as
many. In 2006, the Strateay genre sold
more units than any other genve.

Other
k T T T T T 1
o 5000 10000 15000 20000 25000 30000

Sales





OEBPS/httpatomoreillycomsourceoreillyimages1487860.png.jpg
e Expettation =7

variance = pq
n





OEBPS/httpatomoreillycomsourceoreillyimages1486586.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488340.png.jpg
Weight (tons) <

y= 1676 - 143«
v =-08l

2 & b e
Radiation exposure (mimubes) %

Io





OEBPS/httpatomoreillycomsourceoreillyimages1488048.png.jpg
But can we really be certain
that the drug company is at fault?>
Maybe the doctor was unluch






OEBPS/httpatomoreillycomsourceoreillyimages1486690.png.jpg
Tended up in the Kung Fu
class with lots of young 'uns and
a few ancient masters. My back
will never be the same again.






OEBPS/httpatomoreillycomsourceoreillyimages1486834.png.jpg
Kouenbeu

SCOr®





OEBPS/httpatomoreillycomsourceoreillyimages1486692.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486832.png.jpg
Kouanboiy





OEBPS/httpatomoreillycomsourceoreillyimages1486830.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487064.png.jpg
P(A =
@1B)=P@anB) ¢ Wl £ind both
" s provablie

p(n)/ Lo st PALD)





OEBPS/httpatomoreillycomsourceoreillyimages1486688.png.jpg
T want a nice quiet class ona Tuesday
evening where I can meet people my age.
Do you thirk you can help me?

Meet Clie, ,
Fifties uhg v z in his lsfe
mposed of

middle-aqe4 fo11.

an exercise

class ¢, ok





OEBPS/httpatomoreillycomsourceoreillyimages1487060.png.jpg
P(Black | Ex

P(Black M Even)
P(Even)
= P(Black) x P(Even | Black)

P(Black) x P(Even | Black) + PRed) x P

q—\ We caleulated these
1o ve 0n

avlier,
Zubx{ itute in oW vesul

xJg

9






OEBPS/httpatomoreillycomsourceoreillyimages1486686.png.jpg
Ix 19+ 3 x20+ 1 x21

920






OEBPS/httpatomoreillycomsourceoreillyimages1487990.png.jpg
(v.-¢ %r,ﬂ PT\)





OEBPS/httpatomoreillycomsourceoreillyimages1487128.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486836.png.jpg
So does that mean we.
just calculate the average

distance from the mear?






OEBPS/httpatomoreillycomsourceoreillyimages1487070.png.jpg
divide the probabilicy
B of this branch

y
Here's A To A
AT RSN =
RS PE A ~B o {he probability
hese two
branches added
ogether.
P(A) y B
o

PEIAT —p





OEBPS/httpatomoreillycomsourceoreillyimages1487998.png.jpg
That's easy. X is normal, so
that means that X has fo follow
a rormal distribution, too.






OEBPS/httpatomoreillycomsourceoreillyimages1487062.png.jpg
These branches ave

mutually excelusive
exhaustive.

and

P(A)

P(A)

A

P(BIA)

P(B'IA)

P(B|A)

P(B'|AY





OEBPS/httpatomoreillycomsourceoreillyimages1487936.png.jpg
Wikh point estimators, ¥€

estimate the population e
using the mean of khe samples






OEBPS/httpatomoreillycomsourceoreillyimages1486568.png.jpg
North America | 1,500

500
[Ewope |

Asia 2,000
Oceania 1,000
Africa 500
Antarctica 1

Sales per Continent

North America
W sales it
South America

Europe

Asia

Continent

Ocearia
Avica
Antaretica

0 200 400 00 800 1000 1200 1400 1600 1800 2000
Cales





OEBPS/httpatomoreillycomsourceoreillyimages1486572.png.jpg
Nice workl Those charts are going to be a big hit at
the expo. T've got another assignment for you. We've
been testing a new game with a group of volunteers,
and we need a chart to show the breakdown of
scores per game. Here's the data:






OEBPS/httpatomoreillycomsourceoreillyimages1488342.png.jpg
b =2(X-X)ly - §)
STx-XF





OEBPS/httpatomoreillycomsourceoreillyimages1488084.png.jpg
This is @ two-tailed test, where

bhe critica vegion is splt. over
[ bhe tvo taik _\
c, )

+ >
— =

a2 100% - a a2






OEBPS/httpatomoreillycomsourceoreillyimages1486864.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488058.png.jpg
Decide on the.
hypothesis you"
to

t






OEBPS/httpatomoreillycomsourceoreillyimages1488080.png.jpg
A one—tailed test

/ at the Ot level

= > <

c
b 100% - a

Hers we've using the lower £ail





OEBPS/httpatomoreillycomsourceoreillyimages1487056.png.jpg
818  _ odd

10118 Even

\ To Lind the probability

1018 _ odd T the ball landing in ar
ratkeb, add these

even pot
/ probabilites together
s/w 8

1”2 _o

12" —oo0

This gives us

1) = P(Black N yen) + PRed N
T+ PR P TRl — Al of the bl landing
SX10 + X d o e ket

3 W \Thzx Enmw ities

=18 tome from thz
o doability tree
38 probabitty

=PBlack) x P

=9

19





OEBPS/httpatomoreillycomsourceoreillyimages1488082.png.jpg
The exitical vegion this
fime is in the vpper 4ail
sl ab the 0 level

> 1< >

100% - a —





OEBPS/httpatomoreillycomsourceoreillyimages1488348.png.jpg
5,
2
g &
8%
S
%
£
[Sh]






OEBPS/httpatomoreillycomsourceoreillyimages1487988.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488086.png.jpg
Decide on the
hypothesis you're going
to tost

Choose your test
statistic






OEBPS/httpatomoreillycomsourceoreillyimages1487602.png.jpg
will have
ound

Mosk couples
3 gont weight 3¢

here

There's 3 lot of vaviation in
o bined weight, though





OEBPS/httpatomoreillycomsourceoreillyimages1486800.png.jpg
So are they the only
Sorts of ranges T can use?
Do I get any other options?





OEBPS/httpatomoreillycomsourceoreillyimages1487058.png.jpg
P(Black | Even) = P(Black N Even)
P(Even)

We started off by finding an expression for P(Black N Even)
P(Black ) Even) = P(Black) x P(Even | Black)

Afier that we moved on o finding an expression for P(Even), and
found that

P(Even) = P(Black) x P(Even | Black) + P(Red) x P(Even | Red)

T is what ve st calevlated
vine, the probablity bree





OEBPS/httpatomoreillycomsourceoreillyimages1486856.png
< 3 4 560617 Variance = (I-4Y + (1-4) + B-4F + (A-4) + 5-A4) + (-4 + (-4

Let's start off by caleulating the mean. 3
=lt243+4454847 ST 4L P04 D 4 2P + (3P
7 7
=128 =9+4+1+041+4+9
7 7
=4 =128
7
=4 o=VF=1
12245% Variane = (12357 + (2357 + 3357 + (4357 + (5357 + 6-35)
=1+243+445+46 b
—_— =15 4154 05 + (COSF + (I5F + (257
=2 b
g =b625+225+ 0254025+ 225+5b25
=35 b
=ns
b
=292 (o 2 detimal plces) o =VI%L

=17 (o 2 dop)





OEBPS/httpatomoreillycomsourceoreillyimages1488254.png.jpg
The line points o
W postive

X

The points plotted Sor w and y are
centered avound a straight line

The ine ponts
o s

X dom >
X wesphive
2 99"

X
%






OEBPS/httpatomoreillycomsourceoreillyimages1486674.png.jpg
Writing out all
those s looks like it
could get arduous...






OEBPS/httpatomoreillycomsourceoreillyimages1487156.png.jpg
sative B ¢

¢ aiter
raedn

2
= E(X - p)
This i the sariange, g4 > Var(X) (
shorthand way of veferring 4
the variance of y Var(X)






OEBPS/httpatomoreillycomsourceoreillyimages1487154.png.jpg
T wonder..if expectation
is like the mean, can we

use some sort of variance?
That's what we did before.






OEBPS/httpatomoreillycomsourceoreillyimages1486874.png
Player 1

Score 7 9 10 [ 13
Frequency 2 4 2 1
Vaviance = T+ 2(9") + 400" + 2019 + I3+

Standard Deviation =VZ.2.

lo
22

lo

4q

494162 + 400 + 242 + 169

-loo






OEBPS/httpatomoreillycomsourceoreillyimages1488260.png.jpg
Coffee shops vs. record shops

exease as coffee

an x

8 Retord shops det
3 shops intrease, but this doesn't mean
s Lhat the inrease in toffee shops has
8 [ O the decrease in vecord b
g

S X

2 %

No. coffee shops





OEBPS/httpatomoreillycomsourceoreillyimages1487780.png
+ 699
bb4 + 671 + 612 + 687
p=%= l7+ézb+533+s+e+ss,+w+

=657/10
5.7






OEBPS/httpatomoreillycomsourceoreillyimages1486542.png.jpg
Other
Shooter 1:500

3,500
Action
6,000
ISport
Strategy 27,500
11,500

Units Sold per Genre





OEBPS/httpatomoreillycomsourceoreillyimages1487588.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487052.png.jpg
P(Black) x P(Even | Black)
=glo
% 48
=0
18
5
19






OEBPS/httpatomoreillycomsourceoreillyimages1486644.png
Profit in dollars
600

W Manic Mango
500

[ competitor

400

300

(thousands)

200

2
>

100

00
2003 2004 2005 2006 2007

Year





OEBPS/httpatomoreillycomsourceoreillyimages1486676.png.jpg
Ttall adds
up now...

X, +x, +x, +x, +x +






OEBPS/httpatomoreillycomsourceoreillyimages1487040.png.jpg
P(Cotfee | Donuts) = (Coffee N Donuts)
—=2¢e 1) Donuts)

PDonuts)
=90
vk 375 Coffee
=3/
e ved o
Donuts s el
3/4
2/5 Coffee'
These must
add up o |
7T Coffee
74
e misk 3dd
Donuts! t:tk: 1 as wel

Coffee'






OEBPS/httpatomoreillycomsourceoreillyimages1487090.png.jpg
PA | B) = PAM B)
P(B)





OEBPS/httpatomoreillycomsourceoreillyimages1487778.png.jpg
We
of Ebmote the mean > m g 4 i e of the sample
Population.. p =X ~using g &





OEBPS/httpatomoreillycomsourceoreillyimages1487500.png.jpg
men will be
U peound 29633 height

We can expect ome
[ men o be extra all

™

Thevelll be a few men
who ave much shorter

Thon the avevate





OEBPS/httpatomoreillycomsourceoreillyimages1486636.png.jpg
3750

15000,
—=

12500
10000
7500
5000
2500
00





OEBPS/httpatomoreillycomsourceoreillyimages1487508.png.jpg
If the probability density
decreases the further you get
from u, when does it reach 07






OEBPS/httpatomoreillycomsourceoreillyimages1486740.png.jpg
The)ealth Club

Statsile'sPremier Spa

Swimming Class

Mode ageS: 2 and 32






OEBPS/httpatomoreillycomsourceoreillyimages1488136.png.jpg
Of course it is. We've
done a hypothesis fest, and
we've used it to prove that
the drug company is lying






OEBPS/httpatomoreillycomsourceoreillyimages1488142.png.jpg
| evvor is when You vejett

A Type
H, when acbually s otk N





OEBPS/httpatomoreillycomsourceoreillyimages1486684.png.jpg
Multiply each rumber by

its frequency, then add
p= b A Logebher.

zf(\ Cum of the frequenties





OEBPS/httpatomoreillycomsourceoreillyimages1486680.png.jpg
T'm mean. Some people
say T'm average, but
deep down, 'm mean.





OEBPS/httpatomoreillycomsourceoreillyimages1487892.png.jpg
So does this really help
us? What does it give us?





OEBPS/httpatomoreillycomsourceoreillyimages1487872.png.jpg
A probability of
0.0004? Forget it. I'm
getting popcorn instead.





OEBPS/httpatomoreillycomsourceoreillyimages1487590.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487042.png.jpg
P(AI D) =P(A (1 B)
P(B)





OEBPS/httpatomoreillycomsourceoreillyimages1486968.png.jpg
Black

P potket ok be o
ek and ¥ed, Khey*e
separate & s the possbiy
space, the bor
 eontanind 3 the
possbiibes

&m s

Tuo of the potkets ave

f 5 ] vither red ror Wtk 20

we've put 1 ot here

|

15+ 18

P(Black or Red)

38
=18+18

B 3%
= P(Black ¥ PRed)

Ndding the qeababiibes
he same cenlt 35 247
of blatk or ¥E

e mmoe”
L] .





OEBPS/httpatomoreillycomsourceoreillyimages1487208.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487592.png.jpg
H
<]
g
3
H
§
i






OEBPS/httpatomoreillycomsourceoreillyimages1487594.png.jpg
T need to make sure
the combined weight of
the bride and groom wor't
be above 380 pounds.
Think you can help>






OEBPS/httpatomoreillycomsourceoreillyimages1486890.png.jpg
These are the mean 3n0

= X-=
£ = B £ fdard devition of the

O «  stofditd containing the

value %






OEBPS/httpatomoreillycomsourceoreillyimages1486754.png.jpg
Points scored per game
Frequency 1

du Hrequenty tells us the mumber of games
where the player got each seore. This player
seored 9 points in 2 games, and |2 points in
| game.






OEBPS/httpatomoreillycomsourceoreillyimages1487032.png.jpg
This is the same equation
o cavlier—jst multipy the

To bnd PUA (1B 35t wlbiply
Ihe probalilies for these two P et

lranthes +ogether
Y-/—g P(A|B) A PANE<PA|B)<PE)

P(®)

PAE
IEF"=SAt - BADE) =REIBy<RE)
P(B) P(A|B) A P(ANB)=P(A|B) x P(B)
The probab B
obabl
ol sktag ety =
o —a  #
(A NB) = P(A| B) x P
X P
The probability of
setbng A et it

hasn't happened





OEBPS/httpatomoreillycomsourceoreillyimages1487784.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486732.png.jpg
11122222339 31 31 32 32 32 32 33 33 33

1£ we add another 3l-year—old
o the tlass, the median instead
betomes 31. This 4ime, we ignore
the kids!





OEBPS/httpatomoreillycomsourceoreillyimages1486892.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486894.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487248.png.jpg
Tn the last race, you had a 1/6
probability of predicting the top
finishers correctly. But let's see how
you fare in the rovelty race; it's a
Statsville tradition.






OEBPS/httpatomoreillycomsourceoreillyimages1486492.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486482.png.jpg
Dawn Gikbiths






OEBPS/httpatomoreillycomsourceoreillyimages1486884.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486484.png.jpg
I can't believe
they put thatina

statistics book!"






OEBPS/httpatomoreillycomsourceoreillyimages1487814.png
p, = number of successes
number in sample





OEBPS/httpatomoreillycomsourceoreillyimages1486490.png.jpg
Great. Only 700
more dull, dry,
boring pages.






OEBPS/httpatomoreillycomsourceoreillyimages1487580.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486982.png.jpg
We have absolutely
nothing in common.
We're exclusive events.

Black © © Red






OEBPS/httpatomoreillycomsourceoreillyimages1486926.png.jpg
N3zoa puz N3zoa st

N3ZOa pig

2t01|2to1





OEBPS/httpatomoreillycomsourceoreillyimages1487034.png.jpg
Coftee

Donuts

Coffee'

Coffee

Donuts'

Colfag





OEBPS/httpatomoreillycomsourceoreillyimages1488262.png.jpg
Far out, dude, T'm liking
the way the sushine and
attendance connect.






OEBPS/httpatomoreillycomsourceoreillyimages1486880.png
standavd deviation = | ((x + 2000) - G + 20000
=/ St + 2000 - -2000)
=[St "






OEBPS/httpatomoreillycomsourceoreillyimages1486479.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488264.png.jpg
But hold on, man! How can we
predict concert attendance
based on predicted sunshine?
If the concert aftendance
drops below 3,500, we'll have to
bail out, and that'd be a burn.





OEBPS/httpatomoreillycomsourceoreillyimages1486838.png.jpg
Average distance

e
These distances cantel

=0
eath other out





OEBPS/httpatomoreillycomsourceoreillyimages1487506.png.jpg
ot s smal

The lavger O becomes,
{he vider and flatter H‘N

turve becomes.






OEBPS/httpatomoreillycomsourceoreillyimages1486538.png.jpg
Why should T care about charts?
Chart sof tware can handle everything
for you, that's what it's there for.





OEBPS/httpatomoreillycomsourceoreillyimages1486678.png.jpg
— hdd all the rumoers
T x together

i ~then diide b howewer
many there are.





OEBPS/httpatomoreillycomsourceoreillyimages1487584.png.jpg
ind O

=10.914 These ave the values ok p @

=227






OEBPS/httpatomoreillycomsourceoreillyimages1487816.png.jpg
So.am T right in thinking that
probability and proportion are
related? They're both represented by
p. and they sound like they're similar.






OEBPS/httpatomoreillycomsourceoreillyimages1486548.png.jpg
Other Sports

5% 9%
Shooter
95%
Strategy
0%
Action
85°%

% Players Satisfied per Genre





OEBPS/httpatomoreillycomsourceoreillyimages1487036.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487504.png.jpg
X ~ N(p, 0?)

It's great being
normal. In an ideal world,
everyone would be like me.

The greatest. probabilt
density s around the |
mean, 0 values around
heve are most kel

The fuckhee

x P e meam O
e iy ders ot

’m \ow“





OEBPS/httpatomoreillycomsourceoreillyimages1487044.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487038.png.jpg
PA | B)=PANB)
P(B)





OEBPS/httpatomoreillycomsourceoreillyimages1486540.png.jpg
Mapic Mamga ()





OEBPS/httpatomoreillycomsourceoreillyimages1487502.png.jpg
Theve ave fewer shorter
auys o the prababiiy
density is low

£

<

Theeel be a smaller
= ber of tall auys





OEBPS/httpatomoreillycomsourceoreillyimages1488346.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1488352.png.jpg
16 17 22 23 2.
29 29 30 31 3
36 37 37 38 3
44 45 45 49 5

Here's your vaw data

60
50
40
30
20
10

Heves a stemplot
based on the data

0 Key: 106 =16
000158

0122334559
01122344567789
23345667899

67 N

A stemplot. has a shape that is similar to 3
histogram’s, but flipped onto its side.





OEBPS/httpatomoreillycomsourceoreillyimages1488278.png.jpg
y,is the actual value

Ko §is the vaue ve
estimate it 4o be

from the line.






OEBPS/httpatomoreillycomsourceoreillyimages1486964.png.jpg
That's a lot of pockets to
count. We've already worked out
P(Black) and P(Green). Maybe we
can use one of these instead.





OEBPS/httpatomoreillycomsourceoreillyimages1487084.png.jpg
Black

18/38
18/
Black o Red
2/38
18/38 ereer
1838 Black
18/38
i 18138 ped
2/38 Green
2/38

Green






OEBPS/httpatomoreillycomsourceoreillyimages1487676.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487578.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486958.png.jpg
The ball landed i
he O pocket, 5o
Yw lost some chips






OEBPS/httpatomoreillycomsourceoreillyimages1487086.png.jpg
You being here.
changes everything.
T'm different when
Tm with you.





OEBPS/httpatomoreillycomsourceoreillyimages1488184.png
Here's the

vow for

v=8.

e

Here's the col

lumn £or 0.0%

~ | s [ a0 [ as [ a0 Pos 0 | o | oos | oo | om0
T oz [ e | 2o | on 502 | sa1 | eea | 7as | s | om0
2 | 277 [ sm | o | 40 [ 5 738 | 7ez | em | woso | iwe | w2
3 | an | wes | 502 | em | 4 595 | ves | o | vzes | 1oz | e
W | s | 5w | e | e | o Wt | ner | vz | se | 16s2 | war
s | 6o | 729 | o2 | o2 [l | ves | vase | 5o | vers | wmse | 20m
« | 7es | wse | vas | 10es | vafo | vass | 1500 | wewr | wess | 2025 | 2ase
2 | voe | om0 | 075 | 2o | 6o | 1z | 1648 | 208 | 7204 | 2em2
O 155 Y 755 | e | 2000 | 2195 | 2977 | zem

oo | e | 0 | e 902 | wse | mer | 2o | z54s | wrme

This is wheve @ and 0.05 meet.






OEBPS/httpatomoreillycomsourceoreillyimages1486954.png.jpg
Probability = 18
38
= 044 (ko 3 detimal places)





OEBPS/httpatomoreillycomsourceoreillyimages1486956.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486962.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487094.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486618.png.jpg
Here's all your jice in he glass
£ comes up to'bhis level





OEBPS/httpatomoreillycomsourceoreillyimages1487010.png.jpg
The rumbers we've
been given all add
P t0 50, the
total mumber of

sports lovevs.

Baseball

Basketball

Football

This information

looks complicated

but draving 3
& Venn diagyam

will help us to

visudlize what's

g0ing on





OEBPS/httpatomoreillycomsourceoreillyimages1487790.png.jpg
That's easy. The variance of the
sample is bound fo be the same
as that of the population. We can
use the sample variance to estimate
‘the population variance.






OEBPS/httpatomoreillycomsourceoreillyimages1486614.png.jpg
ot |






OEBPS/httpatomoreillycomsourceoreillyimages1487008.png.jpg
P(AUB)-P@





OEBPS/oreilly_large.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487670.png.jpg
We didn't include {his area when we caledlated
PIX < b) wsing the binomial distribution, but we
did when we oalelated POX < ) vsird the normal

distribution






OEBPS/httpatomoreillycomsourceoreillyimages1488356.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487326.png.jpg
Hang on. If we have to work
out every single probability, we'll
be here forever.





OEBPS/httpatomoreillycomsourceoreillyimages1488266.png.jpg
Here's your
matézvy‘;.,;::'m "

attendance (100’s)

Here's the lne. |t gpes sbraight

° | thvouh the heark of where the
50 data points ave
a0,
30,
2| You tan use the line bo estimate
tontert aktendante for a certain
o number of hours predicted sunshine

o 1 2 3 4 5 6 7 8
sunshine (hours)





OEBPS/httpatomoreillycomsourceoreillyimages1487196.png
X, and X, base.
themselves on me,
T'm their role model

°

E]

PXX=x)

0.9

 Grand Master
distribution x

Probability

So that's where we get our

probabilty distributions from.

/ \

I'(xz =x) |09 0.1






OEBPS/httpatomoreillycomsourceoreillyimages1487672.png.jpg
Al of these

Y ales vowd 2

—

6.5 7

b





OEBPS/httpatomoreillycomsourceoreillyimages1486886.png.jpg
That's easy—Player 1
does best. Player 1 scores 75%
of the fime, and Player 2 orly
scores 5% of the time.





OEBPS/httpatomoreillycomsourceoreillyimages1486952.png.jpg
Probability

36
.053 (40 3 detimal places)






OEBPS/httpatomoreillycomsourceoreillyimages1487674.png.jpg
(to 2 decimal places)





OEBPS/httpatomoreillycomsourceoreillyimages1486918.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487006.png.jpg
P(A' N B)





OEBPS/httpatomoreillycomsourceoreillyimages1488010.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486922.png.jpg
Roulette wheel






OEBPS/httpatomoreillycomsourceoreillyimages1487296.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487678.png.jpg
This times we WL
05 and wse PUL> %)
o Gnd P02 D

7
GTQ 10 11





OEBPS/httpatomoreillycomsourceoreillyimages1487714.png.jpg
/

A samgle i 3

sbset of the
population 50
st some

ihe aumballs





OEBPS/httpatomoreillycomsourceoreillyimages1488284.png.jpg
The SSE reminds me of the variance.
The variance uses squared distances from
the mean, and the SSE uses squared

distances from the lne.






OEBPS/httpatomoreillycomsourceoreillyimages1486616.png.jpg
Hours Spent Gaming per Day

% 5000

8 . Represents 1000 Days

S 4000

: r
o This legend makes it e

! to mm éh:avfa“ -

= Lok, o 908 TePresents £ options, The amount of spate U

eteen the bars T srant o 1

1000 [ / rerton e 6382

o

A1 T 3 10
uen though the bar for 1-3 - § .
has 3 higher frequency, the “:ub,::: ;_‘f:"’- on the ours
Frequenty density is actually it seale.

Sor O





OEBPS/httpatomoreillycomsourceoreillyimages1486682.png.jpg
This gves s p=19+20+20+20+2

5 N Remenber brat bt

ave 3 peorle of age 20





OEBPS/httpatomoreillycomsourceoreillyimages1487680.png.jpg
We wse PUS < X < 35)
to find P2 < X <3






OEBPS/httpatomoreillycomsourceoreillyimages1486632.png.jpg
ENST S

Hours Spent Gaming per Day

. Represents 1000 Days

Lells us the Frespency density of

giving us

The hiskoaram

e ¥ grougs [Es not so hot
S e o o o

than a tertain amount of hours:






OEBPS/httpatomoreillycomsourceoreillyimages1486620.png.jpg
—_—— —

The gass

is wider, so

the level
) isn't as high.





OEBPS/httpatomoreillycomsourceoreillyimages1487564.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486972.png.jpg
This time, you picked

) potkek: a ved one






OEBPS/httpatomoreillycomsourceoreillyimages1487598.png.jpg
We can caleulate
this probability if we
know what the combined

probabilty distribution is,
but what's that?






OEBPS/httpatomoreillycomsourceoreillyimages1486966.png.jpg
P(Black or Red)

3
= 097 (4o 3 detinal places

So P(Black or Red

|~ P(Green)





OEBPS/httpatomoreillycomsourceoreillyimages1486888.png.jpg
The two players have dikkevent
means and standard deviations,

o how an wie tompare their
pevsonal performante?
= \ Player 2

75

}
o =20 Percentage T
ge






OEBPS/httpatomoreillycomsourceoreillyimages1486622.png.jpg
—— Frequency Density —____ I

YO /é{/ St

y r—
Y requency






OEBPS/httpatomoreillycomsourceoreillyimages1486946.png.jpg
ot

hj Notin b

Probabilty |

In this diagram, A s yseq
instead of 37 by indieste
all the possible evengs
that aven't in A





OEBPS/httpatomoreillycomsourceoreillyimages1488186.png.jpg
These st

Ps a
J5t ke the aney
“e had before

© 060 0 O ©

Decide on the hypothesis you’re going to test,
and its alternative

Find the expected frequencies and the degrees

of freedom R

1 o i i These steps are
Determine the critical region for your decision oot Beos e

ones ou s before
Calculate the test statistic X* Q/‘/—/

See whether the test stati:
critical region

is within the

Make your decision





OEBPS/httpatomoreillycomsourceoreillyimages1488182.png.jpg
%2 (V)





OEBPS/httpatomoreillycomsourceoreillyimages1488350.png.jpg
dotplots

our data's quantitive,

s ;dﬂ e shape of your dsta
show

Each value is shown 3¢ dot. You
53¢k them in a Column gboye the—4
value on the horizontal axis

ol e

4
12
No. games bought per month





OEBPS/httpatomoreillycomsourceoreillyimages1488280.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487712.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487570.png.jpg
Wait a sec, i T wear my
5-inch heels, Tm much taller.
Won't that affect the probability
that my date is faller than me?






OEBPS/httpatomoreillycomsourceoreillyimages1488282.png.jpg
The diffevence bebween the veal values
of yy and what we predict from the

The sum of squred ervors ~3 GSE = E(y - ¥
o line of best £it





OEBPS/httpatomoreillycomsourceoreillyimages1487716.png.jpg
frequency

Sampling Chart

Most of the qunballs

VR ]

VAR

duration





OEBPS/httpatomoreillycomsourceoreillyimages1487718.png.jpg
frequency

Population Chart

Althaugh s vob

eactly the zamer e

esilts of the qunbal
population av¢ 3

P o share to that

of the samle






OEBPS/httpatomoreillycomsourceoreillyimages1487098.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486948.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487568.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486950.png.jpg
Probability =
38
.02b (40 3 decimal places)






OEBPS/httpatomoreillycomsourceoreillyimages1487134.png.jpg
Prnlmlxility of

i & (any order)

There are three ways of gebting bhis

Pl 4, cherey) + P, chervy, £) + Pleherry, 1, )
=(0F x02 + (01 x02) + (01 x02)

= 0.00b

probability of 283

Pleherry, chery, cherey) = Pleherry) x Plcherry) x Plcherry
=02402x02
= 0.008





OEBPS/httpatomoreillycomsourceoreillyimages1487782.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487014.png.jpg
Here's your rext
bet..and a hint about
where the ball landed
Shh, dor't fell Fat Dan





OEBPS/httpatomoreillycomsourceoreillyimages1487320.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487012.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487832.png.jpg
T need 40 red gumballs fo
make it through the movie.
I that likely? If there
aren't enough red gumballs in
the box, Tl get another snack
instead.





OEBPS/httpatomoreillycomsourceoreillyimages1487310.png.jpg
P(Royal Flush) LB
2,598,960
17649740

= 0.00000|5%

"





OEBPS/httpatomoreillycomsourceoreillyimages1487518.png.jpg
The bty of 24
dake being o¥e" bl inches

R s
Here's where X = b4
inthes.





OEBPS/httpatomoreillycomsourceoreillyimages1487116.png.jpg
OK, 50 falling out the ree was '

unexpected, but you have to take
a long-term view of these things.






OEBPS/httpatomoreillycomsourceoreillyimages1488146.png.jpg
1 evvor s when You accett

/‘ » wm ackually Ws word





OEBPS/httpatomoreillycomsourceoreillyimages1487108.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487106.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486846.png.jpg
2(,‘"_ )





OEBPS/httpatomoreillycomsourceoreillyimages1486764.png.jpg
Score |8 9 o [n 12
Frequency |1 2 |3 2 1
>
g 3
)
z
g
> score
75 85 95 105 115 125
Score |8 9 [0 11 [r
Frequency |1 0 [8 o 1
> akers?
gs Remem®e” 10\ eve
g 6 = There 3¢
4
i b
y —+> score
e oE B maE THE 10

=%

s ave the same

Lok, tese ven! aka's diffevent

even though the d
p=lo
Lover bound = 8
Upper bound = 12
Ramge =128
=4





OEBPS/httpatomoreillycomsourceoreillyimages1487312.png.jpg
P(Four ot a Kind) = 624
2,598,960

= /4165
= 0.00024





OEBPS/httpatomoreillycomsourceoreillyimages1486768.png.jpg
Upper
Lower bound j"; boung
of |

11122223333 34444505°5





OEBPS/httpatomoreillycomsourceoreillyimages1487846.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487520.png.jpg
Is that your idea of fun?
Why would T want to do that?






OEBPS/httpatomoreillycomsourceoreillyimages1487400.png.jpg
E(X) = n
P 7 These formlac vrk for any
binomial distribution
Var(X) = nj

pq





OEBPS/httpatomoreillycomsourceoreillyimages1487794.png.jpg
mple mean,

—y o — Toke eath item in the sample, subtract the sampl

Extnato for the @2 = E( = K)o he vent,thn 384 the ot ogeer

poplation variance =
1 = 4 Divide by the number in the sample minss |





OEBPS/httpatomoreillycomsourceoreillyimages1487408.png.jpg
So, you can
expect to get
less than 2 questions
correct? T think now's
about time to quit.
Sorry you won't win the
swivel chair, though.






OEBPS/httpatomoreillycomsourceoreillyimages1487826.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487516.png.jpg
That's easy. Julie wants her date to be taller
than her, so we can work out probabilities based
on her height.






OEBPS/httpatomoreillycomsourceoreillyimages1486598.png.jpg
601

501

401

30

20

10

100

200 300 400 500

600

+
200

+
800

+
900

1000





OEBPS/httpatomoreillycomsourceoreillyimages1488144.png.jpg
1€ You get 3 Type | evror,
your best statistic mst. be
here in the evitieal vegion.

Y





OEBPS/httpatomoreillycomsourceoreillyimages1487796.png.jpg
So how is that a
better estimate?





OEBPS/orm_front_cover.jpg
A Brain-Friendly Gui

Head First

Statistics

Discover easy
cures for chart

Improve your season
average with the
standard deviation

Beat the odds at

concepts stick
Fat Dan's Casino

to your brain

Find out how statistics

Avoid embarrassing
can conceal the facts

sampling mistakes

OREILLY’ i Dawn Griffiths





OEBPS/httpatomoreillycomsourceoreillyimages1487272.png.jpg
Think you can predict
the top three horses?
If you can, the payout's
awhopping 1,500 fo 1.





OEBPS/httpatomoreillycomsourceoreillyimages1487426.png.jpg
Looks like we can
expect the machine to break

down only 3.4 times next week,
so we'l isk it and skip that new
machine. Dorit tell the moviegoers.






OEBPS/httpatomoreillycomsourceoreillyimages1487316.png.jpg
Winner of this year’s 2nd place: 3rd place:
Statsville Derby: Cheeky Sherbet  Frisky Funboy
Ruby Toupee





OEBPS/httpatomoreillycomsourceoreillyimages1487830.png.jpg
T reallylike red gumballs,
and I'd rather ot eat the
other colors. How many red
gumballs come in the box>






OEBPS/httpatomoreillycomsourceoreillyimages1487424.png.jpg
P(X=3) =e?" x34°
3l
= ** % 39304
b
= 0033 xb55
=026





OEBPS/httpatomoreillycomsourceoreillyimages1487824.png.jpg
2(X - X)*

o





OEBPS/httpatomoreillycomsourceoreillyimages1486760.png.jpg
frequency

measure the

We £0n 7 the data Y

center

Tooking 3k 21739

<——————> score
The mean tells us nothing
about how spread out the
data s, so ve need some

other measure o tell us this.





OEBPS/httpatomoreillycomsourceoreillyimages1487422.png.jpg
PX=0)=e* \
o
= 1340

o

= xl

I
= 0.0%3






OEBPS/httpatomoreillycomsourceoreillyimages1487524.png.jpg
=S Move 4o the left by 71 pe7d
-






OEBPS/httpatomoreillycomsourceoreillyimages1487308.png.jpg
“C,= 5L =1,598,%0
475l





OEBPS/httpatomoreillycomsourceoreillyimages1487828.png.jpg
p, = number of successes
number in sample





OEBPS/httpatomoreillycomsourceoreillyimages1487276.png.jpg
That gives us the right answer, but it could get complicated if
there were more horses, or if we waned to fill more positiors.






OEBPS/httpatomoreillycomsourceoreillyimages1488156.png.jpg
That sounds complicated. T
hope it's rot as difficult fo
find as P(Type I error),






OEBPS/httpatomoreillycomsourceoreillyimages1488378.png.jpg
b & (margin of error)





OEBPS/httpatomoreillycomsourceoreillyimages1488152.png.jpg
90 = -1.64

X-90z-164x3
X 2 -4.92 + 90
X = 8508





OEBPS/httpatomoreillycomsourceoreillyimages1486778.png.jpg
If the range is.
so limited, why do
people use it>






OEBPS/httpatomoreillycomsourceoreillyimages1487786.png.jpg
“This looks great! We can use your
work in our television commercials to say
how long gumball flavor lasts for, and it
beats our main rivel, hands down. Just one
question: how much variation do you expect
there to be?






OEBPS/httpatomoreillycomsourceoreillyimages1486772.png.jpg
“The lover bound Put the upper bound
is still | has inereased to IO,

411222233333 444455T5 10





OEBPS/httpatomoreillycomsourceoreillyimages1487850.png.jpg
Var(P) = Var (X
)

= Var(X) This tomes from VarlaX
n this case, 3 = 1/n

) = ar )

i





OEBPS/httpatomoreillycomsourceoreillyimages1486776.png.jpg
Sois it a bad idea fo
use the range ther?





OEBPS/httpatomoreillycomsourceoreillyimages1488150.png.jpg
Z~N(o, 1)
Values heve ave outside
fhe eitical vegjon

These values are inside

bhe exitical vegion .

h






OEBPS/httpatomoreillycomsourceoreillyimages1488154.png.jpg
This is the usual way of caleulating the
5.08- 50 K standard seore; just sibbract the exgectation
v and divide by the standard deviation

—5.08






OEBPS/httpatomoreillycomsourceoreillyimages1488384.png.jpg
This is becawse EX - ) = B0 - BV

EX-Y)=p, -pf
Var(X-Y) =02
) o * “_yzg, Silarly, Var X - ) = Var R + Var(Y)





OEBPS/httpatomoreillycomsourceoreillyimages1488374.png.jpg
r2 = -y
Z(Y - PP (s g you the e value as
e ST s et vy o

Z(y-Y)P?  Leatiee it





OEBPS/httpatomoreillycomsourceoreillyimages1488148.png.jpg
£=X-90






OEBPS/httpatomoreillycomsourceoreillyimages1486848.png.jpg
But why should I have to think about
distances squared? I hardly call that
intuitive. Tsn't there another way?





OEBPS/httpatomoreillycomsourceoreillyimages1488380.png.jpg
LY
Z(y - y)?
This is the ——
standard devigtion g = n-2
of the samplng  — S

distribution of ) ﬁ





OEBPS/httpatomoreillycomsourceoreillyimages1486770.png.jpg
Heve's the data on 3 vertical line
ehart (a type of bar chart that
uses lines instead of bars). Eath

line vepresents the frequency of

each number in the data set

/

> 3 4 &





OEBPS/httpatomoreillycomsourceoreillyimages1487318.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486850.png.jpg
Standard deviation = VI2.67

56 (to 2 decimal places)





OEBPS/httpatomoreillycomsourceoreillyimages1487834.png.jpg
Tsn't that the sort of thing
that we were doing before?
What's the big deal?





OEBPS/httpatomoreillycomsourceoreillyimages1487792.png.jpg
bt o

Theve ave fewer values
n the sample 50 there’s
3 qpod thanee that
7 ove exbreme valves vl

be extluded






OEBPS/httpatomoreillycomsourceoreillyimages1486844.png.jpg
The variance is
the aversge of
the distances from
Ehe mean squared.

Variance = M
n





OEBPS/httpatomoreillycomsourceoreillyimages1487322.png.jpg
Chad's sbout here—just
follow the tree damage
to see how well his fivst

vun went.

Ouchl Rockl Ouch!
Flag! Ouch! Treel





OEBPS/httpatomoreillycomsourceoreillyimages1487314.png.jpg
fx"Co=4x 13
a5l
= 4 x 1287 = 5148
P(Flush) = 5148
2,598,960
= 33/1bbb0
= 0.00198





OEBPS/httpatomoreillycomsourceoreillyimages1487522.png.jpg
1.0 - n=0,0?=02
e n=0,0%=50
—n=2.0"205
There's an infinite number of possible
Jalues for p and o, so theve ave an

[ A
The vormal distribution






OEBPS/httpatomoreillycomsourceoreillyimages1487346.png.jpg
I get it, so x2P(X = ) gets larger
for awhile, but affer that, it gets

smaller and smaller as x gets larger
and larger.





OEBPS/httpatomoreillycomsourceoreillyimages1487928.png.jpg
The work youve done is awesome! My fop customer
found an average of 8.5 gumballs in a sample of 30
packets, and you've fold me the probability of getting
that result is extremely unlikely. That means T
dorit have fo worry about compensating disgruntled
customers, which means more money for mel






OEBPS/httpatomoreillycomsourceoreillyimages1487348.png.jpg
)

xX*P(X

Values s62°
and then

stavt off ol et 1
detrease 3™

laraer





OEBPS/httpatomoreillycomsourceoreillyimages1487352.png.jpg
q
Var(X) = —
p?





OEBPS/httpatomoreillycomsourceoreillyimages1487930.png.jpg
T put this in the
oven for 2.5 hours, but
you bake yours for
15 hours, you should

be fine.






OEBPS/httpatomoreillycomsourceoreillyimages1488160.png.jpg
T thought that the claims sounded too
good to be true, and you'e proved that
there are strong statistical grounds

for showing T'm right. T'll sleep quieter
at night knowing that.






OEBPS/httpatomoreillycomsourceoreillyimages1488166.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486670.png.jpg
We use % 35 3 agnedl vay of

vepresenting s parbicslar grls

0. She's 19 3t the moment, but

1 o she betomes 20, el still
We wor't have

Know her 3ge 35 %,
fo vewrite any of o caleulations






OEBPS/httpatomoreillycomsourceoreillyimages1486662.png.jpg
Age 20

lp ol

Aae 20 oe 19

ge 20





OEBPS/httpatomoreillycomsourceoreillyimages1487074.png
P(Game 1 | Satistied) = PlGame 2) P(Satistied | Game 2)
PlGame 2) P(Satisfied | Game 2) + P(Game 2) P(Dissatisfied | Game 2)






OEBPS/httpatomoreillycomsourceoreillyimages1487808.png.jpg
Tl choose Mighty
Gumball over any
other manufacturer.





OEBPS/httpatomoreillycomsourceoreillyimages1486932.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486594.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487806.png
e

=3
n-l
= (380 + (31 + (L4 4 (09" + (-04)" + (O + (L4 + (5 + B + (4.2
9
= 1444 + 940 +576 + 08 + 036+ 049 + 196 + 225+ 9+ 1164

1
=6132/9
= 592 (4o 2 detimal places)





OEBPS/httpatomoreillycomsourceoreillyimages1487412.png.jpg
It's been great having you as a contestant on the
show, and we'd love to have you back later on. But
we've just had a phore call from the Statsville
cinema. Some problem about popcorn..2





OEBPS/httpatomoreillycomsourceoreillyimages1487574.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487572.png.jpg
o
=59-0
45 f :he Variance is 2025, ¢, the sta
ot eiation is the squave voof, g
=

044 (4o 2 decimal places)





OEBPS/httpatomoreillycomsourceoreillyimages1487922.png.jpg
Thhis is The mean

x N(l,l o'zln) ¥ snd vaviante of %





OEBPS/httpatomoreillycomsourceoreillyimages1487410.png
1. What was the name of his first girlfriend?

3.What is his greatest achievement?

oo e, @ :: \vinning 1y Statsville 2008
¥/ c: Raising $1000 for the seal sanctuary @ o: Reezsing an album
4.What s his secret ambition?

@ ~: o launch a range of sports equipment JEN@ B8: To release an exercise DVD
P
C:To launch his own range of menswear JBMA/ D: To have his own hair care range

5.1n what year was he abducted by aliens?

@ c:2007 D:2008






OEBPS/httpatomoreillycomsourceoreillyimages1487918.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487406.png.jpg
POX

=, x029 %075

= 5l x 00I5625 x 05625
2w

=10 x 000879

=0.0819





OEBPS/httpatomoreillycomsourceoreillyimages1488158.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487576.png.jpg
So, T can wear my highest heels,
and there's still a 67% chance
he'll be taller? Sweet!






OEBPS/httpatomoreillycomsourceoreillyimages1487810.png.jpg
Ewwwl These
gumballs are gross.





OEBPS/httpatomoreillycomsourceoreillyimages1486746.png.jpg
» =2(x +2000) B
— Median: Every wage has 12,000 added 4o
i, and this intludes the middle value—the

The origingl —2 344 32000 gl 2000 edian. The new median s
mean Pl \ 120,000 + 12,000 = {22,000,
=50,000+2000n <~ Mode: The most. common wage or mode is
—— Addng 20008 {10,000, and with the 12,000 pay vaise
) everyone’s salary 4his becomes
= {51,000 increases the mean, 110,000 + {2000 = f12,000.

redian, and mode by
42.000.





OEBPS/httpatomoreillycomsourceoreillyimages1486938.png.jpg
There's just

we're reglh

the ball

Y interest

ested

the probab) ity o
landing o 5 9

1

EVEN

oop

19-36






OEBPS/httpatomoreillycomsourceoreillyimages1486978.png.jpg
Laz(loz|Loz

3rd DOZEN

2nd DOZEN

z
&
N
Q
a






OEBPS/httpatomoreillycomsourceoreillyimages1486934.png.jpg
1. Look at your roulette board. How many pockets are there for the ball to land in?

There ave 38 pockets. ¢ Don't forget that the ball an land in
0 or 00 35 well s the 36 mumbers

2. How many pockets are there for the number 72

Just |

3.To work out the probability of detting a 7, take y
answer to question 1. What do yoi get?

Probability of getting 7=
38
= 0026 K Our answer to 3 decimal places

r answer to question 2 and divide it by your

4. Mark the probability on the scale below? How would you describe how likely it is that you'll get a 72

e - -

The probabil
falls avound
very likely.

26, so0 it
ty of aekting a Tis OO
Me 1B ot mpossble, but rot





OEBPS/httpatomoreillycomsourceoreillyimages1487582.png.jpg
This is a paiv of equations

< we tan now solve.

2610=5-p
Ba=15-p





OEBPS/httpatomoreillycomsourceoreillyimages1487812.png.jpg
Point estimator f
i for the proportion A Proportion of successes in the
suttesses in the populstion D P = Py & e





OEBPS/httpatomoreillycomsourceoreillyimages1487920.png.jpg
But is the number of
gumballs in a packet
distributed normally?>
What if it's not>






OEBPS/httpatomoreillycomsourceoreillyimages1486904.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487304.png.jpg
C,= 12!
sl(12-5)!
=12/
shi
=792





OEBPS/httpatomoreillycomsourceoreillyimages1487926.png.jpg
Var(X)





OEBPS/httpatomoreillycomsourceoreillyimages1486496.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1486930.png.jpg
Impossible

N\

Equal chance of
happening or not.

{

Certair

v

1

1
A freak oyote anvil

back is quite wnlikely
|ets put it here

Throwing a ¢oin and
it landing heads up

happens in about, half
oball e

Fallng acleep 3t some
Feint during a 46

hour period i almost,
certain,





OEBPS/httpatomoreillycomsourceoreillyimages1487076.png
PlGame 1 | Satistied) = PlGame 1) P(Satistied | Game 2)
PlGame 2) P(Satisfied | Game 2) + PlGame 2) P(Dissatisfied | Game 2)
= ol
olk +00b
=olt
oz
=07






OEBPS/httpatomoreillycomsourceoreillyimages1487798.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487306.png.jpg
'C,
i

2
) ;H—z
2 )!
:1!71
25 ‘





OEBPS/httpatomoreillycomsourceoreillyimages1487494.png.jpg
£

or 007
a—
P(X >5) = (0.075 % 15)/2.
=1125/2

The area of a triangle is
1/2. the base multiplied
by the height.





OEBPS/httpatomoreillycomsourceoreillyimages1487418.png.jpg
T tell you everything
you need to know about
the Poisson distribution
Expectation, variance,
the lot.





OEBPS/httpatomoreillycomsourceoreillyimages1487800.png.jpg
pdation variance _, g2 = (% - p)2 g Poplation mean
N € —— Size of the population





OEBPS/httpatomoreillycomsourceoreillyimages1486534.png.jpg
See what T mean, the
profif's about the

same each month
Company Profit per Month

25

././-\./"' 00
20
15

10

" !

00

Profit (millions of dollars)

Month

oth of these charts ave
B the same information,

Jul Aug Sep  Oct Nov Decj\

based on
\:C they look vildly diffevent.

What's going oné d/

Company Profit per Month

No, this
profit's amazing.
Lok at it soar!

25
24
23
22
21

20

Profit (millions of dollars)

Jul Aug Sep Oct Nov Dec
Month





OEBPS/httpatomoreillycomsourceoreillyimages1486536.png
Both charts are based on the same underlying data,
but they each send a different message.

The fivst chart shows that. the profit is relatively
steady. £ achieves his by having the vertical axis
tark at O, and then plotting the profit for each

month against this. A

Look, the vertical

9XES are diffeyent
on eath char.

Profit (millions of dollars)

%

The second chart gives a diffevent impression by
making the vertical axis start at a diffevent place
and adjusting the sale accordingly. At a glance, the
profits appear o be rising dramatically each month.
I€s only when you lock eloser £hat you see what's

really going on-

f dollars)

ions of

The axis for this chart
starts at 2.0, not O.

looks so awesome. N

25

20

10

05

23
22
:E: 21
No wonder the profit g

Company Profit per Month

S ST S S
Jul  Aug  Sep Oct Nov Dec

Month

Company Profit per Month

Jul  Aug  Sep Oct Nov Dec
Month





OEBPS/httpatomoreillycomsourceoreillyimages1487072.png.jpg
We also know the probability of a player being
x;{:(ved: dissatisfied with the game they

We know the probability that a yla]:v ¢those eath chose

3ame, 5o ve ean use these for the first, sek of

branthes.
( 0b Satisfied
\ Game | <
08 o4

Dissatisfied

02 o1 Satisfied

Game 2 <

03 Yhicesbiclind





OEBPS/httpatomoreillycomsourceoreillyimages1488164.png.jpg
I thought his success
with girls would follow a
binomial distribution with
p=0.8.T was so wrorg...






OEBPS/httpatomoreillycomsourceoreillyimages1488162.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487082.png.jpg
Are you
feeling lucky?





OEBPS/httpatomoreillycomsourceoreillyimages1487764.png.jpg
frequency

Sample vs. Population
'd expetk the

Population
7 ¥ be sbout the same

S
Hiaces diivaiian





OEBPS/httpatomoreillycomsourceoreillyimages1487758.png.jpg
That's great! Tt
mears well save fime,
money, and teeth





OEBPS/httpatomoreillycomsourceoreillyimages1487802.png.jpg
Point estimator. for ﬂsz = 5(c-x2s T
te prltin i, = = | ok, where s the e of the
ased on your sample N =1 E— ol This time i's an estimate.





OEBPS/httpatomoreillycomsourceoreillyimages1487300.png.jpg





OEBPS/httpatomoreillycomsourceoreillyimages1487416.png.jpg
P(X=r)=e* A" Der't let appeavantes Tt You okt
165 pretty strahthorsard to

ealeslate in practice

eis 3 mathematicd
constant. [£ ahuays
stands for 1718, 50 you
cam ot sobstitute n
s mumber For ¢ in the
Poisson formula. Many

seientific calelators
e the formla and s e an ¢ ey that il
mr=3amdA=2 ealeulate powers of €

for you






OEBPS/httpatomoreillycomsourceoreillyimages1487414.png.jpg
Where's my popcorn?
T want popcorn now!
Give me my popeorn!






OEBPS/httpatomoreillycomsourceoreillyimages1487804.png.jpg
syz © o gves e
Point estimator A, _ s? = E(x - X) Toomula based or

for the = g2 where ot
he sample
population = the

Cariance

n-1





